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Abstract
Ambient air pollution has recently emerged as a major global public health issue, causing a variety of negative health impacts 
even at the lowest measurable concentrations. This study aims to analyze the spatial distribution of ambient air pollution in 
Addis Ababa, Ethiopia. The study was based on cross-sectional data collected from 21 selected sites within the period of 
October 13, 2019 to January 26, 2020, and July 5 to October 29, 2021. The spatial distribution of ambient air pollution was 
analyzed using spatial autocorrelation (Moran’s I and Geary’s C), and the hotspot areas of ambient air pollution were identi-
fied using the Ord and Getis statistics after visualizing via the Moran Scatter Plot. The average concentration of ambient air 
pollution was modeled against the covariates using a spatial lag model. Moran’s I, and Geary’s C, showed that the spatial 
distribution of ambient air pollution was globally clustered in the study area. Results revealed that Petros, Tekle Haimanot, 
and Bob Marley Squares, Legehar, Jamo Mikael, Sholla, Megenagna, African Union traffic signal, Stadium, North and East 
sampling sites of Akaki Kality's metal welding shade were identified as the hotspot sites of both ambient air pollutants. The 
results showed that temperature, average wind speed, wind direction, road characteristics, and land use characteristics were 
statistically significantly associated with the ambient air pollution concentrations. Paying attention to reducing ambient air 
pollution in pollution hotspot areas is recommended by the government and all concerned bodies.
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1 Introduction

Air pollution is the result of emissions of poisonous gas 
vapors into the air of the environment, which has several 
negative consequences on health, economy and environment. 
The major sources of this poison gas fumes include waste 

burning, coal fire, inefficient modes of transport, industrial, 
and factory activities (Barreira et al. 2017).

Recently, air pollution is regarded as one of the envi-
ronmental intimidations to human health through climate 
change (Whaley and Burns 2021). For instance, nearly 7 
million premature deaths are recorded due to air pollution, of 
which more than 1 million are estimated in the WHO Afri-
can Region. The criterion considered to indicate the air pol-
lutants are evaluated based on National Ambient Air Quality 
Standards (NAAQS), which is founded by the United States 
Environmental Protection Agency (U.S. EPA). These pollut-
ants are carbon monoxide, lead, ground-level ozone, particu-
late matter, nitrogen dioxide, and sulfur dioxide (Hemming 
et al. 2006).

According to (Ji et al 2020; Manisalidis et al. 2020) ambi-
ent air pollution is becoming one of the major disasters to 
human health in spreading several airborne diseases. It was 
also noted that there is an association between air pollutants 
and respiratory diseases mainly, asthma, wheezing, cough 
shortness of breath, and chronic obstructive pulmonary.
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The spatial distribution of ambient air pollution across 
the world is varying (Rahmah et al. 2015). For instance, the 
most vulnerable countries due to ambient air pollution expo-
sure of PM2.5 concentrations were Bangladesh (77.1 µg/
m3), Pakistan (59.0 µg/m3), India (51.9 µg/m3), Mongolia 
(46.6 µg/m3), Afghanistan (46.5 µg/m3), Indonesia (44.4 µg/
m3), Bahrain (44.3 µg/m3), Nepal (43.5 µg/m3), Uzbekistan 
(40.70 µg/m3), and Iraq (40.60 µg/m3) (World Health 2020).

The level of ambient air pollution is increasing in Africa 
and becoming one of the major environmental and health 
problems (Njee et al. 2016). Unless an appropriate interven-
tion is taken, it will continue to register more morbidity and 
mortality (Fisher et al. 2021a, b). The impacts of ambient 
air pollution certainly contribute to progressively observed 
epidemiological transformation (Katoto et al. 2019). The 
growing population and high traffic volume in urban areas 
also resulted in serious air pollution. The high levels of soot 
absorption, especially in congested areas, suggest vehicu-
lar exhaust emissions as a major source of fine particulates 
(Njee et al. 2022).

Abera and co-authors indicated that Eastern and Western 
Sub-Saharan African countries were the most vulnerable Afri-
can countries (Abera et al. 2020). Along with this, (Fisher 
et al. 2021a, b) cogently scrutinized the main reasons for the 
concentration level of particulate matter in Africa include 
increasing motor vehicles, and climatic and geographic con-
ditions. The particulate matter concentration measured at an 
urban road site in Nairobi, Kenya, exceeds WHO guidelines 
(Blake et al. 2018). The study conducted in East African coun-
tries suggested that Kampala (Uganda), followed by Addis 
Ababa (Ethiopia), and Nairobi (Kenya) were the hotspot areas 
in/with the concentration of PM2.5 and PM10 (Singh et al. 
2021). Thus, the spatial distribution of ambient air pollution 
shows varying levels of intensity in Africa, and Addis Ababa 
is the second highest vulnerable city in Eastern Africa due 
to air pollution. Therefore, conducting a study to identify 
the hotspot areas of ambient air pollution in cities like Addis 
Ababa with high population density and economic mobility 
is highly recommended.

The global burden of disease and death associated with 
air pollution exposure is widely distributed by region; expo-
sure to air pollution is estimated to cause millions of deaths 
and lost years of healthy life annually (Babatola 2018). The 
most effective and efficient approach to protecting public 
health from the adverse effects of outdoor air pollution is to 
reduce ambient concentrations through emission controls 
(Chandrappa, R., & Chandra Kulshrestha, U. 2016) to meet 
the WHO Air Quality Guidelines (Kumie et al. 2021; Wha-
ley and Burns 2021).

According to the (World Health 2020) report the stand-
ard concentration values of PM2.5 pollutant were 5 µg/
m3 yearly, 15 µg/m3 in 24 h, and of PM10 pollutant was 
15  µg/m3 annually, and 45  µg/m3 in 24  h. A study by 

Evangelpoulos and co-authors shows that 90% of the world's 
population lived in areas where WHO air quality limits for 
particulate matter were not being met (Evangelopoulos et al. 
2020). The disease burden associated with ambient air pol-
lution among the world's poorest people is highly influenced 
by demographics, as well as significant disparities in disease 
burden due to a range of factors (Coates et al. 2021). The 
distribution of ambient air pollution varies around the world. 
For instance, in most developing countries, industrial and 
motor vehicle emissions are the primary sources of pollu-
tion. In Low and medium-income countries (LMICs), there 
is a scarcity of experts and equipment to detect and monitor 
air pollution levels (World Health 2020). Studies conducted 
by (Zhou et al. 2020) on the spatial and temporal (Youse-
fian et al. 2020) on characteristics and influencing factors of 
particulate matter pollution in China indicate the existence 
of spatial dependency.

Ambient air pollution is becoming a serious problem in 
Africa. For instance, in 2019 alone, ambient air pollution was 
responsible for an estimated 383 out of 419 deaths across 
Africa. Meanwhile, though air pollution is declining, it still 
accounts for 60% of all air pollution-related deaths (1.1 mil-
lion) across Africa (Fisher et al. 2021a, 2021b). However, 
clearly identifying the hotspot areas of air pollution is impor-
tant to reduce the risks of air pollution and take an appro-
priate measure. The burden of air pollution in Ethiopia is 
becoming one of the serious risks responsible for death and 
disability (Balidemaj et al. 2021), however clearly identifying 
the hotspot areas is suggested. According to (Tsegaye et al., 
2019), air pollution is also becoming a serious health prob-
lem, mainly affecting humans' lives and affecting children and 
women at large, though its spatial distribution is varying. One 
of the shortcomings of the studies conducted so far is lack 
of detail analysis to draw a better inference, from which we 
noted that identifying the hotspot areas via spatial modelling 
could contribute positively to making inference. Along this 
line, a research conducted by (Tefera et al. 2020) assessed the 
spread of the spatial distribution via descriptive approaches, in 
which making inference is not advisable. Therefore, to tackle 
the drawbacks of the existing works, this article is aimed to 
assess spatial distribution of ambient air pollution and identify-
ing factors associated with it in Addis Ababa, Ethiopia..

1.1  Data and Methodology

1.1.1  Study Area

Addis Ababa is the capital city of Ethiopia and the African 
Union's administrative center, where there is a high volume 
of economic mobility, high population density, and industry 
expansion (Woldesemayat and Genovese 2021). In 2021, the 
city had an area of 527 square kilometers and a population of 
5 Million. In this metropolis, there are 11 sub-cities and 116 
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woredas (inhabited districts). Geographically, it is located at 
 90 2'N latitudes and  380 45'E longitudes, in the center of the 
country. It has an average elevation of 2,400 m above sea 
level, with the highest altitudes reaching 3,200 m at Entoto 
Hill to the north. Addis Ababa is thus one of the world's 
high-altitude capital cities. Moreover, in the city, 21 dis-
tinct sites have been identified, primarily Gurara shade and 
Akaki Kality shade sites, each of which has five sub-sites: 
the center of the site and 100 m distance from the center 
site to all four directions (east, west, north, and south) and 
the other sites are AU signal, Tekle Haimanot square, Bob 
Marley square, Jamo Mikael square, Petros school, Lege-
har signal, Sholla signal, Megenagna, Stadium, Kality total, 
and Maseltegna site. For an easy understanding of the study 
areas, the specific study areas extracted from the map of 
Ethiopia are illustrated in Fig. 1.

1.2  Data sources

The say dataset that inspired this study was secondary data 
collected by Addis Ababa University’s Thematic Research 
Project team. Average daily concentrations of the air pollut-
ants (PM2.5, and PM10) and some meteorological factors of 

the selected sites were acquired as secondary data for the cur-
rent study based on the information gathered by this project. 
These data were collected from October 13, 2019 to January 
26, 2020, and July 5 to October 29, 2021. The Addis Ababa 
Road Authority provided data on the road characteristics fac-
tors. The data were captured in an Excel sheet and exported to 
R statistical software version 4.1.2. The descriptive analysis 
including mapping and models were made by using R software 
and ArcGIS.

1.3  Variables in the study

The dependent variables/outcome measurements in this 
study were an average daily concentration of PM2.5 and 
PM10. Depending on the nature of the data, the proposed 
objectives, and other related works, the predictor variables 
included were meteorological variables (Elevation, Tem-
perature, Relative humidity, Wind speed, Wind direction), 
land use characteristics (Land use area), and road charac-
teristics of the selected sites (Road type, width of the road, 
Neighborhood Road number). In this study, we assessed the 
spatial distribution of ambient air pollution in Addis Ababa.

Fig. 1  Map of Addis Ababa city with selected sites (study area)
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1.4  Methodology of the study

1.4.1  Methods of measuring spatial autocorrelation

Spatial weight matrix There are two types of spatial weight 
matrices used to model spatial autoregression and to detect 
spatial autocorrelation. In this study, a distance-based weight 
matrix was used because the data were not polygon data 
rather it was point pattern data.

Distance‑based weight matrix Distance is the extent or 
the amount of space between two locations or coordinates 
(Suryowati et al. 2018). The non-standardized spatial weight 
matrix for distance , denoted as W(d) , is defined as:

where hypot(i, j) =
√

(yi − y)
2
+ (yj − y)

2 , d is the maximum 
distance between two locations, yi and yj are observations 
of the dependent variable at location i and j respectively and 
y is the mean value of a dependent variable.

1.5  Test of global spatial autocorrelation

Spatial autocorrelation is an important concept in spatial 
statistics, and it is used to measure the similarity between 
nearby observations (Miller HJ 2004). Test for spatial auto-
correlation is designed to quantify the extent of clustering 
and to allow for statistical inference (Chen 2016; Dale & 
Fortin 2009; Kelejian & Robinson 1992) and Anselin L 
(1988a). The null hypothesis (under the normality and inde-
pendence assumptions) (Jarque CM & Bera AK 1980) is 
given by:

Against the alternative hypothesis of spatial dependence/
autocorrelation ( H1 ∶ � ≠ 0 ) which is the claim of the inter-
est. To test this hypothesis, we have used Moran’s I Correla-
tion and Geary’s C analysis.

1.6  Moran’s I

Moran’s I correlation coefficient is widely used to iden-
tify the spatial association pattern (Schober et al. 2018). 
To compute the spatial autocorrelation of the ambient air 
pollution Moran’s I was employed. The value of Global 
Moran’s I lie in the interval of -1 and 1. This indicates 
that if this value is significantly less than 0, then there is a 
negative spatial relationship; if it is greater than zero there 
is a positive spatial relationship and if it is zero there is no 

(1)Wij(d) =

{

1, hypot(i, j) ≤ d, i ≠ j

0, otherwise

H0 ∶ There is no spatial autocorrelation (� = 0)

spatial relationship. Whereas Local Moran’s I was used to 
identify the local spatial pattern and outliers among ambi-
ent air pollution of selected sites (Cellmer 2013; Xu et al. 
2019). The analysis was conducted using R software 4.1.2 
version.

Global Moran’s I is given by:

where Ig is Global Moran’s I correlation coefficient; yi and 
yj respectively represent the daily average concentration of 
ambient air pollutants of site i and site j ; y is the mean of 
y; n is the number of sites; and Wij is the elements of row 
standardized spatial weights between site i and site j.

1.7  Geary’s C

The global Geary’s C defines value (dis)similarity as the 
squared difference in values between neighboring observa-
tions. For binary weights, Geary (1954) introduced the fol-
lowing coefficient of autocorrelation:

where n , Wij, yi, yj and y are denoted as above Eqs. (2), and 
C is Geary’s C value.

1.8  Local tests of spatial autocorrelation

Measures of local spatial autocorrelation, such as local 
Getis and Ord statistics, and the local indicator of spatial 
association, are used to see if there is a local spatial clus-
ter of high or low values and to identify the regions that 
contribute the most to the clustering (spatial autocorrela-
tion) (Anselin, 1995). Our concern is frequently focused not 
only on establishing if the data as a whole exhibits spatial 
autocorrelation, but also on finding the specific observa-
tions that show spatial autocorrelation with their neigh-
bors. The following local measures were employed in this 
investigation.

1.9  Local Moran’s I

Local Moran's I for each observation, according to Anselin 
(1995), indicates the level of significant spatial clustering of 
similar values around that observation. The Local Moran’s I 
formula is given by:

(2)Ig =
n

∑n

i=1

∑n

j=1
Wij

∑n

i=1

∑n

j=1
Wij(yi − y)(yj − y)

∑n

i=1
(yi − y)

2

(3)C =
n − 1

∑n

i=1

∑n

j=1
Wij

∑n

i=1

∑n

j=1
Wij(yi − yj)

2

∑n

i=1
(yi − y)

2
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where variables are as described in Eq. (4) and Ii is Local 
Moran’s I correlation coefficient.

1.10  Local Ord and Getis �
�

∗ Statistic

The Ord and Getis Gi
∗ test statistic is given by

where Wij , yj , n and y are as described in Eq. (5).
W∗ =

∑n

j=1
Wij

2 and Sd is denoted as the sample standard 
deviation of the observations.

1.11  Diagnostics for spatial dependence

After identifying significant spatial dependency using global 
and local spatial autocorrelation tests (Cliff & Ord K 1972), 
the next step was to model this spatial autocorrelation using 
covariates. The diagnostics Moran's I error correlation, 
Lagrange Multiplier, and Robust Lagrange Multiplier were 
used to check if the covariates included in the study fully 
model the spatial dependency.

1.12  The Moran’s I error correlation test

Moran's I can be used to diagnose spatial dependence in the 
presence of variables. The following is Moran's I test statis-
tic for spatial error dependence in OLS regression residuals:

where I� is the Moran’s I correlation coefficient of the error 
term, W  is row standardized spatial weight matrix, n and Wij 
are denoted as above (Eqs. (4) and (6)), and � is the n ∗ 1 
vector OLS residuals.

1.13  Lagrange Multiplier Diagnostic for Spatial 
Dependence

The use of Lagrange Multiplier (LM) diagnostics in OLS 
specifications is advocated by Anselin and Rey (1991). 
There are two basic LM diagnostics described in the fol-
lowing subsections. The Lagrange Multiplier is diagnostic 
for spatial lag dependence and spatial error dependence in 
the presence of covariates in an OLS model. In regression 

(4)Ii =
n(yi − y)

∑n

j=1
Wij(yj − y)

∑n

i=1

∑n

j=1
Wij(yi

− y)
2

,

(5)
Gi

∗ =

∑n

j=1
Wijyj −

�

∑n

j=1
Wij

�

y

Sd

�
�

nW∗−

�

∑n

j=1
Wij

�2
�

�

n−1

� 1∕
2

(6)I� =
n

∑n

i=1

∑n

j=1
wij

��W�

���

models, spatial dependence may not simply be reflected in 
the error. Instead, a spatial lag WY  in the endogenous vari-
able Y  might be used to account for it (Anselin 1988a).

1.14  Lagrange Multiplier Diagnostic for Spatial lag 
Dependence

Under this this set-up, the regression model reads 
Y = �WY + X� + � , and the Lagrange Multiplier test of spa-
tial lag dependence under the null hypothesis of no spatial lag 
dependence ( Ho ∶ � = 0 ) versus the alternative hypothesis of 
( H1 ∶ � ≠ 0) is considered.

The Lagrange Multiplier test statistic of spatial lag 
dependence is given as:

Where n is the number of observations; � is the vector of 
OLS residuals; tr is the matrix trace operator, and W is the 
spatial weights matrix for the spatial lagged dependent variable 
Y is the value of a predicted variable.

1.15  The Lagrange Multiplier Diagnostic for Spatial 
Error Dependence

The Lagrange Multiplier diagnostic for spatial error dependence 
in the presence of covariates in an OLS model is based on the 
estimation of the regression model  
with spatially dependent error term � . The Lagrange Multiplier 
test of spatial error dependence under the null hypothesis of no 
spatial error dependency ( Ho ∶ � = 0 ) against the alternative 
hypothesis of ( H1 ∶ � ≠ 0).

The Lagrange Multiplier test statistic of spatial error 
dependence is given as:

where W is the spatial weights matrix for the spatially lagged 
error term and the rest notations as in Eq. (10).

(7)LMlag =

(

��WY�
/

S2

)2

(nJ)

(8)nJ = TM(WX�)∕S2

(9)T = tr
[(

W +W �
)

W
]

(10)S2 = ���
/

n and M=I−X(X�X)−1X�

(11)LMerror =

(

��W�
/

S2

)2

T
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1.16  Robust Lagrange Multiplier Diagnostics 
for Spatial Dependence

The modified Lagrange Multiplier tests are used to diagnose 
spatial lag and spatial error dependence in OLS specifications 
as the Robust Lagrange Multiplier (RLM) diagnostics for the 
OLS model, and are described below.

1.17  The Robust Lagrange Multiplier Diagnostic 
of the Spatial lag Dependence

Under the null hypothesis of no spatial lag dependency, 
the OLS regression model satisfies:

The test statistic of RLM for a lag model is

where T∗ =
[

T + T(WX�)�M(WX�)
/

S2

] and other notation as 
above Eqs. (10 and 11).

1.18  The Robust Lagrange Multiplier Diagnostic 
of the Spatial error Dependence

Under the null hypothesis of no spatial error dependence 
given as

The test statistic of the RLM of error dependence is 
given by

where RLMerror is the Robust Lagrange Multiplier statis-
tic for error dependence, � is the spatial dependence of the 
error term in the OLS regression model, and other notations 
remain as the above Eqs. (10 and 11).

1.19  Spatial regression model

1.19.1  Spatial regression model specification

The variables were included in the model based on their availa-
bility in the secondary data and literature. When there is no prior 
theoretical foundation for the selected models the indications 
given by an exploratory analysis of data (Using LISA statistics) 
can be very useful (Chou, Y.-H. 1997). We consider two types 

Ho ∶ � = 0

(12)RLMlag =

(

(��WY−��W�)
/

S2

)2

(T∗)
−1 − T

Ho ∶ � = 0

(13)RLMerror =

(

(

��W�
/

S2 − T
)

− (T∗)−1(��WY)
/

S2

)2

(

T − T2(T∗)
−1
)

of spatial regression models (Srinivasan, S. 2015) namely the 
spatial lag model and the spatial error model (Anselin 1988b).

1.19.2  Spatial Lag regression model

A spatial lag regression model is a method for controlling 
the spatial autocorrelation of a dependent variable when the 
dependent variable has a spatially dependent relationship 
(Anselin 1988a, b). The spatial lag model incorporates the 
influence of unmeasured variables but also stipulates addi-
tional effects of neighboring attribute values; e.g., the lagged 
dependent variable. The spatial lag model is given as follows 
(Anselin et al. 2008a, 2008b; Cellmer 2014; Loftin & Ward 
1983; Zwack et al. 2011)

Or its reduced form is given as

where Y  is N ∗ 1 vector of observations of the dependent 
variable which, in this study, is the average daily concentra-
tion of air pollutants in-unit measurement, WY  is an N ∗ 1 
vector weighted average of a spatial lag of the dependent 
variables, � is coefficient of spatial lag of the dependent vari-
able, X is a matrix of observations on the independent vari-
ables with N ∗ K dimension, � is K ∗ 1 vector of the coef-
ficients of the independent variables, and � is N ∗ 1 vector of 
random error term which is normally distributed and I − �W 
is invertible since the weight matrix and identity matrices 
are non-singular and symmetric matrices.

1.19.3  Spatial error regression model

The spatial error model evaluates the extent to which the 
clustering of outcome variables not explained by measured 
independent variables can be accounted for regarding the 
clustering of the terms. In this sense, it captures the influ-
ence of unmeasured independent variables. The spatial 
model can be expressed in two equations as follows (Anselin 
et al. 2008a; Loftin & Ward 1983; Zwack et al. 2011).

where Y is N ∗ 1 vector of observation of the dependent vari-
able which is the average daily concentration of air pollut-
ants in-unit measurement, W� is a vector of spatial lag for the 
nearest values of the error terms, � is the coefficient of spa-
tial lag of error terms, X is an N ∗ K matrix of observation 
on the independent variables like; meteorological factors 
and socio-economic factors, � is K ∗ 1 vector of regression 

(14)Y = �WY + X� + �

(15)Y = (I − �W)
−1X� + (I − �W)

−1
�

(16)Y = X� + �

(17)
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coefficients of independent variables, and ε is N * 1 vector 
spatially autocorrelated error term and  is another vector 
of error terms.

1.19.3.1 Method of  parameter estimation Typically, a 
model is estimated without incorporating spatial effects, 
but the results of this estimation (and its residuals) form the 
starting point for the diagnostics of spatial effects. Conse-
quently, Ordinary least square estimation yields inconsistent 
and biased estimates, and inference based on this method 
was flawed. Instead of OLS, other estimation methods 
must be employed to properly account for the spatial sim-
ultaneity in the model. Alternative methods of estimation 
include Maximum-likelihood and application of instrumen-
tal variable estimation for the spatial two-stage, least-square 
approach (Lesage 2004; Ord 1975)(Loftin & Ward 1983).

1.19.3.2 Model adequacy checking The assessment of the 
empirical fit of the estimated model is an important aspect 
of statistical analysis. In spatial regression analysis, this is 
slightly complex due to a lack of standard measures, such 
as  R2. If the estimation is based on Maximum likelihood, 
then the standard  R2 will be invalid. Appropriate estimation 
approaches would be maximized log-likelihood and infor-
mation-based criterion. The implementation of the informa-
tion-based criteria of model validity in spatial analysis is 
straightforward (Akaike 1981; Anselin 1988b). The criteria 
under this category include:

(18)AIC = −2LL + 2K

where AIC and SC are Akaike information criteria and the 
Schwartz criterion, respectively. LL is log-likelihood, K is 
the number of the estimated parameter and N is the number 
of observations.

2  Results and Discussions

2.1  Descriptive results of the spatial distribution 
of PM2.5 and PM10 concentration

The spatial distributions with a descriptive result correspond-
ing to the average daily concentration of PM2.5 and PM10 
are given in Figs. 2 and 3 respectively. The observed aver-
age daily concentration levels of PM2.5 and PM10 at the 
Gurara shade sites (Center, East, West, North, and South) 
were 46.60 µg/m3 to 55.00 µg/m3 for PM2.5 and 88.70 µg/
m3 to 90.06 µg/m3 for PM10, The daily average PM2.5 and 
PM10 concentrations observed were in the range of 71.41 µg/
m3 to 78.20 µg/m3 and 90.07 µg/m3 to 97.46 µg/m3 at Pet-
ros Square, Akaki North, and Kality total sites respectively, 
whereas, 55.01 µg/m3 to 71.40 µg/m3 and 97.47 µg/m3 to 
103.83 µg/m3 at Akaki kality industrial areas (Center, East, 
West and North), respectively. The daily average PM2.5 
concentration at Bob Marley squares was found in a range 
of 78.21 µg/m3 to 88.39 µg/m3. The daily average PM2.5 
concentration at Tekle Haimanot square, Shola, Megenagna, 
Legehar, Stadium, and AU signal ranged from 88.40 µg/m3 
to 106.72 µg/m3. The average PM10 concentration at Shola, 
Megenagna, Stadium, AU signal, and Jamo Mikael sites 

(19)SC = −2LL + K ��(N)

Fig. 2  Spatial distribution of PM2.5 average concentration
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ranged from 103.84 g/m3 to 116.00 g/m3, while the values 
for Tekle Haimanot, Legehar, and Bob Marley square ranged 
from 116.01 g/m3 to 120.12 g/m3. The results indicate that 
the daily average concentration of ambient air pollutants 
(PM2.5 and PM10) exceeded the WHO standard air qual-
ity standards of the air pollutants concentration at all sites 
considered in the study area.

Table 1 shows the overall average (mean, SD) concen-
trations of the ambient air pollutants under investigation. 
Accordingly, PM2.5 and PM10 had mean and standard devi-
ations of (77.72 and 19.54) and (103.99 and 10.34), respec-
tively. This indicates that the overall average concentration 
of these pollutants exceeded the WHO's daily standard air 
quality criteria. The averaged updated WHO daily stand-
ard air quality criteria values of the PM2.5 and PM10 were 
15 µg/m3 and 45 µg/m3, respectively.

2.2  Testing for spatial autocorrelation air pollutants 
concentration

In this subsection, we present the results of autocorrelation 
analysis using both global (Moran's I and Geary's C) and local 

(local Moran's I and local Getis and Ord Gi *) statistics for 
clustering. The Moran scatter plot is used to show the global 
test, in which the slope of the regression line corresponds to 
Moran's I. Local Moran's I and Getis and Ord Gi * statistics 
were used in the analysis. The result indicates that there is no 
statistically significant clustering of air pollutants in selected 
sites, at a significance level of = 0.05 . Therefore, in the fol-
lowing subsection, the result corresponding to Moran's I and 
Geary's C test statistics is cogently addressed. Furthermore, a 
diagnostic test for spatial dependence was employed to ensure 
consistency.

2.3  Tests of spatial autocorrelation using global 
Moran’s I and Geary’s C statistics

In this study, interpolation was performed to measure the 
ambient air pollution concentration at the selected sites. 
The result shown in Table 2 is used to check whether there 
is spatial autocorrelation globally.

The results corresponding to the global Moran's I and 
Geary's C coefficients show that there is a statistically sig-
nificant positive global spatial autocorrelation at 5% level 
of significance. The result of the present study also confirms 
that the spatial distribution of average daily concentrations 
of PM2.5 and PM10 were clustered in selected sites of 
Addis Ababa at a 5% level of significance (Table 2). Along 
with this, under the assumption of normality, the result cor-
responding to Moran's scatter plot is illustrated to pinpoint 
the issue of global spatial autocorrelation (Fig. 4).

Fig. 3  Spatial distribution of PM10 average concentration

Table 1  Overall mean and standard deviation of the pollutants of the 
selected sites

Variable Number of 
sites

Mean Std. Dev Min Max

PM2.5 21 77.72 19.54 48.6 106.72
PM10 21 103.99 10.34 88.7 120.12
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2.3.1  Moran’s scatter plot of the air pollutants 
concentration

The visualization of the spatial autocorrelation of PM2.5 is 
presented using the Moran scatter plot, where the Y-axis is the 
spatially lagged dependent variable (W_PM2.5) plotted against 
the X-axis, the dependent variable (PM2.5). Moran's scatter 

plot reveals that lagged PM2.5 and PM2.5 daily average con-
centrations have a positive spatial autocorrelation (clustering).

Similarly, the result of spatial autocorrelation of the PM10 
with its lagged values (W_PM10) is depicted in Moran's 
scatter plot. This shows that the PM10 and its lagged value 
(W_PM10) have a positive spatial association (clustering) 
based on the result of the Moran scatter plot. The value of 

Table 2  Results of global 
Moran I and Geary’s C 
correlation coefficient

Pollutant Coefficient Observed Expected Variance Z value P-value

PM2.5 Moran I statistic 0.82686288 -0.05 0.066399 3.4029 0.00033
Geary’s C statistic 0.15006673 1 0.072963 3.1465 0.00083

PM10 Moran I statistic 0.47937362 -0.05 0.066651 2.0505 0.02016
Geary C statistic 0.39954539 1 0.071922 2.239 0.01258

Fig. 4  Moran scatter plot of 
PM2.5 and PM10

Table 3  Results of the local 
Moran I

Sites PM2.5 PM10

Moran’s Ii Exp (Ii) Z value Pr(z > 0) Moran Ii Exp(Ii) Z value Pr(z > 0)

Guara Center 0.6872 -0.05 1.77058 0.03832 0.6262 -0.05 1.9681 0.02457
Gurara East 0.7659 -0.05 1.85078 0.03211 0.3671 -0.05 1.8243 0.03357
Gurara west 0.8184 -0.05 1.90424 0.02844 0.5705 -0.05 1.9313 0.02639
Gurara North 0.6872 -0.05 1.77058 0.03832 0.6262 -0.05 1.9688 0.02457
Gurara South 0.5467 -0.05 1.62737 0.05183 0.6139 -0.05 1.9675 0.02497
Akaki center 0.1936 -0.05 0.24828 0.40196 0.0121 -0.05 0.0632 0.47481
Akaki East 0.1936 -0.05 0.24828 0.40196 0.0121 -0.05 1.7863 0.04748
Akaki West 0.1259 -0.05 0.17924 0.42887 0.0026 -0.05 1.7854 0.04786
Akaki North 0.1737 -0.05 1.78982 0.04083 0.0055 -0.05 0.0564 0.47750
Akaki South 0.0552 -0.05 1.77816 0.04533 0.0049 -0.05 0.0559 0.47772
Petros square -0.2411 -0.05 2.56924 0.00501 -0.1982 -0.05 -2.2683 0.00876
AU signal 0.1252 -0.05 1.19775 0.11551 0.1490 -0.05 1.9832 0.01113
Bob Marley square 0.6919 -0.05 1.97509 0.02248 0.5175 -0.05 1.5947 0.05538
Legehar 0.2334 -0.05 2.30807 0.00954 0.4055 -0.05 2.6807 0.00693
T/Haimanot square -0.2411 -0.05 2.56924 0.00501 -0.1982 -0.05 -2.2683 0.00876
Jamo Mikael 0.1354 -0.05 1.97811 0.01135 0.7652 -0.05 1.9829 0.02034
Shola 0.5839 -0.05 1.66523 0.04793 0.3560 -0.05 1.4304 0.07630
Megenagna 0.5839 -0.05 1.66523 0.04793 0.3560 -0.05 2.4304 0.00763
Stadium 0.2334 -0.05 2.30807 0.00954 0.4055 -0.05 2.5807 0.00693
Kality total 0.0131 -0.05 0.06428 0.47437 0.1925 -0.05 0.2467 0.40257
KalityMaseltegna -0.0023 -0.05 0.96272 0.48062 0.4750 -0.05 0.5341 0.29662
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the Moran I correlation which is the slope of the Moran scat-
ter plot given in Table 3 of average daily PM2.5 and PM10 
concentrations were positive and significant. This also indi-
cates that the nearby sites that have high-high clustering (high 
value surrounded by high value) and low-low clustering (low 
value surrounded by low value) are the points clustered in 
the third and first quadrants of the Moran scatter plot. Very 
few points were clustered in the second and fourth quadrants, 
where the outliers of the low values are surrounded by the 
high values and vice versa for both pollutants (Fig. 4).

2.4  Local Moran’s I of the PM2.5 and PM10 
concentration

The results of the global test statistic for spatial depend-
ency presented in Section 4.2.1 show that ambient air pol-
lution from neighboring locations has a strong positive spa-
tial autocorrelation (clustering). Local statistics of spatial 
autocorrelations were employed in addition to these local 
statistics to further indicate whether there is a high/low value 
clustering.

To test the null hypothesis of no local spatial clustering 
among average concentrations of ambient air pollutants at 
nearby selected sites, the results of the local Moran's I, local 
Getis, and local Ord Gi* statistics were taken into consid-
eration. The results show sites where values are physically 
clustered and where values are vastly different from those 
of their neighbors (outliers).

Table 3 shows that, in most of the sites there was statisti-
cally significant local clustering of PM2.5 and PM10 at a 5% 
level of significance. PM2.5 and PM10 were found to have 
statistically significant local spatial dependency (clustering) 
among several sites.

The results of the local Moran I presented in Table 3 show 
that, at sites like Gurara shade in all directions from the 
center, including the central site, Petros Square, Bob Mar-
ley Square, Legehar, Tekle Haimanot square, Jamo Mikael, 
Megenagna, and Stadium, a significant clustering of PM2.5 
and daily PM10 average concentration was observed. The 
average concentration of pollutant PM10 at East and west 

of Akaki shades sites show strong clustering with a p-value 
less than a 5% threshold of significance.

Petros square and Tekle Haimanot square are among 
the sites that have significant negative local spatial auto-
correlation (clustering) for both PM2.5 and PM10 average 
concentration, indicating that low values are surrounded by 
high values of neighboring/nearest sites or high values are 
surrounded by the low values of the nearest sites. While all 
Gurara shade sites, as well as Bob Marley Square, Legehar, 
Jamo Mikael, Megenagna, and Stadium, have positively 
significant spatial clustering on both key pollutants, Akaki 
shade from the center to the north and south directions is 
positively spatially clustered only for PM2.5 average con-
centration. AU signal, and Akaki shade from the center to 
the east and west directions show positive spatial clustering 
for an average concentration of PM10. The low value of one 
site is surrounded by low values or the high value of one site 
is surrounded by the high values of other nearest sites in this 
positive local spatial autocorrelation.

2.5  Local Ord and Getis statistics for an average 
concentration of PM2.5 and PM10

Local clustering of high (hotspots) or low (cold spots) aver-
age ambient air pollutant concentrations surrounds each 
site with nearby sites, according to the local Ord's and 
Getis statistic, Gi

∗ . To establish the degree of clustering of 
ambient air pollution concentrations among the selected 
sites, the results of Gi

∗ statistic, as well as its p-value, were 
determined using R software, version 4.1.2. Getis and Ord's 
criterion was used to adjust the p-values of Gi

∗ statistic for 
multiple comparisons. The findings of the Gi

∗ statistic are 
shown in Table 4. The significance of the Gi

∗ statistic was 
calculated using a 5% significance threshold. The positive 
value of Gi

∗ statistics shows the spatial clustering of high 
values (hot spots), whereas the negative value reflects the 
spatial clustering of low values (cold spots). The clustering 
of the high or low value of the pollutant's concentrations is 
depicted in Fig 5. and Fig. 6.

All Gurara shades sites were cold spot clusters of 
the average concentration of PM2.5 with a 99 percent 

Table 4  Results of diagnostics 
for the spatial dependency

Test PM2.5 PM10

MI/DF Value P-value MI/DF Value P-value

Moran's I (error) 0.0699 2.399 0.01644 0.0511 2.2023 0.02765
Lagrange Multiplier (lag) 1 8.7735 0.00306 1 5.2955 0.02138
Robust LM (lag) 1 11.4665 0.00071 1 8.4156 0.00372
Lagrange Multiplier (error) 1 0.2105 0.64634 1 0.1125 0.73731
Robust LM (error) 1 2.9035 0.08839 1 3.2326 0.07219
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Fig. 5  Results of local Hotspot analysis (Getis-Ord Gi*) of average daily PM2.5 concentration

Fig. 6  Results of local Hot spot analysis (Getis-Ord Gi*) of average PM10 concentration
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confidence level, whereas Megenagna, Sholla, Tekle 
Haimannot, Petros square, Akaki center, Akaki east, 
Akaki north, and Jamo Mikael are hotspot clusters with 
a 95 percent confidence level; and Bob Marley square, 
Legehar, AU signal, and Stadium are hot spot sites with a 
99 percent confidence level of the average concentration 
of the PM2.5 (Fig. 5).

Fig. depicts the result of the average PM10 pollutant 
concentration distribution. At the 99 percent confidence 
level, the majority of the areas had a clustering of high val-
ues of the average PM10 concentrations. The Akaki kality 
industrial areas (Akaki East, Akaki West, Akaki North, 
and Akaki South), Petros Square, Tekle Haimanot Square, 
AU signal, Jamo Mikael Square, Sholla, and Megenagna 
were hotspot clusters with a 99 percent confidence level, 
while the other three sites, Bob Marley square, Legehar, 
and Stadium, were hotspot clusters at 95 percent confi-
dence level of this ambient air pollutant. The remaining 
locations had insignificant clustering of the average con-
centration of PM10.

2.6  Diagnostic for Spatial Dependence

The spatial dependence diagnostics were taken based on 
the results of the estimation of the OLS regression model 
of the daily average concentration of PM2.5 and PM10 

(Table 4). The daily average concentrations of PM2.5 and 
PM10 show spatial clustering globally in the study area, 
as indicated by the results of global and local measures 
of spatial dependency. The spatial autocorrelation can-
not be controlled when using the OLS regression, and the 
results become biased as the issue of spatial dependency 
is cast out. To tackle this setback, the spatial autoregres-
sive model is taken into consideration. The model diag-
nostics are verified using the Lagrange Multiplier test and 
the Robust Lagrange multiplier test of the dependent vari-
able's lag and the OLS regression model's lag error term. 
As shown in Table 4, the Moran's I (error) value is 0.0699 
with p-value of 0.01644, and Moran's I (error) value is 
0.0511 and with the p-value 0.02765 for PM2.5 and PM10 
respectively.

This suggests that the spatial error te rms are spatially 
dependent, which contradicts the standard linear model's 
assumption. When the SLR and SER models were com-
pared using the model's diagnostic tests, the Lagrange mul-
tiplier tests for the SLR model were found to be significant 
for both ambient air pollutants, as shown in Table 4. As a 
result, spatial regression was utilized with the premise that 
spatial correlation structures apply uniformly across the 
data set, and the diagnostic results indicated that the five 
tests were used to evaluate the model's spatial dependence.

Table 5  Results of the SLR 
and SER model for the average 
PM2.5 concentration

Covariates A spatial lag Regression model A spatial Error Regression model

Estimate z value Pr( >|z|) Estimate z value Pr( >|z|)

(Intercept) 243.18 4.109 C 90.996 1.191 0.2339
Elevation -0.088 -7.386  < 0.0001 -0.014 -0.584 0.5591
RH 0.216 0.691 0.4898 0.249 1.476 0.1398
AWS -10.347 -6.335  < 0.0001 -0.574 -0.340 0.7337
LUC(ref.)
LUI -48.617 -7.178  < 0.0001 -13.160 -1.160 0.2459
LUM -21.915 -4.598  < 0.0001 -30.104 -5.554  < 0.0001
RSR -1.249 -4.925  < 0.0001 1.114 2.900 0.0037
NBR 4.644 3.811 0.0001 -1.904 -1.818 0.0690
WDE-N(ref.)
WDE-S 2.028 1.138 0.2551 4.486 2.898 0.0038
WDN-E 17.725 4.807  < 0.0001 -20.071 -1.700 0.0891
WDS-E 6.619 2.657 0.0079 -9.493 -1.985 0.0472
T0C -1.923 -3.332 0.0009 0.345 0.396 0.6919
RTAsphalt(ref.)
RTCoble 10.639 3.251 0.0012 -14.324 -1.473 0.1409
WY 0.3506 2.649 0.0081
Wε -0.9048 18.426  < 0.0001
LL -47.91915 -48.2384
AIC 125.84, (AIC for lm: 131.12) 126.48, (AIC for lm: 131.12)
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As noted in Table 4, the spatial lag model is better than 
the SER model in terms of controlling the influence of 
close sites' spatial dependency because the LM and Robust 
LM tests for the Spatial lag model of both pollutants are 
found significant statistically.

2.7  Results of model specification

After a diagnosis of the spatial  dependence 
(Tobler  1970,  1979), the model specification was made 
between the spatial lag regression and spatial error regres-
sion model. The Akaike Information Criterion (AIC), and 
log-likelihood analysis were also used to find suitable models 
(Table 5 and 6), where the results of the model with the small-
est value of AIC and highest value of Log-likelihood were 
appriopriate. The results of the OLS regression model, SLR, 
and SER models were shown for pollutants vs variables. As 
indicated in Table 5 and 6, the AIC for the spatial lag model 
is lower than that of the spatial error regression model, and its 
log-likelihood is higher than that of the spatial error regression 
model, which suggests that the spatial lag regression model is 
suitable. As a result, by integrating the effects of spatial auto-
correlation, the spatial lag regression model can be considered 

as appropriate for modeling the spatial distribution of ambient 
air pollutants versus covariates considered in this study.

Based on the results presented above, the spatial lag 
regression model was utilized, as the final model, to model 
the pollutants. The spatial lag model results of PM2.5 and 
PM10 are described in detail in the next.

2.8  Results of the spatial lag model for pollutants

In this section, the results of the spatial lag model for both 
PM2.5 and PM10 are well described based on the selected 
predictor variables. The result (Table 7) shows that all the pre-
dictor variables are found significantly associated with PM2.5 
and PM10 concentration except RH, WDE-S, and RTCoble.

3  Discussions

The findings of the study identify the spatial distributions 
of ambient air pollutants and major driving factors respon-
sible for the spread of ambient air pollutants at the selected 
sites in Addis Ababa, Ethiopia. The overall daily average 
concentrations of ambient air pollution were computed from 

Table 6  Results of the SLR 
and SER model of the average 
PM10 concentration

Where, the category east to north wind direction (WDE-N), commercial land use area (LUC), and asphalt 
road type (RT Asphalt) were taken as the reference categories in the study

Covariates SLR model SER model

Estimate z value Pr( >|z|) Estimate z value Pr( >|z|)

(Intercept) 297.701 5.726  < 0.0001 311.915 9.533  < 0.0001
Elevation -0.072 -7.903  < 0.0001 -0.076 -9.034  < 0.0001
RH -0.279 -0.850 0.395301 -0.269 -0.823 0.4103
AWS -9.568 -5.599  < 0.0001 -9.592 -5.923  < 0.0001
LUC(ref.)
LUI -35.013 -6.054  < 0.0001 -35.469 -6.828  < 0.0001
LUM -15.750 -3.186 0.0014 -15.277 -3.205 0.0014
RSR -1.245 -4.627  < 0.0001 -1.321 -5.593  < 0.0001
NBR 2.767 2.105 0.0353 3.068 3.323 0.0009
WDE-N(ref.)
WDE-S -3.901 -2.217 0.0266 -4.235 -2.580 0.0099
WDN-E 10.791 2.726 0.0064 11.107 3.452 0.0006
WDS-E 5.595 1.988 0.0468 5.681 2.505 0.0122
T0C -2.212 -4.408  < 0.0001 -2.343 -5.063  < 0.0001
RTAsphalt(ref.)
RTCoble 3.011 0.882 0.3777 3.090 1.032 0.3021
WY 0.4995 4.2534  < 0.0001
Wε -0.8231 -16.92  < 0.0001
LL -56.21225 -56.36131
AIC 142.42, (AIC for lm: 152.54) 142.72, (AIC for lm: 152.54)



 Stochastic Environmental Research and Risk Assessment

all selected sites in the city, from which we noted that the 
overall average daily concentration level of air pollutants in 
Addis Ababa was highly above the air quality guidelines of 
the daily standard air quality level of the world.

This study identified the spatial distribution of the air 
pollutants in Addis Ababa among selected sites using spatial 
autocorrelation and visualizing the spatial clusters based on 
the Moran scatter plot. The results reveal that there is spatial 
clustering of the daily average concentration of ambient air 
pollution. Furthermore, the hotspot areas of the ambient air 
pollutants concentration were identified using the Getis-Ords 
statistic for the selected sites. The results show that spa-
tial clustering of hotspot and cold spot areas of the average 
PM2.5 and PM10 concentration was observed. Among the 
sites Petros Square, Tekle Haimanot Square, Bob Marley 
Square, Legehar, Jamo Mikael, Sholla, Megenagna, AU sig-
nal, Stadium, Akaki East, and Akaki north were identified 
as hotspot clusters of daily average concentrations of both 
ambient air pollutants. Whereas Akaki kality sites (west, 
and south) were hotspot sites only for the daily average 
PM10 concentration. Akaki kality site, from the center, was 
a hotspot cluster only for the daily average concentration of 
PM2.5.

Following this, efforts were also made to identify the 
potential predictors that characterizes the spatial distri-
butions of the average concentrations of air pollution in 
the study area. Therefore, based on the results of the spa-
tial lag model, it was found that the average temperature 
has a significant effect on the average concentrations of 
ambient air pollutants. The finding of our study more 
resembles the work done by (Okimiji et al. 2021) which 
suggested that the average temperature was the primary 
meteorological factor that affected the distribution of the 
concentration of PM2.5. Additionally, The findings of the 
study are also comparable to the work of (Park and Ko 
2021) and (Zhou et al. 2020) and aligns with the study 
conducted by (Hart et al. 2020). However, the findings 
achieved in the work of (Hart et al. 2020) aligns with 
our study. Addressing the issue of spatial dependency in 
this work is one of the major benefits as compared to the 
aforementioned related works.

The findings of the study have shown that elevation has 
a significant negative association with the distributions of 
the daily average concentrations of the PM2.5 and PM10 
pollutants, which is more similar to the work of (Han et al. 
2020). This research additionally considered the issue of 

Table 7  Summary of results 
of the spatial lag model for the 
average concentration of both 
PM2.5 and PM10

Where, the category east to north wind direction (WDE-N), commercial land use area (LUC), and asphalt 
road type (RTAsphalt) are taken as reference categories

Covariates PM2.5 PM10

Estimate Std
Error

z value Pr( >|z|) Estimate Std
Error

z value Pr( >|z|)

(Intercept) 243.181 59.178 4.109  < 0.0001 297.701 51.990 5.726  < 0.0001
Elevation -0.088 0.012 -7.386  < 0.0001 -0.072 0.009 -7.903  < 0.0001
RH 0.216 0.313 0.691 0.4898 -0.279 0.329 -0.850 0.3953
AWS -10.347 1.633 -6.335  < 0.0001 -9.568 1.709 -5.599  < 0.0001
LUC(ref.)
LUI -48.617 6.773 -7.178  < 0.0001 -35.013 5.783 -6.054  < 0.0001
LUM -21.915 4.766 -4.598  < 0.0001 -15.750 4.943 -3.186 0.0014
RSR -1.249 0.254 -4.925  < 0.0001 -1.245 0.269 -4.627  < 0.0001
NBR 4.644 1.219 3.811 0.0001 2.767 1.315 2.105 0.0353
WDE-N(ref.)
WDE-S 2.028 1.782 1.138 0.2551 -3.901 1.760 -2.217 0.0266
WDN-E 17.725 3.687 4.807  < 0.0001 10.791 3.958 2.726 0.0064
WDS-E 6.619 2.491 2.657 0.0079 5.595 2.815 1.988 0.0468
T0C -1.923 0.577 -3.332 0.0009 -2.212 0.502 -4.408  < 0.0001
RTAsphalt(ref.)
RTCoble 10.639 3.272 3.251 0.0012 3.011 3.413 0.882 0.3777
WY 0.3506 0.132 2.649 0.0081 0.4995 0.117 4.253  < 0.0001
LL -47.91915 -56.21225
AIC 125.84 142.42
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spatial dependency via the spatial autoregressive model 
after cogently scrutinizing the global and local spatial 
clustering.

The relative humidity in this study has no significant 
effect on the distribution of air pollution and is more con-
sistent with the findings of (Hart et al. 2020). Moreover, 
the findings of this study showed that relative humidity is 
negatively associated with a concentration of PM2.5 signifi-
cantly which is also argued by different previous studies (Li 
et al. 2017; Park & Ko 2021; Zhou et al. 2020). Furthermore, 
(Okimiji et al. 2021) also reported that relative humidity was 
the primary meteorological factor that significantly affects 
the distribution of PM2.5.

The finding of the present study indicates, that as aver-
age wind speed increases the average ambient air pollu-
tion concentrations decreases which is consistent with the 
studies conducted by (Li et al. 2017; Zhou et al. 2020). 
The result also shows that the average wind speed and 
the concentration of ambient air pollution have an inverse 
relation to each other which is inconsistent with (Hart 
et al. 2020), by supporting the direction of the association 
between wind speed with average PM2.5 concentration in 
a positive relationship. The current study findings are in 
line with the expected association of wind speed with the 
average concentration of PM2.5 as the high mobility of the 
air in the atmosphere reduces the concentration of ambient 
air pollution (Zhou et al. 2020).

The wind direction has a significant association with the 
distribution of the ambient air pollutants concentration, 
and is also supported by earlier study findings (Hart et al. 
2020; Li et al. 2017; Zhou et al. 2020). The result of the 
study indicated that land use characteristics have a signifi-
cant effect on the distribution of ambient air pollutants. 
The industrial area has a significant effect on the distribu-
tion of ambient air pollution which more resembles the 
result of (Han et al. 2020; Park and Ko 2021). The result of 
the current study again shows that the mixed land use area 
has a higher association with daily average concentrations 
of ambient air pollutants than a commercial area. How-
ever, the result of the study (Park and Ko 2021) suggests 
that there is no significant association between the Mixed 
land use area and ambient air pollutant concentrations.

The road characteristics such as the number of neigh-
borhood roads, road type, and row size of the road were 
significantly associated with the distribution of the pol-
lutants. The number of neighborhood roads has a positive 
significant effect on the distributions of average concen-
trations of ambient air pollutants regardless of the pollut-
ant type, but not consistent with another study (Park and 
Ko 2021) which states that the number of neighborhood 

streets has no significant effect on the distributions of the 
air pollutants. A road type has a significant association 
with the distribution average concentrations of PM2.5 and 
not for the PM10 pollutant. The results of the study reveal 
row size of the road is significantly negatively associated 
with the distributions of the average ambient air pollutant 
concentration regardless of the pollutant type. The distri-
bution of the concentration of the ambient air pollutants 
is also affected by the spatially lagged dependent values 
of the neighboring sites as indicated by the coefficients 
of the spatially lagged value ( WY  ). This is also consistent 
with the results of previous study (Park and Ko 2021).

As compared with the aforementioned baselines, this 
work is better at addressing the spatial distribution of 
ambient air pollution (PM2.5 and PM10) via incorporating 
the spatial dependence in terms of the relation of each site 
with its neighbors and determining the associated factors 
of the distribution of these ambient air pollutants in Addis 
Ababa, Ethiopia.

4  Conclusions

This study is aimed to analyze the spatial distribution of 
ambient air Pollution in Addis Ababa, Ethiopia. The result 
attained via the global spatial autocorrelation shows the 
spatial distribution of ambient air pollutants is clustered 
globally at a 5% level of significance. This is due to the 
impact of the spatial dependency, which was taken into 
account via neighboring factors, which has a substantial 
impact on the distribution of daily ambient air pollution 
concentrations. The result of the study showed that Pet-
ros Square, Tekle Haimanot Square, Bob Marley Square, 
Legehar, Jamo Mikael, Sholla, Megenagna, AU signal, 
Stadium, Akaki East, and Akaki North were hotspot sites 
for both ambient air pollutants, namely PM2.5 and PM10. 
Whereas the Akaki kality sites (west, and south) were hot-
spot sites for only daily average PM10 concentration and 
the Akaki kality site from the center was a hotspot site for 
the average concentration of PM2.5 only.

This study aimed to also showed that the spatial lag values 
of both pollutants' concentrations had a considerable impact 
on the pollutant's concentration distribution at neighboring 
places. The results of the study also indicated that elevation, 
row size of the road, average wind speed and temperature 
show statistically significant negative relationship with the 
ambient air pollutants (PM2.5 and PM10 concentrations) 
at a 5% level of significance. The number of neighborhood 
roads, on the other hand, has a significant positive relation-
ship with the average concentration of ambient air pollut-
ants. Road type was only significantly related to the daily 
average concentration of PM2.5. Land use characteristics 
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variables and wind direction were significantly related to 
the daily average concentration of the ambient air pollutants.

Table 8  Distance-based spatial weight matrix

1 2 3 4 5 6 7 8 9 10 11

1 0 1 1 1 1 0 0 0 0 0 0
2 1 0 0 0 0 0 0 0 0 0 0
3 1 0 0 0 0 0 0 0 0 0 0
4 1 0 0 0 0 0 0 0 0 0 0
5 1 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 1 1 1 1 0
7 0 0 0 0 0 1 0 0 0 0 0
8 0 0 0 0 0 1 0 0 0 0 0
9 0 0 0 0 0 1 0 0 0 0 0
10 0 0 0 0 0 1 0 0 0 0 0
11 0 0 0 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0 0
15 0 0 0 0 0 0 0 0 0 0 1
16 0 0 0 0 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0 0 0 0 0
19 0 0 0 0 0 0 0 0 0 0 0
20 0 0 0 0 0 0 0 0 0 1 0
21 0 0 0 0 0 0 0 0 0 0 0

12 13 14 15 16 17 18 19 20 21

1 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0
10 0 0 0 0 1 0 0 0 1 0
11 0 0 0 1 0 0 0 0 0 0
12 0 0 1 0 1 0 0 0 0 0
13 0 0 0 0 0 0 1 0 0 0
14 1 0 0 0 0 0 0 1 0 0
15 0 0 0 0 0 0 0 0 0 1
16 1 0 0 0 0 0 0 0 0 0
17 0 0 0 0 0 0 1 0 0 0
18 0 1 0 0 0 1 0 0 0 0
19 0 0 1 0 0 0 0 0 0 0
20 0 0 0 0 0 0 0 0 0 1
21 0 0 0 0 0 0 0 0 1 0
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As the daily average concentration of ambient air pol-
lution in the study area is relatively greater than the WHO 
standard, further intervention is required by the government 
and environmental protection authority jointly to mitigate 
the spread of air pollution in the study areas. Paying special 
attention is recommended in the hotspot areas of ambient 
air pollution concentration in Addis Ababa, Ethiopia. In this 
regard, policymakers and planners should make good deci-
sions in monitoring air quality in Addis Ababa city. Future 
works should focus on considering all the potential predictor 
variables such as population density, morphological building 
index characteristics, vehicular exhaustive characteristics, 
etc., to understand the effects of air pollution.
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