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Abstract This study suggests the map representing the

best-fit distribution of the tsunami run-up height time ser-

ies. To obtain the map, the tsunami numerical simulations

corresponding to the 11 different causative undersea

earthquake were firstly performed. Then, the best-fit dis-

tribution representing the tsunami run-up height values for

each modeling in-land grid point was determined using the

probability plot correlation coefficient test. Then, the

probability that the tsunami run-up height exceeding a

30 cm was estimated using the fitted distribution for

each of the modeling grid point. Finally, the map of the

best-fit distribution was produced based on the maximum

exceedance probability out of the total 11 simulations. The

log-normal distribution represents the distribution of the

tsunami run-up heights for the wide area of the back of

the quay while the normal distribution does the same along

the coast line. The Gumbel and exponential distribution did

not show a specific spatial pattern but were sparsely loca-

ted. In addition, the map representing the probability that

the tsunami run-up height exceeds a given criterion depth

(30 cm) was created. We expect these two maps help the

disaster managers and policy makers in making more

precise decisions while placing and designing coastal

structures by providing important information regarding

the risk of the tsunami attack from statistical and temporal

perspective.
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1 Introduction

In the recent past, catastrophic tsunamis triggered by

undersea earthquakes in subduction zones around the

Pacific Ocean have frequently caused the loss of a large

number of human lives as well as property damage.

According to the report of the National Oceanic and

Atmospheric Administration (2012), Sumatra tsunami

event that occurred on December 26, 2004 caused

*220,000 human deaths and 10 billion US dollars in

property damage. The East Japan tsunami event on March

11, 2011, caused *16,000 human deaths and 210 billion

US dollars in property damage. This extensive human

casualty and financial loss has been drawing considerable

attentions from the public and research community focus-

ing on the prevention of tsunami disasters.

Unfortunately, observational data regarding tsunami is

highly limited because the occurrence of tsunami is as much

scarce as its impact is catastrophic. For this reason, the

analysis of tsunami has been limited too because otherwise it

requires numerical simulation which needs extensive

amount of input data regarding topography bathymetry and

the spatial pattern of the causative undersea earthquakes.

This limitation triggered the efforts of estimating tsunami

run-up heights based on the statistical methods. Van Dorn

(1965) is the first effort in this regard, which found that the
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log-normal distribution was the best-fit for the observational

data. Kajiura (1983), Go (1987, 1997), and Pelinovsky and

Ryabov (1999) confirmed the finding of Van Dorn (1965)

through various occurrences of tsunamis. On the other hand,

Choi et al. (1994) and Pelinovsky et al. (1997a, b) showed

that the tsunami run-up heights can better be represented

using other distributions such as uniform and Poisson dis-

tribution. Choi et al. (2002) showed that the log-normal

distribution fits well the tsunami run-up heights obtained

from the numerical simulation. They also indicated that

the irregular topography and coastline are major factors

highly influence the distribution. While these former studies

mainly investigate the spatially distributed tsunami heights

observed at several locations, few studies have so far dealt

with the distribution of the tsunami height which varies with

time at a given spatial location. The hazard caused by tsu-

nami is not only the function of the maximum run-up heights,

but also the function of the residence time of the tsunami

wave height exceeding a given criterion value, so the anal-

ysis on this subject can provide crucial information regarding

the risk of the tsunami from the temporal viewpoint.

In this context, this study investigates the spatial pattern

of the best-fit distribution of the tsunami run-up height time

series. This purpose was achieved by analyzing the result

of the 11 plausible tsunami occurrences in the study area

obtained by numerical simulation. After the numerical

simulation, the best-fit distribution representing the tsu-

nami run-up height time series was determined using the

probability plot correlation coefficient (PPCC) test for each

modeling grid and for each of the 11 plausible tsunami

occurrences. Then, the probability that the tsunami run-up

height exceeding the criterion height (30 cm) was esti-

mated using the fitted distribution for each of the modeling

grid and for each of the 11 plausible tsunami occurrences.

Finally, the distribution corresponding to the greatest

exceedance probability was chosen for each of the grid

points. The obtained exceedance probability value was

used to produce the risk map of the study area.

The result of this study is particularly meaningful in that

(1) the spatial pattern of the temporal structure of the tsunami

run-up height was comprehensively analyzed, which can

provide useful information in the design of the coastal

structures; and that (2) the map of the run-up height

exceedance probability is provided, which can be used to

analyze the risk of tsunami attack from a quantitative and

temporal perspective.

2 Methodology

2.1 Study area

In this study, the Samcheok Port located in the Gangwon

province in Korea was selected as the target area. The port

is the largest trade port in the Gangwon province in Korea.

The port is located at a latitude of 37� 260 1100 N and a

longitude of 129� 110 2000 E. The quay wall is 776 m, the

breakwater is 1,030 m, the groyne is 361 m, the inclined

wharf is 1,388 m, the revetment is 746 m, and the cargo-

handling capacity is 8,694,000 tons/year. The current

conditions and location of the Samcheok Port are noted in

Table 1 and Fig. 1, respectively.

The detailed topography and bathymetry of the Sam-

cheok Port for the numerical simulation are presented in

Fig. 2. The north breakwater and groyne are located in

front of the Samcheok Port and the Osip river is located to

the south of the Samcheok Port as shown in Fig. 2. In

addition, hilly areas are located to the north of the port.

The Samcheok Port was attacked by both the 1983

Central East Sea Tsunami and the 1993 Hokkaido

Tsunami. Even though human casualties have not occurred

in the Port, substantial property damage has occurred. If an

earthquake happens on the Western Coast of Japan, most of

the ports located on the Eastern Coast of Korea, including

the Samcheok Port, will be attacked by the tsunamis.

Therefore, all of the ports should prepare for tsunami

attacks.

2.2 Numerical simulation of tsunamis

Numerical simulation of tsunamis is the essential part of

the most of the tsunami studies including the present study

especially when the observational data is scarce. Here, we

briefly explain the previous studies which investigated the

propagation of the tsunami waves and the associated

inundation processes using the numerical simulations.

Imamura et al. (1988) developed a numerical model that

solves the shallow-water equations with a leap-frog scheme

in order to simulate the propagation of transoceanic tsu-

namis. This numerical model was improved by Cho and

Yoon (1998) in order to obtain the proper dispersive effects

for tsunamis propagating obliquely to the principal axes of

the computational grids. However, the numerical models of

Imamura et al. (1988) and Cho and Yoon (1998) are

Table 1 The current conditions of the Samcheok Port

Current condition Value

Design wave height (m) 8.40

Design wave direction NE-SE

Highest high water level (m) 0.350

Mean sea level (m) 0.175

Breakwater (m) 1,030

Quay wall (m) 776

Inclined wharf (m) 1,388

Berthing capacity 7
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limited to cases where there is a constant water depth if a

uniform finite difference grid is employed. Therefore, both

of the numerical models are limited so that the spatial grid

size and time step size should be changed continuously in

order to apply them to real topography. Yoon (2002) also

improved the numerical model of Cho and Yoon (1998) by

using a uniform grid. However, the numerical model of

Yoon (2002) used a cubic interpolation function in order to

calculate the value of the variables at a hidden grid point

and this can cause the errors, because of the many inter-

polation processes. In the recent past, Cho et al. (2007)

developed a simple and practical numerical model using a

dispersion-correction scheme. The model was based on the

leap-frog scheme that was similar to the models of

Imamura et al. (1988) and Cho and Yoon (1998). However,

the newly proposed model of Cho et al. (2007) is free of

spatial grid and time step sizes and the accuracy is better

than that of Yoon’s (2002) model due to the absence of the

interpolation process. The accuracy of the scheme pro-

posed by Cho et al. (2007) was also verified (Sohn et al.

2009). For this reason, the model of Cho et al. (2007) was

used in the present study to simulate the tsunami propa-

gation and inundation.

The tsunamis considered in this study consist of 2 his-

torical tsunamis and 9 virtual tsunamis. The 1983 Central

East Sea and 1993 Hokkaido Tsunamis were selected as the

historical tsunamis (Korea Meteorological Administration

2012). Both of the historical tsunamis attacked the Eastern

Coast of Korea. The 9 virtual tsunamis are selected based

on the 9 locations that have a high probability of earth-

quake occurrence according to the Korean Peninsula

Energy Development Organization (1999). The location

and fault parameters information for the 2 historical

tsunamis and the 9 virtual tsunamis are presented in Fig. 3

and Table 2.

In Table 2, h is the strike angle, H is the depth of

the fault plane, d is the dip angle, k is the slip angle, L is

the length of the fault, W is the width of the fault, D is the

dislocation of the fault, and M is the magnitude of the

earthquake. The length of the fault, the width of the fault,

and the dislocation of the fault were obtained using Eqs.

(1)–(3) as proposed by the Korea Meteorological Admin-

istration and the magnitude of the virtual earthquakes was

fixed at 8.0.

log L ¼ 0:5M � 1:9 ð1Þ
W ¼ 0:5L ð2Þ
log D ¼ 0:5M � 1:2 ð3Þ

The depth of the fault plane, the dip angle, and the slip

angle were obtained by using the Mansinha and Smylie

(1971). The initial free surface displacement of the 2

Fig. 1 The location of the Samcheok Port (Google Earth 2012)

Fig. 2 The detailed topography and bathymetry of the Samcheok

Port
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historical tsunamis and the 9 virtual tsunamis were

reproduced using the location and fault parameters in

Table 2.

The nonlinearity terms can be ignored in the numerical

simulation for tsunami propagation, because the free sur-

face displacement for tsunamis is relatively less than the

water depth. On the other hand, the frequency dispersion

effects play important roles in tsunami propagation and

should be taken into consideration in its governing equa-

tions, because the wave length of tsunamis compared to the

tide is relatively short and the tsunamis are propagated over

a long distance. Therefore, the governing equations that

address the dispersion effect, namely the linear Boussinesq

equations, should be used in the numerical simulation of

tsunami propagation (Cho et al. 2007). The linear Bous-

sinesq equations are written below in Eqs. (4)–(6).
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where f is the free surface displacement, h is the still-water

depth, P and Q are the depth-averaged volume fluxes in the

x-axis and y-axis directions, respectively, and g is the

gravity acceleration.

The linear Boussinesq equations are no longer valid as

the governing equations in the coastal region, because the

wave length of tsunamis becomes shorter and the ampli-

tude becomes larger as the tsunami is propagated in the

coastal region. In addition, the bottom friction effects

become more important in the coastal region. Therefore,

the nonlinear convective inertia force and the bottom

friction terms become increasingly important, while the

frequency dispersion terms become less relevant. As a

result, the nonlinear shallow-water equations that include

the bottom friction term should be used as the governing

equations in order to simulate the tsunami inundation. The

nonlinear shallow-water equations are represented in the

following Eqs. (7)–(9).
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where H is the total water depth, and sx and sy are the

bottom friction terms represented by the Manning equation.

The Manning equations can be written in the following

form, where n is the Manning coefficient.

Fig. 3 The location information for 2 historical and 9 virtual

tsunamis
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sx ¼
gn2

H10=3
P P2 þ Q2
� �1=2 ð10Þ

sy ¼
gn2

H10=3
Q P2 þ Q2
� �1=2 ð11Þ

The linear and nonlinear terms of Eqs. (7)–(9) were

differenced using the leap-frog scheme and upwind

scheme, respectively.

The descriptions of the numerical scheme are substituted

for the references in this study, because the above-men-

tioned contents were verified and published in numerous

previous journal articles (Liu et al. 1994; Cho 1995; Cho

et al. 2007 and Sohn et al. 2009).

A small grid size should be used in order to obtain high

resolution results for tsunami simulations. However, it was

almost impossible to construct such small grid meshes for

our tsunami simulations, because a large numerical domain

including the East Sea was used in order to simulate the

tsunami propagation. Therefore, the large numerical

domain was divided into several detailed regions having a

different grid size and each region was connected using the

dynamic linking technique. The dynamic linking method

was used in order to connect the two regions with different

grid sizes and the grid size was decreased by one-third

according to the dynamic linking method.

The computational domain was divided into 6 regions

from region A to F. Each region used a different boundary

condition. Region A used the free transmission condition,

while other regions used the dynamic linking technique as

a boundary condition for an open sea. From region A to D,

a fully reflected condition was used, while regions E and F

used the moving boundary condition as a boundary con-

dition in order to track the movement of the coastline.

Figure 4 shows the composition of the computational

domain and bathymetry of each region. The smallest region

in Fig. 4b, which is region F, is described in detail in

Fig. 2. The computational information and boundary con-

ditions used in this study are presented in Tables 3 and 4,

respectively.

By employing simulation conditions, 2 historical and 9

virtual tsunami events were numerically simulated in order

to obtain the flooding data. As a result, the tsunami run-up

heights corresponding to all 11 events were obtained at all of

the in-land grid points. The temporal resolution of the sim-

ulation model was 0.05 min, and the total duration of the

simulation was 200 min which starts from the occurrence of

the undersea causative earthquake. This time duration is

sufficiently long enough to include the time at which end of

the last tsunami wave arrives for all in-land grid points.

2.3 Determination of the flooding probability

2.3.1 The goodness-of-fit test

The goodness-of-fit test was conducted in order to deter-

mine the proper probability distribution type for the

obtained tsunami run-up heights. The time series of the

run-up heights considered in the distribution fitting was

obtained by trimming out the zero height values existing

Table 2 The fault parameters for 2 historical and 9 virtual tsunamis

Case Location h (�) H (km) d
(�)

k
(�)

L (km) W (km) D (m) M (Magnitude)

Longitude (�E) Latitude (�N)

Two historical tsunamis

1983 Central east sea

tsunami

138.84 40.21 22 2.0 40 90 40 30 7.60 7.8

139.02 40.54 355 3.0 25 80 60 30 3.05

1993 Hokkaido tsunami 139.30 42.10 163 5.0 60 105 24.5 25 12.00 7.8

139.25 42.34 175 5.0 60 105 30 25 2.50

139.40 43.13 188 10.0 35 80 90 25 5.71

Nine virtual tsunamis

Case 1 137.5 37.5 0.0 1.0 40 90 125.899 62.945 6.31 8.0

Case 2 137.7 38.3 14.5

Case 3 138.0 39.0 27.5

Case 4 138.4 39.7 17.0

Case 5 138.7 40.2 10.0

Case 6 138.9 40.9 1.0

Case 7 139.0 41.7 1.0

Case 8 139.1 42.1 4.0

Case 9 139.1 42.9 2.0
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before the arrival of the first tsunami wave and after the end

of the last tsunami wave. The normal, Gumbel, lognormal,

and exponential distributions were assumed to be the

probability distribution types for the tsunami run-up

heights for this study. The choice of these four distributions

are based on the suggestion of Choi et al. (2002).

There are many different types of goodness-of-fit test

including v2 test, Cramer–von Mises test, Kolmogrov–

Smirnov test, Anderson–Darling test, and PPCC. The

detailed comparison between these tests can be found in

Shin et al. (2012). This study chose the PPCC test to find

the proper distribution type for the tsunami run-up heights.

The PPCC test has been widely used since it was first

developed by Filliben (1975) to examine the normality of

the given data. Vogel (1986) applied the test to the Gumbel

distribution and Vogel and Kroll (1989) applied the test to

the two-parameter Weibull and uniform distribution. Vogel

and McMartin (1991) generated the PPCC test statistics for

gamma distribution with a 5 % significance level and

Chowdhury et al. (1991) generated the PPCC test statistics

for the generalized extreme value (GEV) distribution. Heo

et al. (2008) developed the regression equations to obtain

the PPCC test statistics as a function of sample size and

significance level for several probability distribution types.

Compared to the other testing methods, the PPCC test has

greater power to reject null hypothesis and can easily be

applied to more various types of probability distribution.

The PPCC test determines the best-fit probability dis-

tribution among the assumed probability distributions by

using the correlation coefficient, cc, between the quantile of

the ranked samples Xi and the fitted quantile Mi. The fitted

quantiles are calculated using the plotting positions Pi, for

each ranked sample Xi based on the inverse function of the

cumulative probability distribution. The plotting position

has to be carefully determined because it greatly affects the

estimated correlation coefficient. The studies to find the

proper plotting position for each probability distribution

type were conducted by Blom (1958), Cunnane (1978), and

Gringorten (1963). The corresponding formulas are listed

in Table 5.

In Table 5, i is a rank, n is a sample size, and Pi is the

plotting position. In this study, the plotting position for-

mulas developed by Blom (1958) and Gringorten (1963)

were used in order to estimate the plotting positions for

each probability distribution type.

Once the plotting positions for each probability distri-

bution type were estimated, the fitted quantiles were cal-

culated based on the inverse function of the cumulative

probability distribution function. These functions are listed

in Table 6.

Fig. 4 The composition of the computational domain and bathymetry

of each region

Table 3 The computational information for each region

Region Grid size

m;Dx ¼ Dyð Þ
Number of

mesh

Time step size

sec;Dtð Þ
Type of

numerical

model
x y

A 1215.0 970 1027 3.00000 Linear

B 405.0 1090 1228 1.00000 Linear

C 135.0 706 649 0.33333 Linear

D 45.0 757 709 0.11111 Linear

E 15.0 517 457 0.03704 Nonlinear

F 5.0 301 262 0.03704 Nonlinear
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In Table 6, x is a random variable, zx and zy are the

normalized random variables for the normal and lognormal

distributions, respectively, F is a quantile, and g, n, and a
are the shape, location, and scale parameter, respectively.

These parameters were estimated using the method of

moments. The normalized random variables zx and zy were

calculated using Eqs. (12) and (13), respectively.

zx ¼
x� lx

rx

ð12Þ

zy ¼
y� ly

ry

ð13Þ

where y ¼ ln xð Þ, lx and ly are the mean of x and y, and rx

and ry are the standard deviations of x and y, respectively.

Finally, the fitted quantiles were calculated using

Eq. (14), which is written as:

Mi ¼ U�1 Pið Þ ð14Þ

where U�1 is the inverse function of a cumulative proba-

bility distribution listed in Table 6.

After the calculation of the fitted quantiles, the corre-

lation coefficient cc was obtained by using Eq. (15)

(Filliben 1975).

cc ¼

Pn
i¼1

Xi � X
� �

Mi �M
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

Xi � X
� �2Pn

i¼1

Mi �M
� �2

s ð15Þ

where X and M are the mean values of Xi and Mi,

respectively, and n is the number of samples. The nor-

malized random variables zx and zy were used instead of the

ranked sample Xi for the normal and lognormal distribu-

tions. If the samples agree well with the assumed proba-

bility distribution, then the scatters of the ranked samples

versus the expected values in the assumed probability

distribution in the quantile–quantile plot (Q–Q plot) will be

concentrated around the 1:1 line and the corresponding

correlation ccwill be close to 1.

The PPCC test statistics should be compared with the

correlation coefficients cc in order to determine whether or

not the samples follow the assumed probability distribu-

tion. However, such approach was not adopted in this study

because the test has to be performed for all simulation in-

land grid points (which varied between 314 and 4513 grid

points depending on the tsunami simulation case), and

estimating the test statistics for such many grid points was

practically impossible. Regarding this, Heo et al. (2008)

derived the regression equations to obtain the PPCC test

statistics for the normal, Gumbel, gamma, GEV, and

Weibull probability distributions, but the ones corre-

sponding to the lognormal and exponential probability

distributions, which are the candidate distribution of this

study, have not been developed yet. For this reason, the

probability distribution type with the maximum correlation

coefficient was chosen among the four assumed probability

distributions at each modeling grid points instead of com-

paring the correlation coefficients with the PPCC test

statistics.

2.3.2 Risk mapping through the concept of ‘‘maximum

possible flooding probability’’

After the probability distribution type was determined for

all in-land grid points and for all 11 plausible tsunami

occurrences, the probability that flooding would exceed

the criterion height was calculated using the cumulative

distribution functions corresponding to the determined

Table 4 The boundary

conditions for each region
Region A B C D E F

Boundary condition

for land

Fully reflected Fully

reflected

Fully

reflected

Fully

reflected

Moving

boundary

Moving

boundary

Boundary condition

for open sea

Free

transmission

Dynamic

linking

Dynamic

linking

Dynamic

linking

Dynamic

linking

Dynamic

linking

Table 5 The plotting position formulas for each probability distri-

bution type

Name Formula Probability distributions

Blom (1958) Pi ¼ i�0:375
nþ0:25

Normal, Gamma, Lognormal

Gringorten (1963) Pi ¼ i�0:44
nþ0:12

Gumbel, Weibull

Cunnane (1978) Pi ¼ i�0:40
nþ0:20

GEV, Log-Gumbel

Table 6 The inverse functions of the cumulative probability

distribution

Probability distribution Inverse function of

cumulative probability distribution

Normal distribution zx ¼ 5:0633 F0:135 � 1� Fð Þ0:135
h i

Gumbel distribution x ¼ n� a ln � ln Fð Þ½ �
Lognormal distribution zy ¼ 5:0633 F0:135 � 1� Fð Þ0:135

h i

Exponential distribution x ¼ � 1
g ln 1� Fð Þ
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probability distribution. The cumulative distribution func-

tions used in this study are presented in Table 7.

In Table 7, F xð Þ and F yð Þ are the cumulative proba-

bilities for the random variables x and y, respectively. The

criterion height was determined to be 30 cm in this study

with an assumption that people will be affected by a tsu-

nami flooding height exceeding 30 cm.

For the determination of the distribution and mapping of

the flooding risk, the flooding probability results of the 11

tsunami events should be compiled into one result. To

achieve this purpose, the concept of the ‘‘maximum pos-

sible flooding probability’’ was employed in this study.

According to this concept, the probability distribution

corresponding to the maximum probability of the flooding

is chosen among the result of all 11 tsunami simulations for

each in-land modeling grid point. The reason why the

maximum value is chosen is because the damages done by

tsunami are catastrophic, so the choice of conservative risk

value and designing the structures based on it guarantees

the minimal loss caused by the tsunami.

Here, it also has to be noted that the distribution

corresponding to the maximum possible flooding probability

Table 7 The cumulative distribution functions

Probability distribution Cumulative distribution function

Normal distribution
F xð Þ ¼

Rx
�1

1ffiffiffiffi
2p
p

rx
e
� 1

2r2
x

x�lxð Þ2
dx

Gumbel distribution F xð Þ ¼ exp � exp � x�n
a

� �	 

Lognormal distribution

F yð Þ ¼
Ry
�1

1ffiffiffiffi
2p
p

ry
e
� 1

2r2
y

y�lyð Þ2
dy

Exponential distribution F xð Þ ¼ 1� exp �gxð Þ

Fig. 5 The maximum flooding height in the Samcheok Port

1340 Stoch Environ Res Risk Assess (2013) 27:1333–1346

123



for each grid point is determined based on the assumption

that each causative undersea earthquake has exactly same

probability of occurrence, which may distort the reality.

In the mean time, it also has to be noted that obtaining

the information regarding this issue precise enough to be

used in quantitative analysis is difficult because (1) not

many historical data regarding the causative undersea

earthquakes has been gathered in the study area and that

(2) the major undersea earthquakes occurred in the

eastern side of Japan were spatially well distributed and

did not show any spatial patterns according to USGS

(2012).

3 Results and discussion

Figure 5 presents the maximum flooding height obtained

by numerical simulation in Samcheok Port for 3 virtual

tsunami events (case 3, case 5, and case 8 in Table 2) and

1 historical tsunami event (1993 Hokkaido Tsunami). It can

be noted that the area near coastline generally has a higher

flooding height than the other flooding areas. In general,

the case 5 simulation caused the highest run-up for most

area with maximum flooding height being *1.8 m.

Figure 6 shows the empirical exceedance probability

overlapped on the plot of the exceedance probability of the

Fig. 6 The empirical exceedance probability overlapped on the plot of the exceedance probability of the best-fit probability distribution
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best-fit probability distribution for the case 5 simulation for

the point 1 through point 4 shown in Fig. 2. Overall, good

matches were observed for all different four types of the

assumed distributions for most grid points and for all 11

simulation cases. This result is particularly meaningful in

that the distribution of the tsunami run-up heights, which

varies substantially with the various properties of the

underlying topography and geology, can be well modeled

with the distributions which have at most two parameters.

Figure 7 presents the map of the maximum correlation

coefficient for the aforementioned four tsunami events

(case 3, case 5, case 8, and 1993 Hokkaido Tsunami). It can

be noted that, for the first 3 virtual cases, correlation

coefficients are higher than 0.95 for most in-land grid

points. The fact that the value of the maximum correlation

coefficient was close to 1.0 indicates that the tsunami run-

up heights agrees well with at least one of the four assumed

probability distribution types. On the other hand, relatively

low values of correlation coefficients were obtained for the

1993 Hokkaido tsunami case. This is because the run-up

duration is relatively shorter than the other simulation

cases. As the run-up duration of tsunami gets shorter, the

number of the tsunami height values to fit the distribution

becomes smaller, which yields relatively lower correlation

coefficient.

The most valuable result of the present study may be

Fig. 8, which shows the map of the best-fit probability

distribution type for the study area because it illustrates the

overall spatial pattern of the probability distribution type of

the tsunami run-up height. It is notable that the lognormal

distribution was widely represented in the back of the quay

and the normal distribution was located along the coastline.

The Gumbel and exponential distributions were sparse at

several of the points. The number of points correspond-

ing to each probability distribution type is presented in

Table 8. According to Table 8, the lognormal distribution

Fig. 7 The map of the maximum correlation coefficient
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Fig. 8 The map of the best-fit probability distribution type

Table 8 The number of points corresponding to each probability distribution type

Numerical simulation case Normal

distribution

Gumbel

distribution

Lognormal

distribution

Exponential

distribution

Number of

flooding points

1983 Central east sea tsunami 138 126 49 165 478

1993 Hokkaido tsunami 309 173 208 144 834

Virtual tsunami case 1 819 280 325 129 1,553

Virtual tsunami case 2 553 729 2,111 846 4,239

Virtual tsunami case 3 682 832 2,197 714 4,425

Virtual tsunami case 4 434 688 1,446 890 3,458

Virtual tsunami case 5 1042 514 2,521 436 4,513

Virtual tsunami case 6 802 229 366 178 1,575

Virtual tsunami case 7 921 824 1,720 698 4,163

Virtual tsunami case 8 658 379 771 274 2,082

Virtual tsunami case 9 175 64 25 50 314
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was chosen as the best-fit probability distribution at most of

the points if the flooding area extended inland like the

virtual tsunami in case 5. On the contrary, the normal

distribution was determined to be the best-fit probability

distribution at most of the points if the flooding areas were

restricted to near the coastline like the 1993 Hokkaido

Tsunami.

Most of the grid points with the log-normal distribution

were characterized by the relatively long duration of the

tsunami wave residence and high maximum run-up height.

Both of these characteristics contribute to the increase of

the skewness of the distribution. On the other hand, the grid

points with normal distribution were characterized by rel-

atively short tsunami residence and low maximum run-up

height.

Figure 9 shows the probabilities of the flooding exceed-

ing the criterion height (30 cm) calculated for each tsunami

Fig. 9 The probabilities of flooding exceeding the criterion height for each tsunami event

Fig. 10 The maximum possible tsunami run-up height
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event. As shown in Fig. 9, relatively high probabilities

exist along the coastline meaning that such locations are

submerged by tsunami with the depth greater than 30 cm

for the greater portion of the entire duration of the tsunami

event compared to the other locations. In particular, high

probabilities are present around the docking facility and the

north breakwater.

Figure 10 shows the maximum possible tsunami run-up

height. The map was obtained by overlapping the maps of

the maximum tsunami run-up height for all 11 simulation

cases and selecting the maximum run-up height for each of

the modeling grid point. The run-up height of the case 5

simulation greatly affected the determination of the maxi-

mum possible run-up heights for most of the area while the

remaining tsunamis affected the area where the tsunami

wave of the case 5 simulation did not reach.

Figure 11 shows the maximum possible flooding prob-

ability. The map was obtained by overlapping the maps of

the probability exceeding the 30 cm of the criterion height

and choosing the maximum probability values for each

modeling grid point. It can be noted that the areas around

the docking facility and the north breakwater has relatively

higher risk in terms of tsunami residence time with the

height being greater than 30 cm.

4 Conclusion

In this study, the spatial pattern of the distribution repre-

senting the tsunami run-up height time series was analyzed.

It turned out that the log-normal distribution represents the

tsunami run-up heights for the area that is more susceptible

to tsunami attack. This is particularly because such area has

longer tsunami residence time and relatively high run-up

height, both of which contribute to the increase of the

skewness of the distribution. On the other hand, the normal

distribution represented the tsunami height time series of

the most portion of the remaining area, which has relatively

lower risk against tsunami attack. This is because the res-

idence time of the tsunami of such area is relatively short

and the temporal structure of the tsunami wave is less

variable. The Gumbel and exponential distribution did not

show a specific spatial pattern but were sparsely located

over the modeling region. In addition, the map representing

the probability that the tsunami run-up height exceeds the

given criterion height was produced. We expect this map

help the disaster managers and policy makers in making

more precise decisions while placing and designing coastal

structures by providing important information regarding

the risk of the tsunami attack from statistical and temporal

perspective.
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