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Abstract
Numerical simulation of bone remodelling enables the investigation of short- and long-term stability of bone implants and thus
can be an essential tool for surgical planning. The first development of related mathematical models dates back to the early
90’s, and these models have been continuously refined since then. However, one issue which has been under discussion since
those early days concerns a numerical instability known as checkerboarding. A literature review of recent approaches guided
us to adopt a technique established in damage mechanics and topology optimisation, where similar mesh dependencies and
instabilities occur. In our investigations, the so-called gradient enhancement is used to regularise the internal variable field,
representing the evolution of the bone mass density. For this, a well-established mathematical model for load-adaptive bone
remodelling is employed. A description of the constitutive model, the gradient enhancement extension and the implementation
into an open-access Abaqus user element subroutine is provided. Parametric studies on the robustness of the approach are
demonstrated using two benchmark examples. Finally, the presented approach is used to simulate a detailed femur model.
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1 Introduction

1.1 Background

Bones are metabolically active tissue undergoing constant
renewal processes triggered by external and internal factors
like proteins, hormonal or mechanical stimuli. In particular,
there is an important sensitivity to the mechanical loading
conditionswhich leads to the adaptation of the bone structure,
first stated in Wolff’s law [1–3]. This continuous adaptation
process is referred to as bone remodelling. Bones form opti-
mal structures, which, with minimal material effort, form an
optimal load-bearing structure. For instance, active individu-
als typically exhibit stronger bones, whereas astronauts tend
to experience a loss of bone mass density (BMD). At the cel-
lular scale, three different cell types are primarily involved in
this process. Osteocytes detect the need for bone repair and
renewal. Subsequently, these cells transmit signals to osteo-
clasts, responsible for removing defective bone tissue, and
osteoblasts, responsible for the formation of new bone tissue
[2, 4–6].

First attempts to simulate bone remodelling through finite
element method (FEM) simulations trace back to the early
90’s when predominantly phenomenological models have
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been employed, e.g. Carter et al. [7], Beaupré et al. [8],
Huiskes et al. [9], Weinans et al. [10], Nackenhorst [11]
and many others. These early and purely phenomenological
models have already been capable of replicating the typi-
cal internal bone structure in response to mechanical loads
despite their predominant use of two-dimensionalmodels. To
include various effects and dependencies, such as anisotropic
behaviour, these models can be adapted further [12, 13]. As
computational power increased and more efficient numeri-
cal algorithms became available, more sophisticated models
have been developed, focusing on smaller length scales,
including the renewal of bone tissue down to the cellular
level, with the primary objective of gaining a better under-
standing of the bio-physical processes involved [14–17]. In
recent research, multi-scale models have been developed to
bridge these scales. Due to the substantial numerical effort of
the multi-scale models, their application for patient-specific
computations is not feasible yet [18–20].

Nonetheless, already at the phenomenological continuum
scale, deficiencies in the stability of the numerical schemes
have been observed in the early stages, which lead to the so-
called checkerboard phenomenon [21–24]. The phenomenon
is evident in some spatial domains where the computed
BMD alternates between maximum and minimum values in
neighbouring elements instead of exhibiting a smooth repre-
sentation.

1.2 Related research

Different approaches to suppress the formation of checker-
boarding in FEM simulations on bone remodelling have
been suggested. The approaches range frompurely numerical
approaches to rigorous mathematical analysis.

1.2.1 Filtering

A straightforward approach is to filter the resulting local
BMD field by extrapolation and averaging onto the nodes
for post-processing [10]. This method corresponds to an
image processing filter. Filtering generally does not prevent
checkerboarding since the underlyingmathematical problem
remains ill-posed.

1.2.2 Smoothing

Another approach is to apply smoothing in each iteration, e.g.
on the mechanical stimulus [21], the strain energy density
[24], stress and BMD distribution [25] or via the intro-
duction of spatial influence functions [26]. These so-called
node-based smoothing techniques may have the disadvan-
tage of being mesh-dependent or sensitive to integration
schemes. Consequently, convergence may not be guaranteed
[27]. Calvo-Gallego et al. [27] have recently proposed a novel

non-local smoothing technique to overcome the aforemen-
tioned problems.

In general, smoothingmethods can be viewed as a remedy
for the occurring discontinuities but not as a treatment of their
origin. Smoothing does not directly impact the computational
cost of the FEM solution, but each iteration step needs to be
post-processed, which increases the computational time.

1.2.3 Higher-order ansatz functions

Furthermore, higher-order finite elements, e.g. quadratic
ansatz functions can be used [28, 29]. This approach has
the disadvantage of an increased numerical effort.

1.2.4 Nodal BMD formulation

Most models define the BMD as an internal variable so that
the balance of mass can be treated locally. In contrast, some
approaches suggest to introduce the BMD as a nodal quantity
to ensure continuous interpolation. These nodal-based for-
mulations require the simultaneous solution of the balance
of mass and momentum, often using a monolithic approach.
Further, the different time scales of the change of the dis-
placement and the BMD field need to be addressed. These
approaches increase the computational effort andmight cause
spurious oscillations [21, 28, 30]. Further, Garzón-Alvarado
and Linero [31] show that the solution can depend on the
mesh and time step size.

1.2.5 Mathematical adaptions

Themathematical approaches aim to provide uniqueness and
sufficient conditions or supply mathematical extensions to
guarantee those [32–34]. Harrigan and Hamilton [35] show
that by introducing an additional factor in the evolution equa-
tion, the stability and uniqueness of the problem can be
restored. This approach needs at least quadratic elements and
therefore increases the numerical effort [29].

1.2.6 Topology optimisation

The similarity of themodelling of growth to topology optimi-
sation has been acknowledged for a long time [36]. Topology
optimisation aims to find the optimal material distribution
in a constrained region. Various strategies have been sug-
gested, like the Solid Isotropic Material with Penalisation
(SIMP) approach [37]. A new variational growth approach
to topology optimisation using regularisation has been intro-
duced by Junker and Hackl [38]. The authors propose
a gradient-enhanced strain energy formulation to prevent
checkerboarding. Similar techniques have been established
in damage mechanics to prevent mesh dependency [39–43].
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1.3 Scope of the current work

In this work, the method of gradient enhancement is intro-
duced to prevent checkerboarding in bone remodelling
simulations. For the FEM simulation the phenomenological
bone remodelling theory from Lutz and Nackenhorst [24]
is adopted. Results of the latest research justify the applica-
tion of phenomenological models based on the strain energy
density stimulus [3, 44].

The remainder of the article is structured as follows: in
Sect. 2, the bone remodelling material model and the gradi-
ent enhancement approach are explained. In addition, their
numerical treatment and implementation in Abaqus are pro-
vided. Furthermore, the occurrence of checkerboarding and
its origin are discussed in Sect. 3. Next, in Sect. 4 the results
of benchmark calculations are presented, including studies
on the newly introduced model parameters and different spa-
tial discretisation levels. Further, results from simulations of
a human femur for different initial conditions are shown and
discussed. Finally, conclusions are drawn in Sect. 5.

2 Methods

2.1 Modelling framework

First, the phenomenological constitutive model for simu-
lating bone remodelling at the continuum length scale is
outlined. Concerning the thermodynamic consistency of the
continuummodel within the framework of constitutive mod-
elling of materials it is referred to Lutz (2011) [45] and
Nackenhorst (2018) [46]. The following basic assumptions
are adopted:

• The small strain theory is assumed since bones do not
experience strain of more than 0.4% under usual loading,
besides that, its failure strain is about 2.0% [46, 47].

• The entire bone remodelling process occurs over several
years. Therefore, the remodelling process is modelled as
a quasi-static process [13, 28].

• The temperature is assumed to be constant in the human
body. Therefore, the process is modelled as isothermal.

Furthermore, it is assumed that the free energy density ψ

depends only on the two internal state variables: the elastic
strain ε and the BMD �. Thus, the strain energy density is
defined as

�(�, ε) = � ψ(�, ε). (1)

From the Clausius-Duhem inequality, it can be concluded
that the Cauchy stress σ can be calculated by

σ = ∂�

∂ε
. (2)

The non-linear constitutive relation between theBMDand
Young’s modulus E is defined according to Lutz and Nack-
enhorst [24] as

E = E0

(
�

�0

)2

, (3)

where E0 = 6500N/mm2 and �0 = 1 g/cm3 are the cor-
responding reference values and the BMD is bounded by
physiological limits of the minimal and maximal BMD.
These limits represent the range from the lowest stiffness
of the bone marrow over the cancellous or spongy bone up
to the highest stiffness at the cortical or compact bone:

� ∈ [
�min, �max

]
. (4)

The minimum value is chosen as �min = 0.001 g/cm3

to avoid division by zero (see e.g. Eq. (7)) and prevent ill-
conditioning of the stiffness matrix. Further, the maximum is
specified as �max = 2 g/cm3, which is a generally accepted
value for the maximum apparent density of compact bone
[48].

The relation in Eq. (3) shows good agreement with experi-
mental data [46]. This relation is inserted into the generalised
Hooke’s law

σ = C · · ε, (5)

with the linear elasticmaterial tensorCLE, the following con-
stitutive relation is obtained

σ =
(

�

�0

)2

C
LE · · ε. (6)

Thus, the free energy density is obtained

ψ =
(

�

�0

)2

ψLE

= 1

�

(
�

�0

)2 [
λ

2
tr(ε)2 + μ tr(ε2)

]
, (7)

where λ and μ are the Lamé parameters.
From the balance of mass, omitting mass fluxes, the evo-

lution equation for the BMD follows as

∂�

∂t
= ρ̇. (8)

Hereby, t could also denote the process time in the scope
of a quasi-static simulation. The mass source ρ̇ and con-
sequently, the evolution equation for the BMD is defined
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according to the strain energy density driven bone remod-
elling formulation by Beaupré et al. [8] using a first-order
approach

ρ̇ = c
(
� − �ref

)
= c

(
� ψ − �ref

)
. (9)

Herein, c is a model parameter that describes the speed
of the remodelling process and �ref is a physiological target
value.

2.2 Gradient enhancement

The method of a gradient-enhanced strain energy density
as used in damage mechanics and topology optimisation is
adopted here [38, 39]. Therefore, the strain energy density
functional in Eq. (1) is extended by two additional terms

�(ε, �, φ) = � ψ = � ψmech(ε, �)

+ α

2
(φ − �)2︸ ︷︷ ︸
coupling

+ β

2
| ∇φ |2︸ ︷︷ ︸

penalisation

, (10)

whereα andβ are two newmodel parameters andφ the nodal
representation of the BMD field. This extended strain energy
density is used in Eq. (9). Hence, the gradient enhancement
directly impacts the evolution equation. A direct penalisation
of the local BMD � is avoided since this would impose a
C1-continuity requirement on the displacement field u [39].
Therefore, a global BMD φ is introduced, which is coupled
to the local BMD � via the first additional term. The coupling
term forces both BMD fields to coincide, with α controlling
this alignment. The second part penalises gradients in φ, with
β controlling the degree of penalisation.

The global BMD formulation φ is approximated by C0-
continuous ansatz functions. For simplicity, the same ansatz
functions are used to discretise the displacement field u and
the BMD field φ.

Equation (10) can be summarised as

�(ε, �, φ) = �mech(ε, �) + �GE(�, φ), (11)

here, �mech represents the constitutive model and �GE the
gradient enhancement extension.

2.3 Numerical treatment

The total energy � is defined as

� :=
∫

�

�(ε, �, φ) dV −
∫

�

b · u dV

−
∫

∂�

t · u dA → min
u,φ

(12)

and has to be minimised with respect to the displacement u
and the global BMD φ. The body forces are represented by b
and t is the surface traction. This minimisation leads to two
variational equationswhich have to be solved simultaneously

∫
�

∂�

∂ε
: δε dV −

∫
�

b · δu dV

−
∫

∂�

t · δu dA
!= 0 ∀ δu (13)

and

∫
�

α (φ − �) δφ dV

+
∫

�

β ∇φ ∇δφ dV
!= 0 ∀ δφ. (14)

The variational equations are solved using FEM. There-
fore, the equations are discretised using

u(x) = Nu û, (15)

ε(x) = B û, (16)

φ(x) = Nφ φ̂, (17)

and

∇φ(x) = ∇Nφ φ̂ (18)

whereNu andNφ are linear shape functions for the respective
solution fields,B is the shape function derivativematrix and û
and φ̂ are the nodal values. The variations of the displacement
δu, the BMD δφ as well as the strain δε and BMD gradient
∇δφ can be described by

δu = Nu δû, (19)

δφ = Nφ δφ̂, (20)

δε = B δû (21)

and

∇δφ = ∇Nφ δφ̂. (22)

Assuming zero body forces b, the residual of Eq. (13) can be
expressed as

Ru =
∫

�

BT σ dV −
∫

∂�

NT
u t dA = 0 (23)

and of Eq. (14) as

Rφ =
∫

�

α(Nφ φ̂ − �)Nφ dV
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+
∫

�

β∇NT
φ ∇Nφ φ̂ dV = 0 . (24)

This system is solved monolithically. Its incremental form is
expressed as

[
Ru

Rφ

](i+1)

= R(i+1)

= R(i) + A(i+1)
[
�û
�φ̂

]
= 0 (25)

where (i) indicates the process time step. The system matrix
A(i+1) is defined as

A(i+1) =

⎡
⎢⎢⎢⎣

∂R(i+1)
u

∂û(i+1)
∂R(i+1)

u

∂φ̂
(i+1)

∂R(i+1)
φ

∂û(i+1)

∂R(i+1)
φ

∂φ̂
(i+1)

⎤
⎥⎥⎥⎦ . (26)

The entries from A(i+1) are calculated as follows

∂R(i+1)
u

∂û(i+1)
=

∫
�

BT ∂C(i+1) · ·ε(i+1)

∂ε(i+1)

∂ε(i+1)

∂û(i+1)
dV

=
∫

�

BT
(
C

(i+1) + ∂C(i+1)

∂�(i+1)

⊗ ∂�(i+1)

∂ε(i+1)
ε(i+1)

)
B dV

=
∫

�

BT
C

(i+1)
alg B dV (27)

and

∂R(i+1)
u

∂φ̂
(i+1)

=
∫

�

BT ∂C(i+1)

∂�(i+1)
ε(i+1)

⊗ ∂�(i+1)

∂φ̂
(i+1)

dV (28)

and

∂R(i+1)
φ

∂û(i+1)
=

∫
�

−αNφ ⊗ ∂�(i+1)

∂ε(i+1)
B dV (29)

and

∂R(i+1)
φ

∂φ̂
(i+1)

=
∫

�

α

(
Nφ − ∂�(i+1)

∂φ̂
(i+1)

)
⊗ Nφ dV

+
∫

�

β∇NT
φ ∇Nφ dV . (30)

The internal variable update to compute the local BMD
field is performed using an implicit Euler scheme, which

yields

�(i+1) = �(i) + ��

= �(i) + �t · ρ̇(ε(i+1), φ̂
(i+1)

). (31)

By that, the introduced derivatives are obtained by

∂C(i+1)

∂�(i+1)
= 2

�(i+1)

�2
0

C
LE, (32)

and

∂�(i+1)

∂ε(i+1)
= ∂��

∂ε(i+1)

= c�t

(
�(i)

�0

)2

· CLE ε(i+1) (33)

and

∂�(i+1)

∂φ̂
(i+1)

= ∂��(i+1)

∂φ̂
(i+1)

= c�t

(
αNT

φ

(
Nφφ̂

(i+1) − �(i)
)

+ β∇NT
φ ∇Nφ φ̂

(i+1)
)

. (34)

2.3.1 Implementation in Abaqus

The commercial FEM software Abaqus (Abaqus 2017, Das-
sault Systèmes, Vélizy-Villacoublay, France) is used for the
numerical solution.

A user element (UEL) subroutine is used to implement the
gradient-enhancedbone remodelling.Thebasis is theAbaqus
element C3D4, a four-node linear tetrahedral element. Tetra-
hedral elements are chosen because of their ability to mesh
complicated geometries automatically. Nevertheless, a vast
number of elements are needed to represent the geometry of
bones, for example, the femur. The fine mesh is needed for a
high resolution of the geometry and theBMDfield rather than
the approximation of the displacement gradients. As the dis-
placement gradients are well-approximated by the finemesh,
the use of quadratic tetrahedral elements is not necessary.

For the gradient enhancement, an additional degree of
freedom for the global BMD φ is added to the three displace-
ment degrees of freedom. The local BMDfield � is described
as an internal state-dependent variable (SDV). The UEL is
depicted as a pseudocode in AppendixA.

Unfortunately, Abaqus does not support the direct visual-
isation of user elements. This problem can be circumvented
by creating a copy of each element. These additional dummy
elements are superimposed on the user elements. By using
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so-called “common blocks”, the computed results can be
transferred internally from the UEL elements to the dummy
elements and visualised using a user material subroutine
(UMAT) [49, 50].

Alternatively, a thermo-mechanical coupled analysis could
be used in combination with a User Material Heat Transfer
(UMATHT) for the gradient enhancement [51]. Nonetheless,
the UEL approach provides greater flexibility to the user.

2.4 Virtual X-ray imaging

X-Ray images are a common tool for the visual assessment
of bone quality. To bridge the gap between numerical inves-
tigations and medical practice, the computational results are
post-processed via virtual X-Ray imaging.

Numerically, a ray r can be fully characterised by its origin
o, direction d and a strictly positive factor λ

r(λ) = o + d · λ, λ ≥ 0. (35)

X-Ray images measure the difference in the ray intensity
between the emission I0(Er ) and detection plate I (Er ). The
intensity of the ray can be described by the Beer-Lambert
law as

I (Er ) = I0(Er ) e
− ∫

r αr(Er ,�) dr (36)

where αr is the linear attenuation coefficient of the crossed
material and Er is the energy of the ray.

Introducing the mass attenuation coefficient μr as

μr(Er ) = αr(Er , �(x))
�(x)

, (37)

the energy decay can be computed by

I (Er )

I0(Er )
= e−μr(Er )

∫
r �(x)dr. (38)

This formulation reduces the task to integrating the BMD
alongside the rays.

The best practice is to define a box enclosing the full femur
model. Afterwards, the opposite sides are defined as an emis-
sion and a detection plate, which also define the size of the
final image. One ray per pixel needs to be sampled along-
side the normal direction of the emission plate [52–54]. The
factor can be normalised to λ ∈ [0, 1], such that r(λ = 0) is
located on the emission and r(λ = 1) on the detection plate.
This emission is depicted in Fig. 1.

Fig. 1 Emission of X-rays onto
a FEM model

3 Checkerboarding

Asmentioned above, bone remodelling simulations are prone
to numerical instabilities, the checkerboard phenomenon,
which represents a non-physical solution. For example see
Figs. 3a or4a.

3.1 Enforcement of physiological bounds

FEM, in its essence, is a minimisation of the total energy.
To ensure the uniqueness of the solution the problem must
be convex. The convexity of a function or functional can be
proven by

f (κ x + (1 − κ) y) ≤ κ f (x) + (1 − κ) f (y) (39)

for κ ∈ [0, 1] and all possible inputs or input functions x, y ∈
V , where V denotes an appropriate input or function space,
respectively.

The underlying systemof partial differential equations can
be summarised as
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∇ · σ (ε, �) = 0 in � × T

with ε = ∇su

and σ = C (�) · · ε
∂�
∂t − ρ̇ = 0 in � × T

. (40)

Here, the first and last equation denote the balance of
momentum for the static case under the omission of body
forces and the balance of mass without mass fluxes, respec-
tively. Further, ∇s denotes the symmetric gradient, � the
spatial domain and T the temporal or process time domain.
The systemneeds to be complemented by appropriate bound-
ary and initial conditions [28, 29, 55]

⎧⎪⎨
⎪⎩
u = uD in ∂�D × T

n · σ = t in ∂�N × T

�(0) = �init in � × 0

. (41)
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Here, ∂�D denotes the Dirichlet boundary, ∂�N denotes
the Neumann boundary, t and n the surface traction and
normal direction, respectively. Further, it must hold that
∂�D ∪ ∂�N = ∂� and ∂�D ∩ ∂�N = ∅.

A difficulty arises from the physiological bounds for the
BMD, together with the interdependency of the BMD �

and the solution for the displacements u, see Eq. (9). Equa-
tions (40) and (41) are constrained by

� =

⎧⎪⎨
⎪⎩

�max if �(i) + �� > �max

�min if �(i) + �� < �min

�(i) + �� else

. (42)

A method to directly incorporate the inequalities in
Eq. (42) is to restrict the admissible function space for the
solution such that the following holds

V�

h = {u ∈ Vh | �min ≤ � (u) ≤ �max}. (43)

This restriction reduces the original space Vh to a convex
set V�

h ⊂ Vh , which is often discussed in the context of vari-
ational inequalities [56]. These restricted function spaces are
typically difficult to create and prevent the usage of commer-
cial or open source FEM codes.

The solution must originate from a linear function space
to enable the usage of standard finite elements, say u ∈ Vh . A
typical function space, as in the case of the linear tetrahedral
element, would be Vh = H1(�). This function space would
a priori violate Eq. (42). Therefore, Eq. (31) must be adapted
to manually enforce the BMD bounds

�(i+1) = max
(
�min,min

(
�max, �

(i) + ��
))

. (44)

Such an enforcement can cause numerical instabilities like
checkerboarding.

3.2 Non-convexity of incremental form

The manual enforcement of the physiological bounds as in
Eq. (44), with the dependency of the stiffness on the BMD,
can cause the original minimisation problem Eq. (12) to
become non-convex. For its convexity, the last two integrals
in Eq. (12) can be neglected since they are linear inu. Further,
� would inherit the convexity from �.

The contradiction of Eq. (39) proves the non-convexity
of the incremental form. A numerical proof is provided in
Appendix B.

3.3 Convexity of gradient enhancement

The smoothing effect of the gradient enhancement can be
easily shown by the adapted strain energy density functional

Table 1 Benchmark simulation parameters

Parameter Value Unit

E0 6500.0 [N/mm2]

ν 0.3 [–]

�0 1.0 [g/cm3]

�ref 0.0003 [N/mm2]

c 0.02 [s/m2]

�min 0.001 [g/cm3]

�max 2.0 [g/cm3]

α 0.0015 [m5/s2kg]

β 10−8 [m7/s2kg]

Eq. (10). The expression |� − φ| of the coupling term con-
verges against zero. Thus, the coupling term has no influence
and can be neglected. But the expression |∇φ| in the gradient
penalisation part is generally non-zero (excluding the trivial
solution). Since |∇φ| is non-zero andmonotonically increas-
ing its convexity proof is analogous to f (x) = x2. Hence,
the functional in Eq. (10) is introduced, which is convex in its
highest gradients and thus regularises the solution ofEq. (12).

4 Numerical examples

In order to demonstrate the proposed gradient enhancement
for bone remodelling, two benchmark examples have been
identified and solved. Afterwards, the approach is applied to
a full femur model.

4.1 Benchmark problems

4.1.1 Plate under compression

The first example is a thin three-dimensional plate (10 cm×
10 cm × 1 cm) with five elements in thickness and 153,164
in total, which is loaded under uniaxial compression (see
Fig. 2a). The initial BMD is homogeneous with a value of
�init = 1 g/cm3. The full set of parameters is summarised in
Table 1.

The expected outcomewould be a split into two struts with
high BMDs which support this system. In the simulations,
the load is applied in a first step and held constant in a second
step until the BMD converges. Due to the single compression
load, the result should have clear and distinct areas of mini-
mum, intermediate and maximum BMD and thus should be
very prone to checkerboarding.

In Fig. 3a the result without the gradient enhancement
is depicted. The two struts are visible, but checkerboarding
occurs in the zones of intermediate densities.
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Fig. 2 FEM model for plate under compression and plate under shear

Applying the gradient enhancement, the result for the
BMD in Fig. 3b is obtained. The checkerboarding vanishes
and a transition zone with intermediate BMDs can be found
between the struts of maximal BMD and the zones of mini-
mal BMD.

4.1.2 Plate under shear

The same model of Sect. 4.1.1 is tested again with altered
boundary conditions. The plate is clamped on one side
and subjected to shear loading as depicted in Fig. 2b. All
parameters as well as the total applied load are identical, as
summarised inTable 1.Also, for this benchmark problem, the
gradient enhancement can prevent the formation of checker-
boarding compared to the unregularised solution (see Fig. 4a)
and can provide a continuous solution resembling the devel-
oping support arch structure with maximum BMD as well as
regions of intermediate and minimal BMD (see Fig. 4b).

4.2 Influence of characteristic length

To investigate the influence of the new model parameters,

β is varied. Important to state is that the expression
√

β
α

has a length unit. This length is referred to as characteris-
tic length, denoted hc, and characterises the width of the
developing transition zones. In Fig. 3b, hc can be seen in the
width of the transition zones towards the top and left edge
and in Fig. 4b, it characterises the width of the intermediate
BMD zones towards the top-right and bottom-right corner.
This description is analogue to phase-field fracture (PFF),
where hc characterises half the width of the fracture, which
is the distance from the minimum to the maximum value of
the introduced PFF variable (here comparable to the global
BMD). The difference arises since the width of a full fracture
is zero, but for bone remodelling areas of maximum BMD
evolve [56]. Thus, hc could be used to estimate the gradient
enhancement parameters as

α ≈ hc · �ref,√
β

α
≈ hc. (45)

The characteristic length scale poses a requirement on the
mesh since the elements need to be small enough to resolve
areas of intermediate BMD, which are governed by hc. The
minimum element length should be smaller than the charac-
teristic length.

In Fig. 3b the result for hc ≈ 3mm is shown. The influence
of hc is depicted in Fig. 5 for h∗

c = 0.5 hc and h∗
c = 2 hc.

This adaption has been achieved by maintaining a constant
α while varying β between 1

4 and 4 times its initial value.
The developing structure with maximum BMD is similar.
Increasing h∗

c , the gradients are stronger penalised and the
transition zone widens. In Fig. 5b the gradient penalisation
is too strong and areas of maximum BMD at some parts
are smeared. In Fig. 5a hc is approximately the characteristic
element length.

4.3 Spatial discretisation

In Fig. 3b the result for an original element size 0.2 cm is
shown. Furthermore, the problem is computedwith two addi-
tional spatial discretisations, one coarser with 0.25 cm and
one finer with 0.1 cm element size. All simulations have
been performed with the same parameters; see Table 1. The
results of this mesh study are shown in Fig. 6. The depicted
results are similar for regions of maximum, minimum BMD
and transition zones. For the coarsestmesh, slight differences
are observable. The differences vanish with increasing dis-
cretisation level.
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Fig. 3 Results of bone
remodelling simulation for plate
under compression with
gradient-enhanced free energy

Fig. 4 Results of bone
remodelling simulation for plate
under shear loading with and
without gradient-enhanced free
energy

Fig. 5 Results for final BMD φ

distribution in g/cm3 after bone
remodelling simulation with
different characteristic length hc

For the convergence study, a reference mesh with 0.05 cm
element size is calculated. In Fig. 7 the convergence of
the error measure e of the final BMD solution, introduced
as

e =

√∑Nnodes
j=1

(
φ( j) − φ

( j)
ref

)2
Nnodes · 1

V

∫
�

φref dV
, (46)

where Nnodes is the number of nodes and V the total femur
volume, is shown. The error decreases exponentially with
increasing degrees of freedom. The mesh study shows that
the solution is independent from the spatial discretisation
mesh.

Additionally, the problem is solved using quadratic ele-
mentswithout the gradient enhancement. Therefore, the bone
remodelling has been implemented using a UMAT. The
results are shown in Fig. 8. The expected support structure is
developed and no checkerboarding is apparent. However, the
width of the intermediate density areas decreases and in some
parts nearly vanishes. The solution shows over- and under-
shoots of the physiological bounds, particularly in domains
with high gradients of the BMD field. The over- and under-
shoots can be attributed to the enforcement in Eq. (44) being
applied at the integration point level. As in Fig. 8, averaged
element values should be depicted, here an obvious post-
processing issue is visible.

The resolution of the mesh, or rather the element size, is
governed by the application to bones, since themesh needs to
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Fig. 6 Results of bone
remodelling simulation for plate
under compression with
different mesh discretisation
levels (BMD φ in g/cm3)

Fig. 7 Convergence of error measure e for different mesh fidelities

Fig. 8 Results for plate under compression with quadratic elements
without gradient enhancement (BMD in g/cm3). Depicted are constant
element values

be fine enough to accurately depict the patient’s bone and its
BMD distribution. Therefore, the number of elements is the
same as for the reference shown in Sect. 4.1.1. The usage of
linear elements with gradient enhancement reduces the total
number of degrees of freedom by a factor of five. In contrast
the computing time is reduced by a factor of four, which is
attributed to the UMAT that is required for the visualisation
of the UEL results.

4.4 Femur

The bone remodelling with the gradient enhancement is
applied to a human femur model consisting of 406,905
elements with 304,596 degrees of freedom. The boundary
conditions are adopted from Lutz and Nackenhorst [24].
These boundary conditions represent a clamping at the bot-
tom and loading by the joint force, which is the main
loading, but also include nine muscle forces (gluteus max-
imus, medius and minimus, vastus lateralis, intermedialis
and medialis, psoas major, biceps femoris, adductor longus),
resulting in 275 individually distributed nodal forces, see
Fig. 9. The loads have been calculated as statically equiva-
lent loads corresponding to the measured BMD distribution
mapped from CT-data to the FEM model [24, 45].

To analyse the uniqueness of the solution, different ini-
tial homogeneous BMD distributions, namely 0.2 g/cm3,
1.0 g/cm3, 1.8 g/cm3 and a pseudo random uniform distri-
bution with values between 0.2 g/cm3 and 1.8 g/cm3, are
chosen. However, in practice, the starting point is always
the mapped BMD field. In a first step, the load is applied
and afterwards held constant. During the second step, 1000
quasi-static iterations are performed to analyse the conver-
gence of the BMDdistribution. The usedmaterial parameters
can be found in Table 2.

In Fig. 10, the convergence of the absolute variation in
BMD and the variation of the total mass are depicted for the
different initial conditions. For all initial conditions, the aver-
age variation of the BMD converges to zero (see Fig. 10a).
The convergence curves are different for the initial conditions
at the beginning, but, they all follow the same convergence
rate in the end. The total mass converges to the same value for
all initial conditions (see Fig. 10b). The value is in the mag-
nitude of the weight of a human femur [57]. For the medium
starting value, the mass decreases and then increases again.
First, the outer boundary with maximum BMD forms and
then the central elements decrease their BMD to the minimal
value, leading to a decrease in total mass. Then, an increase
is observed again, corresponding to the decrease of the tran-
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Fig. 9 FEM femur model with mesh and loads with close up of the
femoral head

Table 2 Femur simulation parameters

Parameter Value Unit

E0 6500.0 [N/mm2]

ν 0.3 [–]

�0 1.0 [g/cm3]

�ref 0.002 [N/mm2]

c 0.01 [s/m2]

�min 0.001 [g/cm3]

�max 2.0 [g/cm3]

α 0.01 [m5/s2kg]

β 10−8 [m7/s2kg]

sition zone. As expected, the mass decreases for the maximal
starting value and vice versa for the minimal starting value.

In Fig. 11, the final results from the bone remodelling pro-
cess of a femur for different initial conditions are shown. The
tubular bone structure is clearly visible for all initial condi-
tions, with maximal BMD on the outside and minimal BMD
on the inside. In the femoral head, slight influences can be
observed due to the joint load distribution on themesh nodes.
To quantitatively compare the final BMD distributions, the
error measure e in Eq. (46) is used. The errors for the final
BMD distributions are summarised in Table 3. The differ-
ences between the homogeneous distributions are between
0.22× 10−3 and 0.46× 10−3. The largest difference can be
found for the random distribution, which is attributed to the
local differences in the femoral head.

The shown results illustrate that the mechanical stimulus
is of primal influence for forming the internal bone struc-

Fig. 10 Convergence plots of the average of the absolute variation of
BMD values (a) and the total mass (b) for different initial conditions
�init

ture. Furthermore, the results justify the applicability of the
phenomenological continuum constitutive theory, which has
been previously demonstrated [45]. The proposed method
can efficiently and accurately compute a BMD distribution
that depicts the bone marrow as well as the cortical and
trabecular compartments, starting from a non-physiological
BMD distribution. The final distribution appears insensitive
to the initial conditions. From Fig. 10, it is evident that a good
accuracy is obtained already for 110 iterations. For this sim-
ulation, the total wall clock time is 1613s (with around 5571s
CPU time) on a workstation with 32GBRAMand four CPUs
used (Intel Core i7-9700@3.00GHz).

Considering clinical applications, the bone remodelling
surrounding artificial implants is of major interest. In prac-
tice, as mentioned before, the starting point is a nearly
physiological BMD distribution obtained from image data.
In this case, only a few equilibrium iterations are needed after
the calculation of the statically equivalent loads [45].
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Fig. 11 Results for final BMD
φ distribution in g/cm3 after
bone remodelling simulation
after 1000 increments with
different initial conditions

Table 3 Error measure e [‰] between the final solutions of the BMD
distribution for different initial conditions in g/cm3

Initial BMD 0.2 1.8 Random

1 0.34 0.22 0.96

0.2 – 0.46 0.99

1.8 – – 0.94

Fig. 12 Virtual X-ray image for FEM result for BMD φ after bone
remodelling simulation for anteroposterior and lateral view

In Fig. 12, the corresponding X-ray image is depicted with
a resolution of 150×300 pixels with 80 sample points along
the ray. The different zones of cancellous and compact bone
in the proximal femur are clearly visible.

A further advantage of the global BMD φ is its immediate
definition at the nodes, which simplifies the computation of
the sample points for the virtual X-ray emulation.

5 Conclusions

In conclusion, an alternative approach to the existing strate-
gies to prevent checkerboarding in bone remodelling simu-
lations has been presented. It has been demonstrated that the
approach of gradient enhancement, previously established in
damagemechanics and topology optimisation, can be applied
to bone remodelling.

Gradient enhancement enables the usage of standard lin-
ear finite elements and the computation of unique solutions
with respect to the model parameters α and β. Moreover, the
approach is flexible in the definition of the constitutive equa-
tions. Thus, it could be easily extended to, e.g. anisotropic
material behaviour.

The method can be easily adopted to almost any FEM
solver, like the commercial programme Abaqus. An addi-
tional degree of freedom needs to be introduced, increasing
the computational effort, but the increase is minor compared
to other techniques, like quadratic elements. A benefit of the
additional degree of freedom is the availability of the BMD
directly at the nodes. This eases further post-processing of
the results, like e.g. virtual X-Ray imaging.

The presented estimators for the parameters α and β are
able to provide accurate results and thus offer a ready-to-use
application of the associated and open-source UEL subrou-
tine.
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6 Supplementary information

The commented user element subroutine for Abaqus is pub-
lished under the Creative Commons Attribution-NonComm
ercial 3.0 Unported license and available under:
https://doi.org/10.25835/th2mqzom.
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Appendix A Bone remodelling material algo-
rithm

The bone remodelling material algorithm of the UEL is
depicted as a pseudocode in Algorithm 1. Before the first
increment the SDVs are initialised. The local coordinates ξ

and the weights w are extracted. Next, the shape functionsN
and the local derivatives are calculated ∂N/∂x. Then, a loop
over all Gauss points is executed. The Jacobian J and deriva-

tives of the shape functions ∂N/∂x are calculated. Next, the
strains ε(i), the incremental change for the BMD �� and
the stresses σ (i) are updated. With that, the submatrices and
residuals can be evaluated. Finally, the right-hand side (RHS)
and the stiffness matrix (AMATRX) can be assembled. When
convergence is reached, the next increment is started, other-
wise the next iteration starts. The internal variables SDVs are
only updated at the beginning of the next increment.

Appendix B Non-convexity proof

This example proves the claim from Sect. 3.2 by contradic-
tion of Eq. (39). All introduced constants as well as �(i) are
set to one and �t = 2 s. Further assuming two solutions
u(i+1)
1 ,u(i+1)

2 such that ε
(i+1)
1 = 0.25 I and ε

(i+1)
2 = 0.5 I

holds. This yields ε̄(i+1) = κ ε
(i+1)
1 +(1−κ)ε

(i+1)
2 = 0.375 I

with κ = 0.5 and I being the identity matrix in R3. Intro-
ducing

�LE = � ψLE =
[
λ

2
tr(ε)2 + μ tr(ε2)

]
,

it can be computed that

�LE
(
ε

(i+1)
1

)
= 0.75 [N/mm2],

�LE
(
ε

(i+1)
2

)
= 3.0 [N/mm2],

�LE
(
ε̄(i+1)

)
= 1.6875 [N/mm2] ,

substituting into Eq. (44) yields

�(i+1)
(
ε

(i+1)
1

)
= 0.5 [g/cm2],

�(i+1)
(
ε

(i+1)
2

)
= 2.0 [g/cm2],

�(i+1)
(
ε̄(i+1)

)
= 2.0 [g/cm2],

and evaluating Eq. (1) subjected to Eq. (7) gives

�
(
ε

(i+1)
1

)∣∣∣
�(i+1)

= 0.1875 [N/mm2] ,

�
(
ε

(i+1)
2

)∣∣∣
�(i+1)

= 12.0 [N/mm2],

�
(
ε̄(i+1)

)∣∣∣
�(i+1)

= 6.75 [N/mm2].

Substituting this into Eq. (39) yields

0.5 · 1.875 + 0.5 · 12.0 = 6.09375 < 6.75 ��

and thus proves the non-convexity of the incremental form
with enforced limits on the BMD.
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Algorithm 1 Pseudocode for bone remodelling UEL
1. Initialisation

Initialise SDVs �0
Compute quadrature rule ξ , w

Get ansatz functions and derivatives N, ∂N/∂ξ

2. Next increment k += 1

Set iteration counter i = 0
Update �(k) = �(k−1) + ��(k−1)

3. Next iteration i += 1

for loop over Gauss points do
Compute A and ∂N/∂x
Update strains ε

Calculate ��(i)

Update stresses σ

Compute submatrices and residuals ∂Ru/∂u, ∂Ru/∂φ,
∂Rφ/∂u, ∂Rφ/∂φ, Ru, Rφ

end for
Assemble AMATRX and RHS
if convergence == true then

⇒ step 2
else

⇒ step 3
end if
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