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Abstract
Additive manufacturing enables the production of previously unachievable designs in conjunction with time and cost savings.
However, spatially and temporally fluctuating thermal histories can lead to residual stress states and microstructural variations
that challenge conventional assumptions used to predict part performance. Numerical simulations offer a viable way to explore
the root causes of these characteristics, and can provide insight into methods of controlling them. Here, the thermal history of a
304L stainless steel cylinder produced using the Laser EngineeredNet Shape process is simulated using finite element analysis
(FEA). The resultant thermal history is coupled to both a solid mechanics FEA simulation to predict residual stress and a
kinetic Monte Carlo model to predict the three-dimensional grain structure evolution. Experimental EBSD measurements of
grain structure and in-process infrared thermal data are compared to the predictions.

Keywords Additive manufacturing · LENS · Microstructure · Columnar · Equiaxed · EBSD · Thermal simulation · Residual
stress · Kinetic Monte Carlo

1 Introduction

Additive Manufacturing (AM) is a broad term that describes
the fabrication of parts by the addition of material and gener-
ally excludes material removal processes as is done in other
machining techniques [1].AMmethods exist formany differ-
ent material types including metals, ceramics, and polymers.
Within the domain of metals, most AM processes can be sep-
arated into two major groups that are classified as directed
energy deposition (DED) and powder bed fusion (PBF). In
PBF techniques, a pre-placed bed of powder is selectively
melted by a heat source, typically a laser or electron beam.
After the heat source completes the scan for the current layer,
a thin layer of powder is placed on top of the existing layer by
a roller or blade, and the process is repeated until the part is
complete. PBF techniques often provide better surface finish,
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but can be time-intensive due to the small beam diameters
and powder layers used [1]. In contrast, DED methods feed
material into the laser beam in the form of wire feedstock
or powder blown into the beam by nozzles using a carrier
gas [2,3]. These techniques are often used for building larger
parts rapidly [4] and for the repair of parts subjected to wear
that would not be repairable through powder bed techniques
[1]. One of the most common DED methods is the Laser
Engineered Net Shape (LENS) process [5], which uses mul-
tiple nozzles to blow metal powder into a vertical laser beam
onto a movable baseplate. The current study focuses on pre-
dicting the thermo-mechanical history and three-dimensional
microstructure evolution of a 304L stainless steel tube pro-
duced using the LENS technique.

While AM offers immense opportunities for rapid pro-
duction of complex geometries with potentially tailored
microstructures andmechanical properties, part qualification
remains a challenge, particularly for critical parts [1,6]. A key
concern is the presence of defects such as porosity and lack
of fusion. Additionally, residual stress can be detrimental
to part performance and must be minimized [7]. Physics-
based process models are becoming sufficiently advanced to
allow for the development of computational defect indica-
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tors and optimization of the residual-stress field. Recently,
much attention has been given to accurately modeling the
AM process using finite element methods [8–12]. Numeri-
cal heat transfer methods have been in use for decades, but
AM processes present a new challenge since material is con-
stantly added to the system at the location of intense thermal
gradients and phase changes. A common approach to mod-
eling the thermal aspect of AM processes involves moving a
heat source around a finite element mesh with temperature
dependent thermal properties and some form of activation
mechanism, such as a scale factor on thermal conductivity
and specific heat once a threshold temperature is reached, that
specifies when a material has been melted. The heat source
often possesses a Gaussian form and can be either surface-
based or volumetric [13].

Effort has also been given to predict microstructures
resulting from AM processes, both experimentally and
numerically. Dehoff et al. [14] recently demonstrated that
by manipulating process parameters, microstructures could
be controlled to yield single crystals parallel to the build
direction, relatively equiaxed grains, or grains with tex-
ture oriented transverse to build directions. Bontha et al.
[15] used numerical techniques to investigate solidifica-
tion microstructures in Ti–6Al–4V structures. The authors
calculated thermal gradient (G) and solidification velocity
(R) values using the Rosenthal equation for LENS builds
and found that microstructure can transition from colum-
nar to equiaxed at higher powers. Vastola et al. [16] and
Kelly and Kampe [17] performed 2D modeling on the
phase formation and transformation of Ti–6Al–4V during
LPBF processes. Roehling et al. used numerical simulations
to investigate solidification in comparison to experimental
microstructures, and found that changing melt pool shape
altered the solidification microstructure. Francois et al. pro-
vided an extensive survey of the most recent advances in
microstructure modeling for AM processes ranging from the
mesoscale to the macroscale. It was shown that while a vari-
ety of tools are emerging, very few examples span length
scales while simultaneously using process models to pre-
dict both microstructure and properties [11]. The objective
of this work is to advance the capabilities necessary to predict
the process-structure-property-performance relationships of
AMparts. To this end, the thermal, structural (residual stress),
and microstructural histories have been predicted for a 304L
stainless steel cylinder. Experimental comparison to the sim-
ulations is also provided and discussed.

2 Methods andmaterials

A 304L stainless steel cylinder with a height of 50 mm and
an outside diameter of 24 mm was chosen for this study.
The cylinder was built by the LENS process using a cir-

cular raster pattern. The thermal-structural analysis of the
tube consisted of one-way coupled thermal and mechanical
simulations using the finite element method. The thermal
simulation was performed first, and the resulting transient
temperature field was then used to drive the mechanical
simulation to predict the residual stress field. Homogenized
isotropic material properties were used for both the thermal
and mechanical simulations. The effect of material texture
(preferred grain orientations) on the mechanical response
(both elastic and plastic) is an active area of research, but will
not be discussed here. The nonlinear heat-transfer model is
described in Sect. 2.2. The nonlinear solidmechanics simula-
tion is described in Sect. 2.3. Both the thermal and structural
simulations were performed using the Sierra multiphysics
finite-element software suite [18].

The transient-temperature field was also used in a kinetic
Monte Carlo (KMC) simulation to generate the microstruc-
ture morphology. The KMC-based microstructure predic-
tion was performed using the Stochastic Parallel Particle
Kinetic Simulator (SPPARKS—http://spparks.sandia.gov)
[19]. Although outside the scope of this paper, we note that
the predicted microstructure could be used in a mechanical
simulation of the tube using crystal-plasticity constitutive
models [20], simulating both the additive process through
cooldown as well as structural performance.

2.1 LENS build

The cylinder was built using a custom LENS machine devel-
oped at Sandia National Labs. The focused laser beam
diameter used in this study deviated from typical LENS
parameters so that the full thickness of the wall could be built
in a single pass. The 4 mm laser diameter initially required
2000 W to ensure good metallurgical bonding to the 304
stainless steel baseplate. As the cylinder grew, less energy
was required to provide complete melting of the powder than
in the lower layers of the part. As a result, the laser power
was ramped down in 250 W increments every 4.5 mm of
build height, or 5 layers, until the power reached 1250 W.
The power was held constant after this final drop, which cor-
responded to a vertical height of 13.5 mm. These drops in
power prevented excessive heat buildup in the tube, which
could lead to an increased wall thickness due to slump, and
allowed the walls to build at a more uniform thickness. The
metal powder that was used in this study was nitrogen atom-
ized 304L stainless steel powder with a 44–106 micron size
distribution. This powder was carried to the print head at
a rate of 18 g/min using an argon carrier gas flowing at 1.6
l/min. The powder incorporation efficiency has not beenmea-
sured, but is estimated to be greater than 20%.The laser speed
was 400 mm/min. The resulting as-built part can be seen in
Fig. 1 while still attached to the baseplate.
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Fig. 1 Side view of as-built 304L LENS tube. The individual layers
are clearly visible, as well as some discoloration due to the heat up of
the tube during the build. The tube had a 50 mm height, 16 mm inside
diameter, and 24 mm outside diameter

2.2 Thermal prediction

The transient temperature field of the LENS process was
simulated by scanning a Gaussian heat source across a pre-
existing finite-elementmesh at the nominal velocity provided
in Sect. 2.1. The trajectory of the hot spot was prescribed by
a text file (i.e. path file) used by the LENS machine in G-
code format. Finite elements were activated by prescribing
an increase in thermal conductivity as the elements reached
themelting temperature of thematerial. This approach allows
for the simulation of both PBF and DED fabrication meth-
ods. For simulations of a PBF process, such as selective
laser melting, the inactive elements initially have a thermal
conductivity corresponding to the value of the powder. For
simulations of a DED process, such as LENS, the inactive
elements have zero thermal conductivity. Once they are acti-
vated, the conductivity becomes the temperature-dependent
value of the bulk material. While inactive elements have zero
thermal conductivity, the energy equation is solved for all ele-
ments at all times. Energy is added by the volumetric source
term when the elements are being traversed by the source,
thereby heating the elements and increasing the tempera-
ture. If the elements receive enough heat from the source
term to reach melting temperature, they are then activated.
This numerical method does not directly consider the powder
flow rate through mass addition. Instead, we assume that any
material addition is captured by the volume of elements that
are activated by the heat source. This assumption is linked
to the experiment by matching the layer height and deposi-
tion width of the model to that of the experiment. Because a

Table 1 Temperature dependent properties used in thermal FEA from
Bogaard et al. [58]

Temperature (K) Cp (J/kg) k (W/m/K)

300 480 14.8

476 – 17.65

600 550 –

675 – 20.7

774 – 21.4

881 – 23.5

973 – 24.5

1075 – 25.8

1175 – 27.5

1278 – 28.8

1377 – 30

1400 675 –

1476 – 31.4

1550 693 –

1574 – 32.7

1650 714 –

1673 – 33.6

1750 736 –

Properties in between listed temperatures were interpolated in a lin-
ear manner. Properties above the highest listed values were assumed
constant

change in powder feed ratewould cause a change in the exper-
imentally deposited geometry, i.e. thicker or thinner layers
and/or different material deposition width, we assume that
this approach adequately represents the process.

During the thermal process, the heat transfer energy is
solved according to the following governing equation:

ρCp
∂T

∂t
= −∇ · (−k∇T) + HV (1)

where ρ is thematerial density, Cp is the specific heat, T is the
temperature, q is the heat flux, andHV is the laser heat source.
Convection and radiation are calculated on the free surfaces
of the part as described by Eqs. (2) and (3), respectively,

q = h (T − T∞) (2)

q = ε σ
(
T4 − T4

r

)
(3)

where h is the convection coefficient, ε is the emissivity, σ

is the Stefan–Boltzmann constant, and T∞ and Tr are both
taken as room temperature. In this analysis density and emis-
sivitywere held constant at 7609 kg/m3 and 0.4, respectively.
Table 1 contains the temperature dependent thermal proper-
ties used in the simulation. Because the powder is melted
immediately upon entering the laser beam in a LENS pro-
cess and mass flow into the beam was not explicitly modeled
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Table 2 Constant properties used in thermal FEA

Parameter Value

Ambient temperature, T∞ (K) 298

Convection coefficient, h (W/m2 K) 25

Emissivity, ε 0.4

Latent heat, H (J/kg) 285,000

Density, ρ (kg/m3) 7609

Laser efficiency 0.47

Laser diameter, d (mm) 4

Laser velocity, v (mm/s) 6.67

Laser power (W) 1250–2000 (see thermal
analysis section)

Solidus temperature, Ts (K) 1673

Liquidus temperature, Tl (K) 1723

here, only bulk material properties were considered. Due to
the forced convection on the tube surface caused by the pow-
der carrier gas and laser shield gas, a convection coefficient
of 25.0 was applied to the tube free surfaces and the top of the
baseplate. This approach mirrors that of Heigel et al. [21].
The constant material properties are listed in Table 2. The
latent heat of fusion is applied to the specific heat in a uniform
manner across the temperature range from the solidus tem-
perature to the liquidus temperature. The simulations were
solved in an implicit manner with a constant time step as
reported in [22], where simulation time evolved according to
the formula

τi = τi−1 + d

2 ∗ v
(4)

where d is the laser diameter and v is the laser velocity. The
time step formulation inEq. (4)which is added to the previous
time τi−1 is necessary due to the FE solution process. With
this formulation, the thermal equations will be solved at a
maximum distance of the laser radius from the previous time
step. A time step larger than this may skip over elements
when calculating heat input, depending on the mesh size.
This jump in heat input can cause the appearance of a pulsed
heat source and lead to highly erroneous temperature values.

Themesh used in the simulations is shown in Fig. 2 below.
The mesh consisted of 492,268 hexahedral elements. The
baseplate mesh was coarsened away from the cylinder to
lower the element count. The build time of approximately
577 s was simulated, followed by a cooldown for a total time
of 1000 s.

2.3 Residual stress prediction

Once the thermal simulation is complete, the temperature
history of the mesh serves as an input to the solid mechanics

Fig. 2 Mesh of tube used in thermal FEA. The mesh consisted of
492,268 hexahedral elements

simulation. As in the thermal simulation, elements are acti-
vated once they reach the melting temperature. This work
follows the quiet element approach [23], in which elements
that have not yet reached melt are given a very low stiff-
ness to prevent element inversion. Once the elements reach
the melting temperature, they are given the true temperature-
dependent material properties. The resulting thermal strain
caused by thermal contraction produces a complex resid-
ual stress field to develop throughout the part. Note that the
residual stress field evolves both during the additive manu-
facturing process and during the final cooldown. The strain
caused by the process is a function of both mechanical strain
and thermal strain

εtotal = εmech + εthermal (5)

The thermal strain is written as

εthermal
i j = α�T δi j (6)

where α is the coefficient of thermal expansion, which was
1.96×10−5 K−1 [24]. The mechanical strain is governed by
the equations below.

The constitutive model used in this work was the
Bammann–Chiesa–Johnson (BCJ) isotropic elasto-
viscoplastic internal state variable model. This model was
originally developed based on work done by Bamman and
Aifantis [25] and later updated by Brown and Bammann [26]
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to include the effects of recrystallization. The model used
here is a simplified version which is both temperature and
history dependent, but does not include the effects of recrys-
tallization. The model was calibrated to high temperature
experimental data [27]. For the case of rate independent uni-
axial tension, the stress evolves as

σ̇ =
(
Ė

E

)
σ + E(ε̇ − ε̇p) (7)

where E is the Young’s modulus, ε is the mechanical strain,
and εp is the inelastic strain. Damage was not considered in
this study, but the model can be extended to model damage
evolution and failure [28]. The flow rule evolves according
to

ε̇p = f sinhn
(

σe − κ

Y (T )
− 1

)
(8)

where Y is the rate independent initial yield stress, σe is the
von Mises equivalent stress, T is the temperature, and κ is
the isotropic hardening. The hardening variable κ evolves in
a hardening minus recovery format as below:

κ̇ = κ
μ̇

μ
+ (H(T ) − Rd(T )κ)ε̇p (9)

where H is the hardening modulus, and Rd is the dynamic
recovery. The calibrated parameter set for the material model
can be found in [27].

2.4 Microstructural prediction

Microstructure simulation was performed using a modified
version of the Monte Carlo Potts model as described in [29–
31]. A polycrystalline microstructure evolves under the Potts
model by decreasing the microstructure’s total grain bound-
ary energy through reduction of grain boundary surface area.
The model achieves this by modifying sites in a simple cubic
lattice along grain boundaries. Total system energy is calcu-
lated by summing over all sites with neighbors belonging to
different grains. Each dissimilar pair is normalized to con-
tribute unity to the total energy

E = 1

2

N∑
i=1

L∑
j=1

1 − δ(qi , q j ) (10)

where N is the total number of lattice sites, L is the number of
neighbors at each site (26 here), and qi is the grain identifier
(or spin) at site i . Lattice sites change their grainmembership
to a neighboring value with probabilities determined by the
Metropolis algorithm

P =
{
1 for �E ≤ 0
exp(−�E/kBTMC ) for �E > 0

(11)

where �E the change in system energy resulting from
a change and kBTMC (0.6634 here) is the Monte Carlo
temperature, which does not correspond to actual thermal
temperature, but rather influences the stochastic roughness
of the grain boundaries [32].

Twomodifications to the Pottsmodel aremade to simulate
microstructural evolution during solidification processes.
First, molten behavior is simulated by randomizing any
microstructures that exist in regions with a higher tem-
perature than the specified melting point. Additionally, a
temperature-dependent mobility term is added as a prefactor
to the Metropolis algorithm:

M (T ) = M0exp

(−Q

RT

)
(12)

whereM0 is a prefactor (700 here), Q is the activation energy
for grain boundary motion, and R is the gas constant (in
these simulations, the ratio Q/R = 12, 500).M(T ) is imple-
mented into Eq. (11) as

P =
{
M (T ) for �E ≤ 0
M (T ) exp(−�E/kBTMC ) for �E > 0

(13)

Implementing these modifications results in a model where
significant evolution occurs in elevated temperature regions
close to the melt pool, but decreases quickly with increasing
distance. Thermal history was specified for each time step
of the microstructure simulation by interpolating the cor-
responding thermal field from its finite element mesh to a
regular cubic lattice. The interpolated field was then used to
determine the corresponding grain boundary mobility field
with Eq. (12). Lattice sites with temperatures greater than Tl
were assumed to bemolten, which is represented by random-
izing any existing grain structure. Lattice sites are inactive
until reaching Tl .

The current microstructure model predicts grain sizes
and morphologies, but not crystallographic texture, forma-
tion of multiple phases, or porosity formation and evolution.
Previous Monte Carlo-based models of microstructural evo-
lution have incorporated these properties [33–35]. However,
further work is required to implement them in additive
manufacturing-specific simulations.

2.5 Experimental characterization

2.5.1 IR imaging

Radiance measurements were collected with a FLIR SC6700
mid-wave IR camera (640×512 pixel, InSb FPA) external to
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the build chamber through a 2-in. inspection viewport loaded
with a Ge window coated for 3–5μm (Edmund Optics). This
window transmits 97% of the mid-wave band but is highly
absorptive at the laser wavelength (> 104/cm at 1070 nm).
A 0.25 in. extender mated to the 50 mm IR lens allowed for
a 55 × 44 mm2 FOV at a working distance of ∼ 400 mm.
To accommodate the 2 in. cylinder builds, the camera was
mounted on its side. Data acquisition was triggered exter-
nally through a 5 V TTL signal from the Tormach controller
board at the start of the builds. Two camera exposures
were collected corresponding to two blackbody tempera-
ture ranges (523–873 and 773–1473 K) and later combined
(super-framed). Cylinder builds acquired at 21 Hz generated
∼ 20 GB of raw data in this configuration. Apparent tem-
peratures were generated using the calculations within the
FLIR software for atmospheric transmission, external optics
transmission, and emissivity.

To compensate for the changing emissivity with tem-
perature (and other surface effects such as roughness and
oxidation), a procedure like that discussed in Dinwiddie et
al. [36] was followed. A 304L block, approximately 1 in.3

was made at 500 W laser power and between 450–750 mm/s
stage speed. This block was solid except for a deep cav-
ity positioned at the center of one of the faces. The aspect
ratio was such that this cavity acted as a blackbody with
emissivity > 0.99. Once fabricated, three K-type thermo-
couples (Omega) were inserted along the length of the cavity.
The block was then placed on thin sheets of alumina silica
ceramic (McMaster-Carr) while being heated by the defo-
cused LENS laser beam (∼ 9 mm spot size). Short image
sequences were captured with the FLIR from 573–1273 K in
the same configuration as the cylinder builds. These images
were analyzed to extract fits of the raw camera counts at each
preset exposure to the extrapolated surface temperature read
by the thermocouples, thus bypassing emissivity as a param-
eter to be entered. Finally, these calibration curves were used
to convert the raw FLIR data from the cylinder builds to the
apparent temperature values described in Sect. 3.1.

2.5.2 Electron backscatter diffraction

To examine the resultant microstructure from the LENS-
built cylindrical tube, metallographic cross-sections were
extracted and examined parallel to-, and perpendicular to-,
the build direction. All cross-sections were metallographi-
cally polished to a 0.04mm colloidal silica finish and imaged
on a Zeiss SUPRA 55VP field emission scanning electron
microscope (SEM) using electron backscatter diffraction
(EBSD) for orientation imaging microscopy (OIM) [37,38].
This allowed for identification of individual grain morpholo-
gies and orientations as well as local and long range texture.
An AZtec Electron backscatter diffraction (EBSD) system

Table 3 Summary of EBSD observation planes, their associated build
heights and LENS power utilized at the given height

Transverse
plane

Build height Height specific
power (W)(mm above the base plate)

1* 1.15 2000

2* 2.57 2000

3* 4.51 1750

4* 9.02 1500

5* 13.50 1250

6* 18.71 1250

was used for data collection with an indexing step size of
5μm.

Regarding the planes of observation, along the build
height, a single longitudinal cross-section spanning the base
plate to the final build layers of the cylinder was exam-
ined first. This montaged EBSD map had a nominal area
of 60 × 6mm2. Following this initial scan, transverse sec-
tions were extracted perpendicular to the build direction at
specific heights along the longitudinal map. The locations
of these transverse planes are denoted by the nomenclature
“1*”, “2*”, “3*”, “4*”, “5*” and “6*”. Each of these trans-
verse scans contained the full wall thickness of the cylinder
and spanned a nominal arc of 90◦. The location of these trans-
verse planes was selected due to its correspondence with
a pronounced transition in the microstructure as revealed
in the initial full height longitudinal map. In some cases,
these microstructural transitions coincided with changes in
laser power changes during the build. For a summary of the
investigated transverse plane heights and their local delivered
power, see Table 3.

3 Results and discussion

3.1 Thermal

The thermal simulations were executed on a high-
performance computing (HPC) cluster using 240 cpus, and
required approximately 8 h to complete. Images of the ther-
mal simulations at three equally spaced times are shown in
Fig. 3 below. The image at t = 577 s shows the comple-
tion of the final layer. As seen in this image, the majority
of the part is above 1000 K. Figure 3 shows the effect of
the Gaussian laser distribution on the hotspot. As expected,
the hotspot possesses cooler temperatures at the edge of the
build. The different layers can also be clearly seen throughout
the build. The role of the base plate is also demonstrated in
Fig. 3. Throughout the build, the bottom of the tube remains
at a much lower temperature due to the base plate conduct-
ing heat out of the tube. This effect also shows the necessity
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Fig. 3 Simulated temperature
fields at three different times
during the build. Time = 577 s
corresponds to the completion
of the final layer

Fig. 4 Time history of maximum temperature across the build. The
drops in temperature at the beginning of the build show the times at
which the laser power was decreased

of the higher power near the baseplate to ensure sufficient
adhesion. Although not obvious in the figure, elements on
the outside edges of the first few layers never reached the
melt temperature, and therefore were never activated. As the
part builds, the thermal pathway to the baseplate is more lim-
ited, leading to a buildup of heat in the part. This observation
was alsomade by the LENS operator, who noted that the tube
was glowing red at the end of the build.

Figure 4 demonstrates the changes in peak overall tem-
perature over time in the part. Early in the simulation, the
periodic power decreases can be clearly seen by the drops
in peak temperature, followed by a relatively stable region
where the peak temperature remains in the range of 2500–
3000 K for most of the build. Following the laser shutoff at
577s, the part cools back down to room temperature. Fig-
ure 5 shows temperature histories at three different locations
corresponding to locations at the bottom, middle, and top of
the part. For all three locations, the temperatures were taken

Fig. 5 Temperature history at locations at the bottom, middle, and top
of the tube. The black dashed line represents the melting temperature.
(Color figure online)

at the center of the wall thickness. The plots demonstrate the
periodic nature of heating as subsequent layers are deposited.
The plots also show that the layers undergo multiple remelt-
ing cycles. The bottom location is remelted once, and the
middle location is remelted twice. As expected, the top layer
does not undergo any remelting. The plots also show the
large differences in thermal gradients during the build. Due
to the previously mentioned buildup of heat, the middle loca-
tion remains at an elevated temperature much longer than the
bottom or top locations.

An IR image taken at 450 s is shown in Fig. 6 along with
the temperature distribution of the simulation at the same
time. The temperature scale is consistent for both images
and matches the scale controlled by the IR measurement.
In the middle of the temperature range, the comparative
differences appear to be less than those at the extremes
of the temperature range. The temperature gradients also
look fairly similar in the middle of the temperature range.
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Fig. 6 a Infrared image taken
during build at t = 450 s, b
simulation temperature
distribution at t = 450 s

Above approximately 1200 K, the simulation appears to be
over-predicting temperature, although there are significant
questions regarding the accuracy of the IR images consider-
ing the area directly around the meltpool shows a maximum
temperature of 1383 K, much lower than 304L’s solidus
temperature of 1673 K. The apparent temperatures from IR
are highly dependent on the emissivity used in the conver-
sion from raw counts to temperature. Emissivity has been
shown to be highly dependent on surface roughness and
oxidation [39], with reported literature values for 304L rang-
ing from 0.17 to 0.9 [40,41]. Raplee et al. [42] observed
changes in IR temperatures during an electron beam powder
bed fusion build, which were attributed to surface swelling
of the part and associated changes in radiation direction.
The oxide layer that can sometimes form on the outer sur-
face of the LENS parts will also affect IR measurements.
Overcoming these issues still remains a challenge, and work
is ongoing to provide more reliable quantitative measure-
ments. Still, there are spots and regions on the IR image
in the high temperature areas that appear to be in the same
ranges of the simulation data, possibly hinting that the pre-
dictions are consistent, although this is hard to tell due to the
rough surface finish and probable oxide layer on the LENS
tube.

The temperatures shown in Fig. 6 are also much lower
than the those in Fig. 4. One reason for this discrep-
ancy is the previously described challenging nature of IR
measurements. Another is that the IR image is taken orthog-
onal to the part build direction and likely does not see
any of the actual meltpool, so these temperatures are not
represented in the image. However, the plot in Fig. 4 is
based on data from the simulation and can include tem-
peratures from any point in the volume, including the
meltpool.

3.2 Mechanical

The solid mechanics simulations were executed on a HPC
cluster using 240 cpus, and required approximately 15 h
to complete. The predicted residual von Mises stress after
cooldown is shown in Fig. 7. As seen in the cross section of
the tube, there is an extremely large stress gradient across the
tube wall, with higher stresses on the outside. As expected,
the stress is much higher near the baseplate compared to the
top of the tube due to the constraint of the plate. Also, notice-
able in the cross-section views is the reducedwall thickness at
the base of the tube. This effect is caused by a reduced number
of elements reaching melt temperature and activating. This
effect was also observed experimentally and is caused by the
cold baseplate acting as a large heat sink during the first lay-
ers of deposition. The effect of the large thermal mass of the
baseplate limits the size of the melt pool, thereby leading to
a smaller cross-section at the bottom of the tube. As the tube
builds, the thermal pathway to the cool baseplate is longer
and thereforemore restrictive, resulting in a buildup of heat in
the part and a larger melt pool. The top of the tube produces a
high residual stress due to its higher thermal gradient, which
has been shown to lead to higher residual stresses [43–45].
This gradient is illustrated by the rapid drop in temperature
of the green curve in Fig. 5. Figure 7 also shows stresses
that alternate between high and low values along the build
height. These variations correspond to the locations of the
successive layers, and are caused by the changing thermal
boundary conditions over time.

The predicted axial stress after cooldown is shown in
Fig. 8. Similar to the von Mises stress field, a gradient in
axial stress exists across the thickness of the tube. Apart from
the first several layers near the baseplate, the axial stress is
mainly compressive on the outside surface of the tube. On
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Fig. 7 Von Mises stress
contours for a the outside
surface of the tube and b a cross
sectional view through the
center of the tube. Note the
vertical discontinuity in stress in
a which corresponds to the
location of where the laser
moves vertically a layer height
distance after completing each
layer

Fig. 8 Axial stress contours for
a the outside surface of the tube
and b a cross sectional view
through the center of the tube.
Note the through-thickness
gradient in axial stress
transitioning from compressive
on the tube surfaces, both inner
and outer, to tensile in the
interior

the inside surface of the tube, regions of both tensile and
compressive stresses exist.

Figure 9 illustrates the variation in maximum principal
stresses across the part. Similar to the axial stress distribu-
tion, high tensile stresses occur in middle of the tube wall
thickness, similar to a residual stress profile created by a
quenching process in which the cooling propagates from the
outside of the part inward. High tensile stresses also exist on
the inner surface of the tube near the baseplate is due to a
complex multiaxial stress state. Areas of high tensile stress
could indicate locations of possible cracking during a build.

The residual stresses observed in the simulations were at
or above yield for 304L, which is approximately 250 MPa
[43]. Residual stresses near or above the room temperature
material yield stress are not uncommon for AM materi-
als [45–47], which illustrates the importance of considering

residual stress in AMparts. Figures 7 and 8 also show a verti-
cal line of discontinuity in the stress values, which is a result
of the LENS process. When the laser completes one circu-
lar layer scan, the platform the build is attached to moves
vertically downward a distance of one layer thickness, and
the next circular layer scan begins. This vertical shift causes
a change in thermal gradients and affects the residual stress
profile.

3.3 Microstructure

The microstructure simulations were performed on a sin-
gle CPU core and required 15–96 h to complete depending
on the number of time steps used. The final simulated
microstructures are shown in Fig. 10. The images show that
the microstructure transitioned from an equiaxed to colum-
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Fig. 9 Maximum principal
stress contours for a the outside
surface of the tube and b a
cross-sectional view through the
center of the tube. Note the high
tensile stresses in the center of
the wall thickness and on the
inside surface of the tube near
the baseplate

Fig. 10 Final predicted microstructure for a the outside surface of the
tube and b a cross sectional view through the center of the tube. The
microstructure transitions from smaller equiaxed grains to larger colum-
nar grains

nar solidification regime as was observed in the experimental
EBSD images. Near the bottom of the cylinder the as-
processed microstructure consists of small, equiaxed grains.
With increasing height along the tube, the equiaxed grains
grow larger. Approximately 28% along the height of the tube,
the grain formation mechanism rapidly changes to a colum-
nar growth mode. As the build continues, these grains grow
competitively with each other until, in many regions, a sin-
gle grain spans the entire wall thickness. At the very top of
the tube, the grains are once again smaller and equiaxed.
This occurs due to the lack of subsequent remelting by

Fig. 11 Transverse cross-sections of simulated microstructures at
heights corresponding to experimental EBSD images

additional layers, and was also observed by Parimi et al.
experimentally for a high power LENSbuild [48]. Transverse
images (perpendicular to thebuild direction) of themicrostruc-
ture simulations are shown in Fig. 11. The six cross-sections
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Fig. 12 Grain Orientations
along a longitudinal scan of an
additively manufactured
cylindrical domain. Colors
denote crystallographic
orientations as identified in the
embedded inverse pole figure
legend. Asterisked numbers
indicate the heights at which
transverse EBSD scans were
subsequently obtained. (Color
figure online)

correspond to the experimental EBSD locations indicated in
Figs. 12 and 14. The images show the gradual increase in
grain size with increasing cross-section height. This increase
in grain size corresponds to a decrease in the number of grains
across the tube wall’s width.

As mentioned previously, a longitudinal EBSD scan
revealing the grain orientations present along the build height
of the cylindrical body was acquired while six transverse
scans perpendicular to the build direction were obtained
subsequently. The resulting longitudinal EBSD scan with
identifying planes for transverse scans are shown in Fig. 12.
Here, grain colors correspond to their (001), (101) or (111)
crystallographic orientations. In the fields of view shown, the
exterior of the cylindrical body is located to the left and the
interior of the cylindrical body is located to the right. Isola-
tion imaging of the (001) and (101) + (111) grains are shown
in the two visualizations immediately to the right of the pri-
mary longitudinal EBSD scan in Fig. 11c, d. The populations
of the grain orientations present in Fig. 12 are revealed in the

standard stereographic projections shown in the topmost pro-
jections shown in Fig. 13a and are reported in multiples of a
uniform distribution (×UD). The center and lower series of
standard projections in Fig. 13b, c correspond to the iso-
lated crystallographic EBSD maps of Fig. 12. As can be
seen, equiaxed grains are numerous at heights just above
the build plate but soon transition to a significant quantity of
columnar (001) grains beginning at 4.5 mm above the base
plate. This collection of (001) grains continue to grow epi-
taxially across many layers and ultimately throughout the
height of the entire build. Simultaneously, while the (001)
grains become increasingly relegated to the vicinity near the
external wall at 9 mm above the base plate, columnar grains
possessing a mixture of (101) and (111) grains aligned at
45◦ to the build direction emerge and begin to account for
approximately two-thirds of the grains located within each
build layer.

The six transverse EBSD scans taken at select heights
along the build direction are shown in Fig. 14. These scans
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Fig. 13 Standard stereographic
projections for the longitudinal
EBSD scan shown in Fig. 12,
indicating a the multiples of a
uniform distribution associated
with all crystallographic
orientations observed, Fig. 12b,
b the isolation of {001}
crystallographic families,
Fig. 12c and c the isolation of
{101} and {111}
crystallographic families,
Fig. 12d

clearly corroborate the longitudinal observations of; (1) high
populations of (001) textured grains existing throughout the
height of the build near the external wall following the
equiaxed to columnar transition at 2.57 mm above the base
plate and (2) an increasing presence of mixed (101) and
(111) grains with increasing height in the build. However,
the inverse pole figures (IPFs) associated with each trans-
verse section reveal the strength of the (001) grains reach
up to 4 times the presence of any other orientation family at
4.5 mm above the build plate when nearly all grains in the
transverse plane exhibited near (001) crystallographic orien-
tations. The IPF maps also reveal two additional findings.
The presence of equiaxed grains along the inner and outer
surfaces of the cylinder walls do not occupy a significant por-
tion of the grains revealed in transverse cross-sections for any
heights greater than 2.5 mm above the build plate. Addition-
ally, although columnar grains in the build direction are the
dominant morphology for much of the cylindrical domain, in
transverse, beginning at a height of 13.5 mm from the base
plate, the build exhibits a strong tendency toward a more

uniform distribution of all grain orientations with a slightly
lower concentration of (001) grains present.When combined
with the results of the longitudinal scan, this appears to be a
consistent arrangement for the remainder of the build.

There are several discrepancies between the experimental
microstructures images of Figs. 12 and 14 and the simu-
lated results of Figs. 10 and 11. The microstructure model
recreates the equiaxed-to-columnar transition observed in the
experiment, but fails to reproduce several of the finer-scale
microstructural details including the grain heterogeneity
shown in Fig. 12. Our previous modeling results were able
to reproduce a similar microstructure for thin wall builds
[29]. However, the microstructure simulations shown here
utilized a small simulation domain to make the transfer and
remeshing of the thermal model’s results computationally
tractable. This small domain resulted in a cubic lattice with
unit lengths of 120 μm, larger than the average equiaxed
grain size in the experimental results. This resolution is inca-
pable of recreating the fine microstructural details observed
in the experiments. Future work should enable a more effi-
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Fig. 14 Transverse EBSD scans
for increasing heights above the
build plate within the additively
manufactured cylindrical
domain along with their
respective quantitative inverse
pole figures. Orientation
populations are depicted by
color scale bars shown at right
using “multiples of a uniform
distribution” (×UD) as
representative units. (Color
figure online)

cient remeshing of the thermal model’s results and allow
for much larger KMC domains resulting in more realistic
microstructures.

It has been well understood for decades that fundamen-
tally, grains grow in the direction of greatest heat extraction
[49–51]. It is by this understanding that grain structures in
welds [52], directional solidification [53] and single crystals
[54,55] have been predicted, controlled and designed. In the
grain structure of the tube, as seen in the EBSD results, the
existence of a significant thermal gradient in the direction of
the build is apparent in the abundance of (001) grains travers-
ing nearly the entire build length. However, the abundance of
(101) and (111) grains emanating from the interior sidewall
at 45◦ suggests a competing thermal gradient whose effect on
the layer by layer grain orientations rivals that which is being
imposed by the conductive heating of the laser deposited
material. This gradient is likely due to the uneven radiative
and convective thermal conditions experienced within the

inner diameter of the cylindrical body versus its outer diam-
eter. This cooling mismatch further supports the observation
of asymmetric epitaxial columnar growth observed through-
out the majority of the body’s longitudinal EBSD scan, see
Fig. 12.

The exotic nature of the microstructure, which evolves
from small equiaxed grains into a transition region of nearly
all (001) grains into a region of angled columnar grains
with a concentric ring of (001) grains throughout the length
of the tube, presents a challenge for performance models.
The areas of strong texture would have substantial effects
on both the elastic and inelastic mechanical properties of
the part. A standard homogeneous isotropic model would
not be able to accurately predict behavior. Due to the dif-
ferent regions, the material is statistically heterogeneous,
and would not lend itself well to general homogenization
methods. Recent efforts at applying Direct Numerical Sim-
ulation (DNS) techniques have shown promise at capturing
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the effects of microstructural variability in AM parts [56,57].
However, these techniques are computationally expensive for
large parts. Work is ongoing to use statistical homogeniza-
tion in different regions in conjunction with a posteriori error
estimation techniques in order to facilitate recovery of local
microstructural effects while using a simplified model, such
as amacroscale anisotropicmodel [57]. Finally, thework pre-
sented here lends itself naturally to utilizing the thermal and
microstructural histories in conjunctionwith a crystal plastic-
ity model in order to predict type II, grain-specific residual
stresses, which may be important for parts with small fea-
tures and large grains. Work is also ongoing to develop this
capability.

4 Conclusions

In this study, an additively manufactured build of a 304L
stainless steel tube was simulated and compared to exper-
iments. The thermal, structural, and microstructural histo-
ries were predicted with the goal of elucidating process-
structure-property relationships. The thermal simulation
results showed that in the first several layers, the base plate
acts as a large heat sink and rapidly draws away heat. How-
ever, as the part builds, the overall temperature increases to
the point where a large portion of the part, even many layers
below the meltpool, are above 1000 K. The meltpool also
descends into several pre-existing layers.

The structural simulations showed large values of residual
stress at or above yield for 304L stainless steel. Even though
the part is symmetric, stress gradients were found across the
wall thickness. The residual stress also variedwhere the build
platform moved vertically between layers, which produced a
change in the local thermal gradient. This “step up” occurred
in the same location in each layer and resulted in a vertical
seam of higher stresses.

The microstructure demonstrated a transition from equi-
axed to columnar grains, which was also predicted by the
KMC simulations. This indicates that a steady state ther-
mal condition was not reached until several layers were
deposited. The location of the transition was also similar
between prediction and experiment. While the simulations
predicted regions of columnar grains, the predicted size of
the columnar grains wasmuch larger thanwhat was observed
withEBSD.Webelieve this is due to the relatively coarse grid
size used in the simulation, which will be refined in future
work.

Finally, asymmetric microstructures indicated that the
centerline of themeltpoolwas offset towards the outer diame-
ter of the tube, andwas not alignedwith the laser’s centerline.
This offset indicates that the thermal losses at the surfaces
corresponding to the inside and outside diameters of the
cylinder are vastly different. These differences are likely

due to the fact that the inside surface is part of a nearly
fully enclosed volume, which decreases radiative heat losses
and limits convective flow. The grain structure offset is not
present in the simulations because the thermal effects of
the enclosed volume are neglected. Future work includes
accounting for these differences in the thermal model and
revisiting the microstructural predictions based on better
informed local and long range thermal histories during the
build.
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