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Abstract A fully covariant description, based on the
consideration of contact from the surface geometry
point of view, is used for a consistent formulation of
frictional contact conditions. All necessary operations
for the description of the contact problems: kinematics,
all differential operations etc. are defined in the covari-
ant form in the local coordinate system which corre-
sponds to the closest point procedure. The main
advantage is a geometrical structure of the full tangent
matrix, which is is subdivided into main, rotational and
curvature parts. The consistent linearization of the
penalty regularized contact integral leads to a symmet-
rical tangent matrix in the case of sticking. Represen-
tative examples show the effectiveness of the approach
for problems where the definition of sticking-sliding
zones is necessary as well as for the case of fully devel-
oped sliding zones.

Keywords Frictional contact problem - Covariant
description - Tangent matrix - Sticking - Sliding -
Evolution equations

1 Introduction

With frictional contact a specific interaction between
bodies contacting each other along surfaces of those
bodies is described. Differential geometry provides a
powerful mathematical tool to capture the change of
these surfaces in the covariant form. Another essential
feature to model frictional contact problems is the
formulation of the contact conditions as kinematical
constraints which leads to a nonlinear problem and,
therefore, in the correct description of the solution
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process, to a consistent linearization problem. The
Lagrange multiplier method as well as various regu-
larization techniques are among the solutions schemes
available to satisfy the contact conditions. E.g., for 2D
frictional problems Wriggers et al. [28] used the elasto-
plastic analogy and the penalty regularization of con-
tact conditions. By then the return mapping algorithm
developed for the plasticity problem was linearized in
the global coordinate system. Peric and Owen [20] used
the penalty method for 3D frictional contact problems
with small deformations. Laursen and Simo [15],
however, formulated the penalty based contact condi-
tions and the return mapping algorithm via convective
surface coordinates, but the following linearization
performed in the global coordinate system led to an
artificial non-symmetry of the tangent matrix in the
case of sticking. The symmetrization based on the
nested Augmented Lagrangian algorithm was proposed
in Simo and Laursen [24] to gain back the symmetry
of the tangent matrices, but this is not a consistent
procedure. Pietrzak and Curnier [21] worked exten-
sively with the Augmented Lagrangian formulation,
which was still formulated in global coordinates
though with an usage of the convective coordinates.
Parish and Liibbing [19] used also the convective
conditions together with the penalty regularization for
sticking and sliding, but still obtain a non-symmetric
stick tangent matrix. Wriggers in [31] mentions the
regularization of the stick conditions based on a
functional used in mesh tying procedures which con-
sequently leads to a symmetric tangent matrix. An
alternative approach preserving symmetry in 2D for
sticking, based on the so-called moving cone was
proposed in Krstulovic-Opara and Wriggers [12].
Another problems arises from the artificial non-
smoothness of the contact surfaces modeled by
low-order polynomial functions leading to oscillations
of the major characteristics of the solution. Various
techniques based on smooth approximations of contact
surfaces can be found in [1, 4, 16, 21]. Wriggers et al.
[30] mentioned e.g., a problem concerning the



discontinuity of the history variables at element
boundaries for smooth surfaces and proposed to use
the path length in the 2D case. Various techniques
based on geometrical forms in global coordinates were
later considered for 3D problems in Krstulovic-Opara
et al. [13] and in Puso and Laursen [22].

Despite the large amount of contributions the fully
covariant description of contact is still not available in
literature. In this contribution we employ the highly
developed ““apparatus” of differential geometry (see e.g.,
Gray [5]) to reconsider the contact conditions in a spe-
cially defined spatial local coordinate system which cor-
responds to the well-known closest point procedure. All
differential operations necessary for kinematics and line-
arization are considered as covariant derivatives (see
Marsden and Hughes [18]). Special attention is on the
consideration of the operations and the weak form on the
tangent plane. The constitutive equations for the tan-
gential tractions within the penalty regularization, or, so
called, the evolution equations, are considered in
the covariant description as a parallel translation on
the contact surface. It is important to use this form of the
constitutive  equations, because the consistent
linearization of the contact integral together with these
equations leads to a symmetrical tangent matrix on the
tangent plane in the case of sticking. Each part of the full
tangent matrix, such as the normal tangent matrix, the
tangent matrix in the case of sticking and the tangent
matrix in the case of sliding has a geometrical structure,
and, in due course, is subdivided into main, rotational and
curvature parts. In addition the geometrical interpreta-
tion of the parallel translation allows to develop an inte-
gration scheme for the tangential tractions and to
overcome the problem of the discontinuity of the history
variables at element boundaries. The frictional contact
problem can be subdivided for numerical solutions into
two types depending on the necessity to capture the
stick-slip behavior precisely by considering the numerical
integration of the evolution equations. The
“segment-to-segment”’, the “node-to-segement” and the
“segment-to-analytical surface” finite element ap-
proaches are considered and discussed for different types
of contact problems.

The article is organized as follows. In the first section
of the part “Geometry and Kinematics of Contact” we
recall all the operations necessary for our development,
known from differential geometry. The core of the
contribution is the second section where a spatial coor-
dinate system corresponding to the closest point pro-
jection procedure is built. Kinematics of contact and
differential operations are revisited in this coordinate
system. In the third section the numerical algorithms to
compute the characteristics from the geometrical point
of view are presented. In particular the weak form, the
penalty regularization and the return-mapping algo-
rithm are considered with a special attention on the
construction of the evolution equations for the tangent
tractions. The developed equations are combined during
the linearization in the fourth section. The fifth section
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contains a summary of the results which are necessary
for finite element implementation. A series of the
numerical examples shows the effectiveness of the pro-
posed technique in the sixth section.

2 Geometry and kinematics of contact

We consider two interacting bodies (Figure 1). One of
them is chosen as the contact body: its surface is called
“master” surface. On the surface of the second body, we
consider a ‘“‘slave” point S, which is e.g., an integration
or a nodal point. Two bodies are coming into contact, if
a slave point of the second surface penetrates into the
master surface, where penetration is defined as the
shortest distance between the two surfaces of the con-
tacting bodies.

As contact between two bodies is dominantly an
interaction between these two surfaces, the main aim of
the following consideration is to take advantage of the
differential geometry of the contact surfaces in order to
describe the kinematics of the contact conditions. First,
we consider the geometry of the master surface and its
characteristics and then define a special spatial coordi-
nate system attached to this surface.

2.1 Local surface coordinate system and its geometrical
characteristics
The ‘“‘master” surface of the body (Fig. 1), is a 2D

manifold, and therefore, can be parameterized by the
surface coordinates &', &% Let p be a surface vector,
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Fig. 1 Two body contact. Local surface coordinate system on master
surface
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describing any point on the surface. In a finite element
discretization this can be done in the following form
pzsz(él,fz)X(“’ (1)
k

where Nk(él, 52) are shape functions and x*) are nodal
coordinates. The set of shape functions can be either of
the same order as for the finite discretization of the
contact body, or it can be constructed differently as for
the case of the smooth approximation of the contact
surfaces. It must be noted that the parameterization (1)
is locally defined on the surface element. Therefore, the
internal variables ¢ are not continuous between the
boundaries of adjacent surface elements. This leads to a
problem for the kinematical characteristics while cross-
ing the element boundaries.

We consider here quasi-static problems, therefore, we
assume that x¥) = x®)(¢), where time is treated as a load
increment parameter. In general, we consider the
geometry of moving surfaces. A specific focus is on the
solution scheme, for which the nonlinear equations have
to be linearized. Within the velocity description the
increment vector is then treated as a velocity vector.

2.1.1 The fundamental tensors and property
of the contact surface

Two fundamental tensors of the surface: the metrics
tensor, or the first fundamental tensor, and the curva-
ture tensor, or the second fundamental tensor, fully
contain the properties of a surface. The metrics tensor is
responsible for any metric operation on the surface
(Iength, area or angle). The curvature tensor is respon-
sible for the inclusion of a surface as a 2D manifold into
the 3D space R} (Cartesian space) respectively for the
local structure of the surface in the 3D space.

First, two surface base vectors p;, i =1,2 in the
tangent plane of a surface are introduced

0 0

P = 6_57 Py = 6_(; ’ (2)
then the normal unit surface vector is given as the cross
product of the basis vectors

X
n= PLxp (3)
lp1 % pa

These three vectors p;, p,,n define a local surface
coordinate system and they are used to obtain the two
fundamental tensors of the surface [5, 23].

The metric tensor. The covariant components of the
metric tensor on the surface are defined as the dot
product of the base surface vectors (2)

aij:pi'pja 17]:172 . (4)
The contravariant components of the metric tensor a”

are obtained via the equation

agd’ = al =5/ |

1. 1

(5)

i.e., as the inverse matrix is given in the following form:
an

y 1 —an
a’: - ,
ajl—ap ap

a = det(a;;) = ajjan — (ann)*

(6)

the mixed components a are in fact identical to the

Kronecker delta &/

An adjacent basis of the surface is defined by the
contravariant base vectors p’, which are obtained via a
linear form of the covariant base vectors:

(7)

Thus, the metric tensor can be defined either in the
covariant, or the contravariant basis, or the mixed basis

A=dp;@p;=a;p' @p = alp' @ pj - (8)

The metrical characteristics, which are necessary for
the further description, are length and area. The differ-
ential d/ of the length is obtained as

dl = \/(pl- - pj)dede) = \/a::/dﬁidéj : ©)

The differential ds of the area can be obtained either
via the determinant a of the matrix of the metric tensor
Eq.(4), or via the absolute value of the cross product of
the surface vectors Eq.(3):

ds = \V \det(aij)|d§1d§2 =|py x P2|d§1d52 .

The curvature tensor. In differential geometry the cur-
vature tensor is used to describe a local surface structure
via e.g., main curvatures, for more information see
[5, 23]. The tensor is defined by its covariant components
h;;, which are computed as the dot product of the second
derivative of the vector p and the normal n

i i
a’p; .

(10)

(11)

The contravariant components are obtained as a
bilinear combination of the covariant components with
the contravariant metrics components

W = h,a®a" . (12)

Eq. (12) gives also a general rule how to compute con-
travariant components of any second order tensor via
covariant components.

hij = p;;-n .

2.1.2 Differential operations in the surface coordinate
system

For any further derivations the most important mathe-
matical operations in the surface coordinate system are
frame independent differential operations. They are
defined in order to describe the kinematics from the local
surface coordinate system point of view. For this the
derivatives of base vectors have to be determined. The
Weingarten formula and the Gauss-Kodazzi formula
[23] give us a complete set for derivatives of base vectors



and are used to define covariant derivatives on the sur-
face.

The Weingarten formula. gives directly derivatives of the
unit normal — prove see Appendix A:

(13)

The Gauss-Kodazzi formula. allows directly the com-
putation of derivatives of the basis vectors p;.

n, = —h,ja-/kpk = —hf-cpk .

Pij = F{‘(]‘pk + him (14)

where Ff.‘j are Christoffel symbols [23, 18], defined on the
surface as follows

k _ ko k
rij_pij'p —Pij'Pnan . (15)
For the prove see Appendix B.
Indifferent covariant derivative. The derivatives of the
base vectors allow to evaluate a frame indifferent
derivative of any object defined on the surface. We now
consider a vector T, defined by its local contravariant
coordinates 7" in the surface coordinate system
T="T, . (16)
The full time derivative of T with the assumption that
the vector p; is implicitly time dependent via the coor-
dinates &' gives

d or! oT! ..
T ="——p +—Ep +Tp.. .
O Pt Ipi+T'py

e (17)

Further applying the Gauss-Kodazzi formula, we get

d oT! oT! N ..
—T=—p, 4+ TETE ) Ep.
dr a it (a@ * -’k>é pi

Finally, the full material time derivative of the vector has
the following form

d oT"
—_— = B THE .
a7 <at+va§>pl .

The term V7" is a covariant derivative of the contra-
variant component 7"
. oT! .

i ki
VT = o7 + T .
A similar expression can be found for the covariant
derivative of the covariant components 7;, see prove in
Appendix C:

oT;

_ k
ViTi= 35— BT -

(18)

(19)

(20)

2.2 Spatial coordinate system and its characteristics

As discussed above two bodies come into contact if a
slave point penetrates at least at the closest distance into
the master surface. This point is computed via the well
known closest point procedure, see details for the finite
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element implementation in Wriggers [31], Laursen [17].
This procedure can be included in the variational for-
mulation, see also the theoretical details in Kikuchi and
Oden [9]. One of the important aspects in the current
contribution is to construct a special spatial coordinate
system on the master surface corresponding to the pro-
jection procedure and to consider then the contact
integral as well as a linearization procedure in this sys-
tem.

2.2.1 Projection of the contact point vector
onto the master surface

We recall here the projection procedure with specific
attention on the definition of all necessary parameters
via the surface characteristics. At the location C on the
surface described by the vector p(z, &, &) (see Fig. 1),
the value of the penetration of a surface into another one
is defined as the minimal distance between these sur-
faces, see Kikuchi and Oden [9], Wriggers [31], Laursen
[17]. This leads to the following extremal problem:

I(t, = p)|| — min, —(r, — p) - (r, — p) — min .

(21)
As is well known, the solution of Eq. (21) can be

achieved by the application of a Newton procedure for
the function

F(E, &) =@ —p) . (22)

The convective coordinates & ., at the penetration
location C are computed with the Newton scheme for
the iteration n + 1

A¢, -1
A — n+1 — FN F/ 23
én [A§i+1 ( )n n ( )
§n+1 = én + Aén ’

where the first derivative F and the second derivative F”
with respect to the surface coordinates are described via
the surface characteristics as:

F_l%]__g{mWn—M}

o pr- (rs—p) 24

F'=2. [a” ~ Pults —#) “12—P12<rx—”)} (25)
axyl — pp(ts —p) an—pn(t,—p) |’

with the components of F/, and F), evaluated at state n.

2.2.2 Spatial local coordinate system. Geometrical
characteristics on the tangent plane

Now we define a special local coordinate system related
to the master surface at the penetration point C. Any
spatial vector in space can be defined as
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1, &, 8) =p+n . (26)

By assuming the normal vector to be known, the

projection procedure has already been taken into
account into this consideration. The equilibrium equa-
tions for contact will now be formulated in the defined
local coordinate system, but since contact is an inter-
action between surfaces then each necessary equation
especially for the lmearlzatlon will be considered on the
tangent plane, i.e., at £ = 0. For this, we define all the
geometrical and dli’ferentlal characteristics with special
attention on their values on the tangent plane.
The penetration. A value of the penetration g, essential
for formulation of the non-penetration conditions in the
contact mechanics, see [9, 17, 31], is exactly the third
coordinate in our surface coordinate system:

E=g=@—p) n. (27)

In the spatial curvilinear coordinate system all the
characteristics as metrics, covariant derivative etc. con-
sidered before can be defined. We consider only those
which are necessary for the further development. The
base vectors of the system are given as

Or 3 k _ pk:3
-=p;, + 08 = (a; — B C ;
o p ¢ (a &P (28)

i=1,2,

r, =

r=n,

where the Weingarten formula (13) and the first funda-
mental tensor in the mixed formulation (5) have been
used to obtain a more compact formula. The covariant
components of the metric tensor of the spatial coordi-
nate system are defined via the dot product of vectors
Eq.(28).

giy = (11 1)) = @y = 28 hy; + hyhl (E)’

(29)
i=12g3=0, g3=1.

Contravariant metric components g, as well as con-
travariant base vectors r’ are defined in a similar fashion,
Eq.(5), (7).

Time derivative of the covariant metrics components a;;.
During the forthcoming linearization it is essential to
consider this procedure as a 3D process in the spatial
coordinate system (26). Therefore, in general, derlva-
tives also with respect to the third coordinate &
should be considered. Thus, time derivatives of the
surface metric components a;; are calculated as values
of the spatlal metric components g;; on the tangent
plane at & =0, namely

de dt |5 aéf ac

x (a,,,,, = 2y + b (1))

&=0
0 0 .
/ : - 2hmn :
— (54 €/25) 0n- ) = 2

:(m'p;1)+(pm' n)

+ (an/(pl ' pn) + Fiz_/(pm ' pl))éj

) (30)

The Christoffel symbols appear in Eq. (30) due to the
usage of the Kodazzi formula. All indices are running
from 1 to 2.

Time derivative of the contravariant metrics components
a’. The time derivative of the contravariant component
of the metric tensor a” is obtained from the derivation of

Eq.(5):

) ik dar:
ik ik kj
- ) =0 ‘ .’
a4 ) = 00— ay~g-+d" .
da d (31)
=0 — a — _im nk Amn
dt dt

Spatial Christoffel symbols. Covariant derivative on the
tangent plane. In order to distinguish in the summation
agreement a spatial object from the surface one, we will
use capital letters, 1,J,...={1,2,3}. Covariant
derivatives in the spatlal coordlnate system require the
spatial Christoffel symbols I'X ;- They are defined, similar
to Eq.(15) but with the spatial base vectors r;, as
[¥ = (r" -rj). The full time derivative in the spatial
coordinate system in the form of Eq.(18), computed in
convective coordinates & via covariant derivatives either
for contravariant components in Eq.(19) or for covari-
ant components in Eq.(20), is a frame indifferent deriv-
ative. It coincides with the Lie time derivative definition
%, in the form

d d
Z,T ._th(F T) _dtT ,
where F is a push-forward and F~! is a pull-back
operator, see more in Bonet and Wood [3], Marsden
and Hughes [18]. For the prove of formula (32) see
Appendix D. The Lie time derivative is usually
exploited for the linearization, therefore, the compu-
tation of the covariant derivatives will be employed
for further linearization. In the further considerations
we concentrate on the full time derivative on the
tangent plane. Then values of the spatial Christoffel
)]sy, ie., if & =0, define
a value of covariant derivatives for any spatial object
on the tangent plane. It can be easily seen from their
definition and the Weingarten formula that the fol-

lowing relations between the spatial and surface terms
hold:

(32)

symbols on the surfaces

Chlog=TF ijk=12,
o y=0, (33)
oy = —h

where 1"" are the surface Christoffel symbols (15) and hk
are mlxed components of the curvature tensor.

With the vector T in the tangent plane in covariant
components, i.e.,



T =Tl =T (34)

its full time derivative is computed employing the rules
given in (17) and (20)

7y _ aT - :
g‘:
T T;
:91 @g >@+MT@ (35)

One should distinguish that the full time derivative
with the surface Christoffel symbols in the form Eq.
given in (17) and (20) can be applied to an object that
belongs to the internal geometry of the surface, e.g., for
& for the full time derivative of an arbitrary spatlal
object, positioned in the tangent plane, the form in
Eq. (35) must be used.

2.2.3 Motion of a slave point. Convective velocity
on the tangent plane

During the quasi-static loading the contact surfaces are
moving and may change. This process can be observed
in the local coordinate system of the surface as a motion
of a slave point S, defined in Eq. (26). As mentioned
before for the quasi-static problems, all parameters are
time dependent, where time is seen as a load parameter.
Thus the “master” surface is moving and the surface
vector p(t, &', &%) as well as the normal n(z, &', &%) are
time dependent. Taking a full time derivative we obtain:

d d
2 43 3
t J— J—
(88,8 = Tt (e >
= __|__ 74
651 -
g
651 é
With the translation velocity of the penetration point
C as v—%—t and the velocity of the slave pomt as
Ve = dr(t, el e, 53) the latter can be written using the
Weingarten formula

—v+é3 S0l (p; = Elip)d (37)

The convectlve velocities ¢ and the rate of penetra-
tion g = & are obtained from Eq. (37) as a projection in
the local coordinate system by evaluating the dot
product with the base vectors defined in Eq. (28). The
vector On/0¢ is orthogonal to n due to the fact that nis a

unit vector:

nn=1——-n=0.

3 (38)

Evaluating then the dot product of Eq. (37) with
r; = n, and using the last expression (38), we obtain the
projection of the relative velocity on the normal, or the
full time derivative of the penetration:
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E=g=v (39)

A dot product of Eq. (37) with the base vectors r;
gives the following expression:

0
(v =) (b, = Ehpy) = E 22 (0, — Ehlpy)

+ (ay = 280 + (VR
from which an expression for the first two convective
velocities is obtained:

Y= a [( S

—v)-n.

(40)

(41)

on
(L i)
where a7 are components of the 1nverse matrix
(aij — 253}!1]-&-(53) h*hy). Having taken E =0, we

obtain the values of the convective velocities (41) on the
tangent plane as
¥ =div,—v)p, (42)
Again the assumption of a small value of the pene-
tration g allows to consider each characteristics on the
tangent plane. This is a main feature of the velocity
description which leads to a simplification of the tangent
matrix and an efficient application to non-frictional
problems, see Konyukhov and Schweizerhof [10].

2.3. Geometrical interpretation of covariant
derivative and numerical realization

The covariant derivatives require C' continuity of the
surface. Lack of the surface continuity leads to oscil-
lations in the characteristics, e.g., at the crossing of
element boundaries. Therefore, various approaches
based on the usage of a C' approximation of the
surface with Hermite splines, NURBS etc. were
developed e.g., in the following articles [1, 4, 16, 22,
26, 30]. Wriggers et al. [30] shown that for C' con-
tinuous contact surfaces a continuity problem of
internal parameters on the element boundary arises
and proposed an algorithm for the 2D case, based on
the usage of the path length of the projection point.
Puso and Laursen [22] proposed to determine incre-
ments of convective coordinates in the geometric form
for the 3D case. Here we construct a numerical
algorithm based on a geometrical interpretation of the
covariant derivative as a parallel translation, see
Marsden and Hughes [18]. The result of this section
will be used for the computation of the contact trac-
tions within the return-mapping algorithm.

2.3.1 Continuous numerical integration algorithm
for a relative motion vector Ap

Consider a relative motion of the projection point C on
the master surface. The relative velocity vector of this
motion is laying in the tangent plane, i.e.,
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(43)

We are interested in the relative distance Ap which was
passed by point C from step (n) to step (n+ 1). For the
C'-continuous surface and continuous convective coor-
dinates we can write the following

P = = p(E+ A) = p(&) = p AL + O((AL))

A\ éipi .

(44)
We define the incremental vector Ap at step (n+ 1) as
Ap=p"VAL (45)

from which the incremental components A& are derived
as

A& = (Ap-p;) d,,, -

If the convective coordinates are no longer continu-
ous then the incremental vector Ap can not be derived
via Eq. (45), but it can be derived directly in the 3D
space. For illustration, see Fig. 2, we consider at step (n)
two adjacent patches AW B pln) G and
GWpPMWEME® for a C'-continuous surface, i.e., a sur-
face normal n being continuous while crossing the line
DWG™W, but with independently defined convective
coordinates of the patches. Let S™ be a slave point and
C™ its projection onto the patch 4B DM G at step
(n). A pair of points S”) and C") defines then a spatial
coordinate system, Eq. (26). Now we consider a case,
when at the next step (n + 1) the same pair is shifted into
a position SU+D and C"*+1) with the slave point pro-
jected onto the adjacent patch GU"+D)plr+1)Ew+1) plntl)
to obtain C"*!). On the surface it can be interpretgg as a
motion of the projection point from position " 1o
position C*t1) where the projection point has been

(46)

Fig. 2 Contact point moving
across element boundaries.
Covariant derivatives.
Sketch of integration scheme

the D(n-H)G(n-H)

Ap = C(n)C("“) in Fig. 2). Since a moving surface is
considered, point C is shifted in the 3D space to the
position C" by the vector u. Thus, the increment vector
Ap is obtained in the global reference Cartesian system
as

crossing line (see a vector

. (47)

Ap = pcon; = (pco Tucw)la 2

(ln+l)‘ 5’(2n+1)

The computation in the global reference Cartesian
system clearly defines the increment vector and,
therefore, allows to avoid jumps which would occur
with the local convective coordinates &'. It should be
noted that vectors pow and powey are defined after the
closest point projection procedure, therefore the
information about internal variables 55"), fg") must be
stored. However, within the ‘segment-to-analytical
surface”—approach the value of penetration is com-
puted at the same integration points, i.e.,
Pc = pcwry. Then it is only necessary to keep the
information about the increment vector u from the last
load step in the global coordinate system. Eq. (46) is
then reduced to

AE = —(u- pj)a’(:/;,H) . (48)

Summarizing the result we obtain the rule for the
continuous numerical algorithm to compute the incre-
ment vector:

The increment vector Ap is defined in the spatial
coordinate system at step (n+ 1) by its projection in Eq.
(45), where the increments A& are computed via Eq. (46)
and (47), or in the case of the “‘segment-to-analytical
surface”’—approach via (48).

Ag' = —(u- Pj)aé{lﬂ)-

(n+1)



2.3.2 Parallel translation of a vector T
on the tangent plane

The full time derivative of a vector T in the covariant
form in Eq. (35) describes its change along the tangent
plane. The geometrical interpretation of the numerical
increment analogy is to consider the evolution of the
vector T by enforcing its position on the tangent plane.
This operation is called “parallel translation” in differ-
ential geometry terminology, see e.g., Gray [5], Schoen
[23] and applications in mechanics in Marsden and
Hughes [18]. This interpretation also allows to overcome
a variation in the representation of the vector T due to
different local element coordinate systems.

If T is defined at the step (n), see Fig. 2, and ex are
basis vectors of the global Cartesian coordinate system,
then the vector T can be written in both local and global
coordinate systems as

oK
ij ij (n)
T= Tl_(n)a{n)pj('") - Ti(n)a(]n) @51‘ ex . (49)

Projections of this vector to the new basis at state (n + 1)
gives us the vector T""*!) translated in parallel. This
operation in the Cartesian coordinate system leads to:

oK oM
n n n n) i " nil
(50)
_ 7 i axﬁ) Ol
=T () afj aéz )
or in compact form
1 i n+1
Tl(n+ ) _ T;'(”>al(jn) (pﬁn) . pg + )) ) (51)

In other words, this operation can be seen as a pull-
back from the current configuration at time (n) into the
reference configuration and then a push-forward into
the current configuration at time (n + 1). This procedure
allows to keep continuity due to the use of the same
reference configuration.

Remark. In the case of translation in a plane, the metric

tensor is constant and Eq. (51) defines a standard par-
allel shifting

(52)

3 Weak form for finite element formulation
and regularized contact conditions

The previous parts give us all the necessary operations to
build a weak formulation. Due to the a-priori small
value of the penetration the weak form in the spatial
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coordinate system is considered on the tangent plane. A
penalty method for a simple Coloumb friction law is
now used as a regularization within the contact algo-
rithm.

3.1 Weak formulation in the spatial coordinate system

Now we consider the contact tractions T; and T, on
both contact surfaces s; and s; in the current configu-
ration. Let du; be a variation of the displacement field on
the surface s;. Then the work of the contact forces is
determined in the following integral

oW, = / T - ouyds; —l—/ T, - dupds, (53)
S1 82

which must be added to the global work of the internal
and external forces. Due to equilibrium at the contact
boundary T;ds; = —Tayds,, Eq. (53) can be also written
as

5VVC = / T] . (51]1 — 5[12)(151 . (54)
$1

The integral in (54) is considered in the local coor-
dinate system, therefore, since this point one surface
must be specified as master surface and the other as slave
surface. With sy as slave surface, the previous notation is
now slightly redefined:

u; =r, is a slave point; u; = p is a projection of the
slave point onto the master surface;

the traction vector in the local coordinate system
becomes then:
Ti=T=Nn+Typ" . (55)

Here the traction vector is defined as a covariant
vector. The variation of (u; —wy) is directly obtained
from the kinematic Eq. (37):

or, = op = (p; = Ehyp)o& + 00 + Eom .

It should be mentioned, that the variations them-
selves are time independent. Now the contact integral
(54) can be written as:

(56)

SW, = /N553ds+/[Ti5§i+f3Ti(5"'Pi — Ho&)ds .
(57)

The full integral must be considered with the varia-
tion of the convective coordinates which are obtained
from Eq. (39) for the penetration as the third coordinate
g = & in the form

08 =g = (0ry — dp) -m | (58)

and from Eq.(41) for the convective coordinate & in the
form
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8 = a[(or, — p) - p; — &
x(on-p; + hf‘(érs —0p) - pk)] .

The full formulation with Eq. (57)—(59) in the local
coordinate system is very cumbersome. However, as the
value of penetration g must be small during the solution,
which is an important feature of the current covariant
description, we consider the full contact integral only on
the tangent plane, i.e., & = 0. Thus, we obtain the fol-
lowing form:

5WC:/N5gds+/Tjéfjds

(59)

= /N(érs — 0p) - nds (60)

+ / Tia” (ot — op) - pyds

which is accompanied with the variation of the convec-
tive coordinates on the tangent plane in the form:
6& = d"(ory - op) - p; - (61)

The formulation of the contact integral in the form
presented in (60) is mostly used in contact mechanics
(see Wriggers [31] and Laursen [17]).

3.2 Regularization by the penalty method

The contact tractions N and 7; are additional unknowns
in the contact integral (60). If they are treated as inde-
pendent variables, the Lagrangian multiplier method is
used. If they are treated as dependent variables, addi-
tional assumptions are necessary to define the contact
tractions, leading to regularization schemes. Here we
follow the regularization technique as described e.g., in
Kikuchi [9], Wriggers [31, 29], Laursen [17] and Zhong
[34]. This regularization is based on an elasto-plastic
analogy to model the Coulomb friction. Other types of
regularization based on elasto-visco-plastic models of
the Maxwell type and the Kelvin type are considered in
Araki and Hjelmstad [2]. Besides the penalty regulari-
zation a special technique based on quadratic pro-
gramming method can be applied to solve the contact
problem, see e.g., Zhang et al. [32], [33].

3.2.1 Normal contact conditions

We describe contact conditions in terms of the spatial
coordinate system. For normal contact they can be
formulated as the Kuhn-Tucker complementary condi-
tions for the variational problem.

1. Contact occurs when a slave point penetrates into the
tangent plane: & =g < 0.

2. At the penetration point the normal nonnegative
traction appears: N > 0.

3. The contact traction N exists only, if the slave point is
on the tangent plane, i.e., when E=g=0:N-g=0.

The penalty method, allowing a small penetration, is
often used to overcome numerical difficulties in satisfy-
ing conditions 1-3. These three conditions can be
accomplished by the following regularization:

N =en(g) (62)

where ey is a penalty parameter and () are Macauley
brackets in the form

(0, ifg>0
w={

ifg<0 (63)

3.2.2 Tangential contact conditions. Evolution equations

Additional constitutive equations are necessary for the
tangential contact tractions 7;. Frictional problems in
the finite element formulation are considered as quasi-
static ones with the loading from zero up to a certain
value. This kinematical approach allows to describe
stick and slide conditions in our spatial coordinate sys-
tem, see Fig. 1.

a) The slave point S sticks, if its projection point C is not
moving on the tangent plane, i.e., has zero relative
velocity v, = 0.

b) The slave point § slides, if during quasi-static loading
there is a relative motion of its projection point C, i.e.,

v, # 0.

These conditions for the simplest case as a model of
Coulomb dry friction can be specified as follows:

1. The slave point sticks as long as the Coulomb dry
friction inequality holds

v, =0 if ®:=[T|]|-uN<O0, (64)

where u is a friction coefficient, and ||T|| is the
absolute value of the tangential traction T, which is
computed as

IT|[ = \/TiTa¥ .

2. Beyond the threshold defined by the friction condition
(64) the slave point starts to slide in the direction of
the relative velocity vector; the tangential tractions are
then acting in the opposite direction.

(65)

T
if ®>0then 3 >0 vr:—Cm , (66)
where ( is a consistency parameter.
3. Sliding happens only if ® = 0, thus
(=0 . (67)

Again the contact conditions lead to a lack of dif-
ferentiability and, therefore, numerical problems. In



order to overcome this Kikuchi [9] considered a
penalty regularization for the contact functional
assuming a small tangential motion in the case of
sticking; a penalty regularization based on the elasto-
plastic analogy was developed then in Wriggers et al.
[28], Laursen and Simo [24]. In the last article the
following regularization was proposed in convective
coordinates for the trial tractions:

L 10T

07 R el S
@j¢ C\|T|| o (68)

where €7 is a penalty parameter. Then a return-mapping
algorithm known from plasticity can be used to satisfy
the stick-slide condition.

From a mathematical point of view (see Marsden and
Hughes [18]), it appears to be more correct to consider a
parallel translation of the vector field 7;(¢'(¢)) on the
master surface. In this situation the relative velocity
vector v, of the projection point C on the master surface,
see Eq. (43) must be equal to the full time derivative in
the covariant form (18) of the vector T defined on the
tangent plane in the spatial coordinate system. Thus, for
the corresponding regularization we propose the fol-
lowing form

T 1dT

— 69
HTH Cepdr (69)

v, —
or employing the covariant derivative of T on the tan-

gent plane in Eq. (35), we obtain the following expres-
sion for the components

.. T 1 /0T; oT;
-7 A Sl S Bt
T eT(ar * (af’

(70)
x& + hﬁ%?)

or finally, having denoted the time derivative of 7; as

dT; 6T
DL LYY
P aéjé (71)
we obtain

. T; dT;
ayél — (= — ( rkacfwh"Tké) 72
AT dr (72

In order to integrate the differential Eq. (72) we
employ a return-mapping algorithm based on the
backward Euler implicit scheme for the ordinary dif-
ferential equations, see e.g., Simo and Hughes [25].
The trial step is assumed to be with sticking, therefore
{=0. The consistent backward Euler scheme for
Eq. (72) has the following form

i k J k 3
(5k = Tilineny Eluyry 15 |(n+1)f<n+1))
« (Ttrial)l((”Jfl)

= (1" — ¢ (a(nﬂ)f{nm

i

_ ag?)dﬂ))
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x &1

which can be seen as a backward scheme for the fol-
lowing ordinary differential equations

(73)

dT;

WrE .
o JTi

( GTCI,/ + F )ij - (74)

The system of ordinary differential equations for the
computation of the tangential traction (74) is called the
evolution equations. They are important for the lineari-
zation process. Keeping the form with the covariant
derivatives  (74) instead of the form in
Eq. (68) leads to a symmetrical tangent matrix for
sticking, while as used in Laursen and Simo [14, 15], the
form (68) leads to a non-symmetrical tangent matrix for
the arbitrary 3D case.

Remark 1. Consider the backward Euler scheme (73) in
the case with a linear approximation of the master sur-
face. Then, having taken all Christoffel symbols and
components of the curvature tensor as zero, we obtain
the following equations:

(Ttr)l(n-H) — Tl(”) _ eTaij(5{n+]) — éj(n)) . (75)

This algorithm can be found in Laursen [17] for the trial
step solution of Eq. (68).

Any analysis based on Eq. (73) becomes computa-
tionally rather expensive, because a full matrix appears
on the left side and additional history variables

) U ) have to be used. Moreover, the 1ntegrat10n
scﬁeme (73) as well as (75) suffer from jumps
occurring at element boundaries due to the different
internal coordinates &. Thus, we propose a discrete
analog of the evolution Eq. (74) for the numerical
computation

AT = —erAp . (76)

The application of the results of Sect. 3 to Eq. (76)
together with the sliding condition leads to the following
return-mapping scheme:

Trial step.

N(n+l):1€N<g(n+l)>
-\ (1 n) kj n
(Tt)(+ )_Tk( ) gk (p; ).

(7 (”) 1
(I):H-l HTn+l ”_.“N(nJr ) ’

n+1 n+1) i
1Tl =/ () D )Ny

p‘(n+l)) . ETAfjaf-;+l

1

(77)

where A& is obtained as
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(Ap-py) afy.y,

J —
AL = Ap = pc(yﬁ»l)lé’(ln s

+1)7S (n+1)

for node-to-surface (NTS) and
surface-to-surface (STS and approaches, where
= (pco +ucw)la 2

(78)

—(u- pk)a]g; ) for segment-to-analytical surface STAS) approach

Return mapping. The stick-slip condition is checked
within the return mapping process:

@1y <O (stick)

if @,y >0 (slide)

oy (1)

(n+1) _ (T )i f
L= e
K 7

(79)

Remark 2. The regularized frictional problem is strictly
path-dependent: it follows from the fact that the contact
tractions 7; in the contact functional in Eq. (60) must
satisfy the evolution Eq. (74). The return-mapping
algorithm for the incremental solution, as is known, is
unconditionally stable, but a problem of choosing the
displacement increments arises due to the correct defi-
nition of sticking and sliding zones. A simple a-priori
estimation will be proposed further for the numerical
example.

Remark 3. For 2D problems Krstulovic-Opara and
Wriggers [12] proposed the so-called moving cone
description. Under the assumption of Remark 1, now a
point of the cone axis on the tangent plane with coor-
dinates &), & is considered. One can show that the fric-
tion condition (77. 3) together with Eq. (75) defines an
ellipse on the tangent plane, which can be obtained by
projection of the frictional cone onto the tangent plane.
For a stick case the initial frictional forces 7; are zero at
the initial point &\, &2, in algorithm (75). Considering
the absolute value ||T|r in Eq. (65) at step (rn) we obtain

> = 17"
= €Tazk(f€{n 5 0 )ﬁTajl<§€n) - féo))aij (80)
= GTakz(f](n V?o )(%) - 5{0)) :

Having taken an incremental analog of the differential of
length in Eq. (9) together with Eq. (77.3), we can find
that

AP = Gan (&, — &) (&) — &) < (V)
Eq.(81) defines an ellipse as allowable domain inside
which the projection point C can move in the case of
sticking leading to a symmetric tangent matrix finally.

(81)

4 Consistent linearization

The idea behind the consistent linearization for a New-
ton type solution process is to exploit the full material

time derivative in the form of the covariant derivative in
the spatial coordinate system, see Sect. 2.1.2 and 2.2.2,
together with the evolution equations for the contact
tangent frictional forces (74).

4.1 Linearization of the normal contact expression

The contact integral, see e.g., Eq. (54) is computed over
the ““slave” surface, which is defined by a set of “‘slave”
points. Each parameter in the contact integral is con-
sidered in the spatial local coordinate system of the
“master” surface, (i.e., as a function of the convective
coordinates ¢'), therefore, linearization of the “slave”
surface element ds will not be included in process. Thus
ds is assumed to remain constant within linearization.
Further it must be noted that the use of different
quadrature schemes for the computation of the contact
integral may lead to different contact elements.

The normal part of the contact integral (60) has the
following form:

o = [ exta)dgds = [ vl(r.~p)-n) (6~ 5p) -nds
(2)

The details of the linearization of the normal part
WY and the application to the non-frictional problems
are outlined in Konyukhov and Schweizerhof [10]. Here
we only include the result for the full normal tangent
matrix:

D) = [ ext(=g)(ér.~3p) - (neom)

X (vs — v)dS (83)
- [ et (=0)g(0,;- ' v~
+(ory — dp) - a’(p; @ m)v,;)dS (83a)
- /S exH(—g)g(dr; — 6p) - i (p; © p))

% (Vs — v)dS . (83b)

The full contact tangent matrix is subdivided into the
main part Eq. (83), the “rotational” part (83 a) and the
“curvature” part (83 b). The last two terms are small due
to the small value of the penetration g. The “rotational”
part contains derivatives of 6p and v with respect to the
convective coordinates & and, therefore, represents the
rotation of a contact surface during the incremental
solution procedure. The ‘‘curvature” part contains



components of the curvature tensor 47 and, therefore,
represents the change of the curvature of the master
surface.

4.2 Linearization of the tangential contact expression

The tangential part of the contact integral (60)

owl = / T0&ds (84)
s

has to be considered together with the evolution Eq.(74)

and the return mapping algorithm Eq. (77)—(79). The

cases of sticking and sliding have to be treated sepa-

rately.

For the linearization either a covariant or a contra-
variant component, two operators, based on the covar-
iant derivative are necessary. The operator for the
linearization of the contravariant component has the
form

L(¥) = (aat+éf'v,-> () = ax = (2; +Tix >5‘f' (85)

and the linearization operator for the covariant com-
ponent has the form

o ox; (o
L(xi) = (a"‘élvj) (xi) :a—);‘f‘ (a—zj_

It is obvious that the Christoffel symbols disappear in
the final result after the linearization of the scalar, i.e.,
the full time derivative of the scalar is the covariant
derivative of the scalar

L(x'v;) = {6x’ + (2; + F )f’}vi
+ {av, + <§Z {}v,-) é }xl’

ox!  Ox dv;  Ov; ;)

_{_ a_éffj} {5%@'@})(

. %i_'_ dy;
" dr dr

Therefore, the linearization leads to the following
expression

D,(6W,]) = / <5<§’ I g dgf >ds

As the handling of the complete expression is
rather complex, we focus on each term separately in the
following.

rj.;x,-) & . (86)

(87)

(88)

4.2.1 Linearization of 6¢

The linearization of the variation of the convective
coordinates 0¢' is one of the important parts which
requires the results about differential operations in the
spatial coordinate system from Sect. 2.2.2 together with
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the tensor algebra operations on the tangent plane. The
full time derivative gives

) a dik
L(3&) = { +a—§,5’}(5) o (or -

S (o~ 3p) 1)

p) - Pr
(89)

Linearization of (Jr, — dp) - p, requires the application
of the Gauss-Kodazzi formula (14).

& 1(0r.— 9p) -] = (0, — 99 1)
+ (0rs — Op) - Vi) (90)
+ T4 ((0r, — 6p) - ))&

+ hy((Org — Op) -m)& .

Linearization of the contravariant components a” was
already given in the Sect. 2.2.2

Simplification of & The final formula is long, but can

be simplified. In addition, the following transformations
are cumbersome but necessary to show the symmetry of
the tangent matrix in the case of sticking. Summarizing
the results in one formula, we obtain

%(a@ = " (v p,) (55, — 00) - ) 1)
"a™ (p,y - va) (915 = Op) - py) (91a)
a””a"kF’ j(P1- p,)E (38— p) - py) (91b)
—d"ad"™ T} (p,y - p1)E (5% = Op) - 1) (91c)

+ 2aima”khmn§ ((ory — 6p) - py) (91d)

+a* (o8, - 0p)) ;- pr)E (91e)

+ a* (9ry — Op) - v (91f)

+d* Ty, ((or, — p) - py) & (Olg
+ ahy(Sr — 5p) -m)&

The nine parts in Eq. (91) will be tremendously simpli-
fied, if we take into account the expression for the
convective velocities (42) and consider tensor operations
on the tangent plane. The following five transformations
will lead to a simple structure:

a. The sum of the terms (91) and (91 f) becomes zero
on the surface:

—a™a™ (v, - p,)((0rs — 3p) - pi) + a™* (5rg — 5p) v =0 .
(92)
In order to show this the dot product in the second term

is expressed on the tangent plane, i.e. as double sum with
the surface metric tensor components a”:

a™(org — 0p) -V, = a™((5ry — p) - py)p "
X (Vm : pn>pn

= "™ (3t = 0p) - pi) (Vm  P),
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from which (92) is obtained.
b. The sum of the terms (91 ») and (91 g) becomes
zero on the surface:

—a"ad" T}, (p;p,)& (9r,—3p)-py) +a" T},
x ((dr,—dp)-p;)&
- (‘a"'”a”"aml";j((&s —0p) - pi) +a" T} ((9rs—dp)
XPI))@
(—aima]fl“fnj((él‘s —0p)-py) +aikr/lcj((5rs —9p) '01)) éj
(—a™ T ((0r—0p) - py) +a™ T (61, — 6p) 1) ) €/ =0
(93)

Here the properties of the covariant and contravariant
components (4) and (5) have been used.

¢. The sum of (91 a) and (91 ¢) leads to a symmetrical
rotational part. We start with using the expression for
the convective velocities (42):

_aimank(pm V) ((ors—3p) - py) +a""((5rs — 5p)7_,-pk)fj
=—d"d"(p;v;)((9r,—p) - p) —a*a (dp ;- py)
X ((vs—v) - p1)
=—(or,—dp)a"d" p@pv;—dp jata p @ p, (v V).
(94)

The final expression is found via the tensor product.
d. After grouping (91 d) with (91 %), we obtain

2a™ A" By & (315 — 0p) - pi) + @ hyy (91 — Sp) -m)&
= aimankhmné?)((érs - 5p) . pk)
(95)

" @™ by (vs — v) - m)((3x5 — p) - py)

! (95a)

+ d%a" by (x5 — Sp) - m)((Vs = V) - pn)
In order to show the symmetry of the part in Eq.(95a),
the tensor product and contravariant components of the
curvature tensor Eq. (12) are used. For a reduction of
Eq. (95) the equation for the variation of the convective
velocity (42) and mixed components of the curvature
tensor are taken, leading finally to

i e (96)
+ WY (Srg — 5p) - (p_/ @n+ng® pj) (Ve —v) . (96a)

The last part (96 @) defines the curvature part of the
tangent matrix.
e. The equation for the variation of the convective

velocity (42) is used to simplify (91 ¢):
—a"a" T} (p, - )& (3% — Ip) - py) o7
= -T, &8¢ .

The resulting parts in Eq. (96) and (97) remain un-
transformed, however they will disappear in both

sticking and sliding cases, after taking into account the
fully linearized contact integral together with the evo-
lution Eq. (74) as shown in the next section.

Summarizing the result of the complete transforma-
tion, we obtain

d i il _ji ik j

&(55 )= —(0r,—p)a’a’ p, ®pv;i—0p a ko' po (98)
@p;(vs—V)
+h" (5, —p) - (p;@n+0@p;) (Vs — V)
+h,E e —T}, 8¢k

(98a)
(98b)

Thus, the full time derivative consists of a symmetrical
rotational part (98), a symmetrical pure curvature part
(98 @) and a connection part with the Christoffel sym-
bols (98 b), describing the connection properties.

4.2.2 Sticking

In the sticking case, the trial tangential traction terms 7;
are identical with the real traction, therefore, the line-
arized traction terms are obtained from the evolution
Eq. in (74) directly. Starting with Eq. (88) and taking
into account Remark 1 in Sect 3.2 together with the
evolution Eq. (74), and Eq. (98), (98 a), (98 b) we finally
obtain

D, (oW = / ((—era,-j+rgrk)éf—thké)af"ds
N——

N

+/Til— ((or,— dp) " pr @ p; v

—|—5p’j aikajlpk ® p; (Vs — V))
+ (o1, — 0p) - (p;@n+n @ p,) (v, — V)

+HESE — T},E6 | ds (99)

Using the tensor notation and the equation for con-
vective velocities (42) for the main part a;& o0&, we
obtain the following form for the tangential tangent
matrix in the case of sticking.

DL(oW!) = ~or [ (or,~ dp)alp @ p v~ v)ds  (100)

- / T;((0x, — 8p) a'd*p, @ p; v,

+0p, a0 g py (v —v))ds

+ / Tih" (ox, — 0p) - (p, ®n+n® p;)
(vi —v)ds . (100Db)

As we have a conservative problem for sticking it is
obvious that the symmetric form is correct.

(100a)



Similar to the normal tangent matrix, the tangential
tangent matrix can be subdivided into a main (100), a
rotational (100 @) and a pure curvature part (100 b).

Remark 1. The artificial non-symmetry of the tangent
matrix for the stick condition, based on the evolution
Eq. (68) was mentioned by Laursen and Simo in [14],
[15] and [17]. As an appropriate alternative within a
solution scheme, a symmetrization based on a split
technique with the Augmented Lagrangian method was
proposed by Laursen in [24]. Wriggers [31], suggested to
use the consistent 11nearlzat10n of the sticking conditions
in the form |ry — p||* directly, which then leads to the
correct symmetric matrix. Here, it becomes obvious, that
it is particularly important to use the evolution equation
in the form of the covariant derivatives (see Eq. 74) to-
gether with the linearization of the metric components
a;; as 3D metric components g;; (see Eq. 30). This allows
to avoid the artificial non-symmetry and obtain the
correct symmetric tangent matrix for sticking.

4.2.3 Sliding

The expressions for the linearized variation of the con-
vective velocity Eq. (98), (98 @) and (98 b) are also used
in this case. In addition, the tangential force in the case
of sliding, see Eq. (79) of the return-mapping algorithm,
has to be linearized.

1 g\ (n+1
dr,"" _d <,uN("+l) ()" >>

e de TGyl

dN(n+1 (Ttr)(”JFl)
e [Tl

o (n+1
n 'uN(n-H) d (T, )
||T"n+1 |

(101)

For the derivative of the unit vector on the tangent
plane

Ttrial (n+1) 3
€= ( mZ; aljpj
TG
we will use the following formula, see Simo and Hughes
[25]

de 1

—=—I-e®e 102
and the chain rule

de dedT 1 dT

| — . 1

@ ara i eedy (103)
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Here the full time derivative of the tangential traction d—

is given by the evolution Eq. (74). The tensor operatlons
are considered on the tangent plane:
Tleaikajl ° ]
—— =3 Pi®p;
1Tl

x (( €y + T, T,)E" h:’,,ﬂ?)ﬂ"

dT .A
IT-e®el—=|d'p;®

dt

= (—€Téi + aileF/lcjéj - hfaikaé3)p,- (104)
Tleaik el 1 cn
+ I (el - @ T
1T ”
+aﬂTmh;"af3) P - (104a)

The time derivative of the normal force N1 gives:

dN(n+1)
dt

= Sl = e (10)

where the minus sign is a result from the conditions that
the contact integral is computed only if & < 0. Sum-
marizing, we get:

e .
"Ti68 erp|Nlay o6&
D, (6w =/ - vk T J 106
Or =) ( Q] Im| (106)
N|T,TKESE  u|N|ThiE6¢
UINITIE0C piN|Tikieo¢ (106a)
1T IT|
'U|N|TT[55 ol jl n
————eré —d'T,I7¢
I’ ( ’
+a' T, E ) (106b)
_ MM {((5% —op) d'd" pr@p v,
T :
+4p,; a*d' pr@py (vi - v)) (106¢)
+ ' (or;—dp) - (p;@n+n®p))
X (Vs — V) (106d)
i B — r;;jg‘féngds . (106¢)

The sum of the parts (106 @) and (106 e) is zero. After
some tensor algebra the other parts can be grouped into
the following form:

€ MT;al/
pron?) == [ ((on— a0 2

xp; @n(vy (107)

) Jas

erpu|N|a’
- (““‘5’” T|||T|||
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X p;® pi(vs — v)> ds (107a)
ery|N|T;T;a* o’
+ [ or, —opy I,
s IT]

X (Vg — v))ds (107b)
u|N|T; i

_/ |||T||| ((5rS -9 ,0) ala]k Pk & Py v.f

+6 p,d*a py® p; (ve—v))ds (107¢)

WNI|T;

« [ (om0

x(p;@n+n® pj)(vs—v)>ds (107d)
HIN|TT;6¢ L Tm gn

+/37||T||3 (—a/ T.I7,¢

+a' T, E ) ds (107¢)

The matrix consists then of a constitutive non-sym-
metric part (107), a constitutive symmetric part (107 @)
and (107 b), a symmetric rotational part (107 ¢), a
symmetric curvature part (107 d) and a non-symmetric
curvature part (107 ¢) which is preserved for curved

surfaces. All geometrical parameters are computed for
the master surface.

Remark 2. One can find from comparison with Peric
and Owen [20], that they have considered the tangent
matrix which is represented by the main parts of the full
tangent matrix.

5 Global solution scheme. Summary of the results

Summarizing the theoretical discussion about the
covariant description, we present the global solution
scheme for the numerical implementation in
Table 1 and 2. All parts of tangent matrices contain
either a term (dry —dp), or a term Jp, resp. terms
(vs—v) and v, and, therefore, can be algorithmically
computed. For discretization of any surface only two
position matrices A and A; are necessary. The pro-
posed approach has been implemented in the FEAP
code see [27],“solid-shell” elements are used for mod-
elling of elastic structures, see [7] and [8]. For the
details of the finite element implementation we refer to
Konyukhov and Schweizerhof [10].

Remark. Curvature parts in boxes (Table 1 and 2) can
be omitted with very little loss of efficiency

Table 1 Global solution scheme. Summary of the results for numerical implementation

1. Initialization of convective coordinates ¢&'.

The projection procedure in eqns. (23, 24, 25) with no external loads gives é’@.

2. Loop over load increments and Newton iterations
for the contact integral )
W, = [ Nogds + [ T;0&ds  where 6& = a’(dr, — dp) - p;
3. Loop over all contact elements and all contact points
e compute projection points f’(") eqns. (23, 24, 25)

e Check penetration g = (r; — p) - n. If g > 0 then exit loop 3.

e Compute contact tractions and corresponding tangent matrices at each contact point.

Normal traction: N = eyg
Tangent matrix KN for normal traction is defined via

/ ex (org — 0p) - (n®n)(vy — v)ds — / ex g (3p,-d’(n@ p,)(vy —v)

+ (01, = 0p) - a’(p; @ m)v,;)ds —

s

/ en g (6r,— op) - 1 (p; @ p;) (vs — v)ds

Tangent traction 7; is defined via the return-mapping algorithm.

(Ap - p;)for node-to-surface(NTS) and
surface-to-surface(STS)approaches, where

)
Apcon |¢g“+”7 S(n+l) — (P(cn) +ucw)

2
&) &

—(u - p;) for segment-to-analytical surface (STAS)approach

Trial step
Ti(n+1) _ Tk(n)al(c:‘) (pj(n) . pi(n+l)) —er-
Coulomb friction law:

_ (n+1) pm(n+1) ij n
Oty = /T, gy — N D

Return-mapping step see Table 2.
e Compute residual R from the contact integral in 2
e Compute the full contact tangent matrix K = KN 4+ KT
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Table 2 Return-mapping scheme and tangent matrices for tangential traction

ifor., <0

sticking condition
(n+1) _ p(n+1)
Ti stick — Tl

Tangent matrix KT

- sT/(b‘rS — 8 p)d’p; @ p;(vs — v)ds

- / T,((or, = 6 p) d'a” pr@ pyv;

s

+0 p%d" pro pp (v —V))ds

+/ Tih'(or, =S p)- (p;@n+n® p)(vs — v)ds.

If o, ;) >0

Sliding condition -
(n+1) _ (n+1) (T7),""

T1 stide = BN

Tangent matrix KT

)
_ / ((5“ _ 5 p) i

Tl
Nl|aV
_ / ((5rs —dp) LH\‘\H ja i@ pi(vs — V))ds
p
eryN|T;Tja* o/
[ (i s ez
s ( T’
7/M\NIT,-
s
+dp; a*d' pe@ pp (ve— v))ds

N|T;
+/ (N‘HT‘H WSy — 8 p) - ( p,ON+NE® pj)(vs fv))ds

)

p; @n(vs — v))ds

P @ pi(Vs = ))ds

((ory = 6 p) d"a™* pp® p; v+

u|N|T, T)5&

—d'T, & + &' T, 1" E ) ds.
7|’ ( ! )

jn

6 Numerical examples

6.1 Sliding of a block with a linear approximation
of the contact surfaces

During the solution of the frictional problem, it is nec-
essary to solve the evolution eq.(74) with a return-
mapping algorithm, as described in (77), (78) and (79).
As was mentioned in Remark 2, it is important to know
the value of coordinate increments A& and, therefore,
displacement increments Au’ in order to capture the
“sticking-sliding” zone correctly. As we can see later
from the numerical examples this fact leads to a sepa-
ration of the contact problem into two different types.
As a representative example for a-priori estimation of
the value of incremental displacements, the stresses in an
infinite layer have to be considered, see Fig. 3. Both a
vertical displacement /4 and a horizontal displacement u
are applied at the upper boundary. During the defor-
mation the rectangle ABCD is changing into a parallel-

\\

"oa %

Fig. 3 Plane deformation of a layer

ogram AB{C;D. Under the assumption of linear
elasticity and a plane strain deformation, the stresses in
the layer are obtained via superposition of the normal
compressive stress ¢ and the pure shear stress t:

E
o =& = - N
1—v2 bl —v?

h E B G_z E
TR0y

(108)

Now we assume Coloumb friction with g as a
friction coefficient at the lower boundary. Sliding
starts if the condition t = uo is fulfilled. Thus, the
condition of sticking of the thin layer can estimated
by the following ratio:

y(1—v)
2e

from which we obtain the threshold value of the hori-
zontal displacement u:

Su

— )

(109)

e

[flexible

Fig. 4 Sliding block on the base. Meshed surfaces. STS contact
approach
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One can see from the infinite layer, that sliding starts
immediately at the complete lower boundary. However,
though this is not a case for a finite dimensional block,
or an arbitrarily thin layer, where a developing zone of
sticking and sliding exists, Eqs. (109) and (110) can be
used as a rough estimation of the presence of the sticking
condition, and, therefore, for the estimation of the dis-
placement increments.

As an example for the computation, we consider a
rectangular block (Fig. 4) with the following parameters:
elasticity modulus E = 2.1 - 10*, Poisson ratio v = 0.3,
length a =20, height b =15, thickness ¢ =0.5. The
dimension system is assumed to be consistent. The lower
supplementary block is added to model a rigid base. The
Coloumb friction with a coefficient u = 0.3 is specified
between two bodies. The contact surface of the upper
block is assumed to be a ‘“master”, while the upper
surface of the lower block is a “‘slave” surface within the
“segment-to-segment” approach. The penalty parame-
ters are chosen as ey = er = 2.1 - 10°.

Since the problem is path-dependent, we will inves-
tigate a case when displacements at the upper edge are
applied in two steps: at the first step, a vertical dis-
placement v = —7.0 - 1073 is applied, then, a horizontal
displacement is applied incrementally. Here, we should
mention that initial conditions for the history variables
are defined at the zero load step with zero external loads,
i.e., the initial projection points are the sticking points,
see step 1 in Table 1. An estimation of the critical hor-
izontal displacement in Eq. (110) gives u.. = 6.0 - 1073,
so in order to capture the sticking-sliding zone we
choose a displacement increment Au =2.5-10"% and
apply it in 100 load steps. Our aim in the first compu-
tation is to show the development of the sticking-sliding
zone. In order to verify this zone carefully we will con-
sider a plot of the horizontal displacements and a plot of
the reaction forces ratio on the boundary F./F,. Of
course, this zone is precisely specified by the return-
mapping algorithm, but we are interested in various
parameters. Fig. 5 contains the spatial distribution of the
horizontal displacements at the lower boundary, if the
following displacements u =3.0-107% 6.0-1073;
7.5-107% 9.0-1073; 10.0-107%; 11.0-1073; 12.0-107*
are applied at the upper boundary. As shown in the
corresponding reaction forces ratio diagram in Fig. 6,
sliding starts from u=7.5-10"3, when the ratio
F./F, = —0.3 is reached. The block is considered to be
sliding at the full lower boundary, when the applied
displacement reaches the value u = 11.0 - 1073, We can
also conclude that the estimation of the threshold dis-
placement given by Eq. (110) is a good approximation.

The spreading of the zone of sliding is found to be
within a relatively short interval of loading. In some
practical problems, as e.g., metal forming, the energy loss
due to large sliding can be more important. Assume for the
next discussion that stresses are approximated by
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Fig. 5 Horizontal displacements of the contact surface for various
states of the displacement loading
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Fig. 6 Reaction forces ratio F;/F;, on the contact surface for various
states of the displacement loading

Eq. (108) for the finite-dimensional block with size
AD = a,e.g.,for a very long block. Then the elastic energy
accumulated at the critical state in the block has the fol-
lowing form:

£ asab+ryab _ Eak? .
) 2 2b(1—?)

2"2] (111)

1—v

If the sliding process is developing, when the block is
dragged along the distance /, then the work of the crit-
ical sliding stresses 1, is evaluated as:
Tgal Eahlp
= =" 112

ST T (1 =02 (112)

It is obvious, that during the large sliding of a thin
layer along a relatively large distance /, dissipation of
energy due to sliding, Eq. (112) can be more important
than the initial threshold value. Thus, frictional prob-
lems can be subdivided into two problems:




a) compute the global threshold value for sliding and the
development of the distribution of the sticking-sliding
zone;

b) compute forces which are necessary to drag the
structure under the assumption of full sliding.

Obviously, for the first problem the evolution
Eq. (74) must be computed with small steps within the
return-mapping algorithm, but for the second problem
the sticking zone is out of interest and for the analysis
relatively large steps can be taken. Such problems are
certainly present in forming processes with large plastic
deformations. In order to show an example for the
problem type b), another analysis is performed with a
displacement increment Au = 12.0 - 1073, which is even
larger then the critical one and corresponds to the
developed sliding zone, see Fig. 5. In order to compare
the influence of the various parts of the tangent matrix
we compute two cases

1) with the full tangent matrix;
2) only with the main part of the tangent matrix.

The penalty parameter is chosen as ey = &7 = 2.1 - 10°.
Table 3 shows the comparison of the numerical results
between both cases by the number of iterations per load
step. As we can see in the developed sliding region the
full matrix in comparison with only the main matrix
leads to a reduction of the number of equilibrium iter-
ations per load step from 4 to 3. We should mention that
for the previous example during the incremental hori-
zontal loading there is no difference between the number
of equilibrium iterations for both cases. Obviously this is
due to the fairly small load steps. Thus, as expected,
keeping all parts of the matrix appears to be only nec-
essary in the case of large load increments.

Fig. 7 shows the spatial distribution of the relative
horizontal displacements u — uupplica at the lower
boundary if the displacement at the upper boundary is
taken exemplarily as u = 0.012, then u = 0.048 and
finally u = 0.120. It is obvious, that the relative hori-
zontal displacements hardly change during the fairly
large sliding process.

Table 3 Sliding of a block. Bilinear elements. Segment-to-segment
contact approach. Influence of various contact stiffness parts on
convergence. Case 1: full matrix; Case 2: only main matrix. Com-
parison of no. of iterations in all load steps (1.s.)

Case 1 Case 2

No. No. Cum. No. No. Cum
Ls. it./Ls. No. it. Ls. it./Ls. No. it.
1 4 4 1 5 5

2 6 10 2 6 11

3 5 15 3 5 16
4-20 3 66 4-20 4 84
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Fig. 7 Relative horizontal displacements of the contact surface for
various states of the displacement loading

Fig. 8 Sliding of a parabolical block on a parabolical base. Meshed
block. NTS contact approach.
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loading
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6.2 Sliding of a block. Quadratical approximation
of the contact surfaces

Since general smoothing techniques for contact surfaces
are out of the scope of this article, in this example we
will use contact elements with quadratical approxima-
tion of the master surface together with a specially
chosen geometry of both contact bodies in order to
preserve C'-continuity of the contact surfaces. Namely,
we consider contact between a parabolical block sliding
on a parabolical cylindrical base, see Fig. 8. The block is
meshed with 18-node solid-shell elements with density
20 x 1 x 5. Both master and slave contact surface
geometries are satisfying the equation

2. with ¢=0.03 . (113)

z=c-Xx",

The contact is modeled by the node-to-surface
approach with the master surface from the parabolical
block. The parabolical slave surface of the fixed base is
represented by slave nodes with the same mesh density
as the master, which are not shown in Fig. 8. The geo-
metrical parameters are H = 5, L = 10; the material is
linear elastic with Young’s modulus E = 2.1 - 10%, Pois-
son ratio v = 0.3, Coulomb friction coefficient u = 0.3.

In the case of contact with a curvilinear surface, even
with homogeneous loading, zones with sticking and
sliding can be present. One can expect from the rigid
body mechanics that the sliding zone during vertical
loading w in the current example is satisfying the fol-
lowing condition |x| > 5. From the friction cone for the
parabolical cylinder follows that:
tano|,_s =2z =2-0.03x|,_s = 0.3. In order to inspect
this effect in the deformable body, we apply at the upper
edge the vertical displacement w = 0.007 in 7 load steps.
In Fig. 9 the distribution of the tangent displacement
u; = uycoso +u, sino over x on the contact surface is
depicted, where now and for the next example the angle
o is computed in the reference configuration. For the
further discussion we will distinguish based on the OZ
axis, the left sliding zone with negative displacements
and the right sliding zone with positive displacements.
The tangential displacements from both zones are
directed towards the OZ axis, therefore the distribution
looks mirror-symmetric. One can see that the sticking
zone is approximately satisfying the condition |x| < 3.

Equidistant motion on a cylinder. As continuation of
the numerical example, we choose an equidistant motion
of the upper edge of the parabolical block at the distance
h from the generatrix of the parabolical base. The curve
r of this motion satisfies the following equation:

r=p-+/n, (114)
which for the parabola (113) can be written as:

X —2cx
r— h (115)

0 4+ — 0 ,
ox2 V1 + 4c2x? 1

where n is a normal on the initial curve, and % is an
initial vertical displacement. From Eq. (115) it is clear

that the trajectory of the body is no longer a parabola. If
the curvature of the cylinder is small, i.e., ¢ << 1, then
we consider a Taylor expansion with a linear term for
the first coordinate and with a quadratic term for the
second coordinate. Thus, we obtain as a first approxi-
mation of the trajectory in Eq. (115) a parabolical mo-
tion in the form:

x(1 — 2ch)

r= 0
h+ ex?(1 — 2ch)

(116)

In this displacement driven problem the parabolical
block is moving in the X-Z plane, providing an
approximately constant compression.

Next, the loading is applied in two steps also: the first
step is a vertical loading with w = —h = 0.007, then both
a horizontal and a vertical loading are incrementally
applied at the upper edge with Au=Ax=2.5-10"°
according to Eq. (116), providing the equidistant motion
of the parabolical block. Now, two phases of the
development of the sticking-sliding zone can be ob-
served. The first phase corresponds to the situation when
the right sliding zone disappears during horizontal
loading, as presented in Fig. 10 for the following load
steps: u=1.0-1073, 2.0-1073, 3.0-1073%, 5.0-1073.
Fig. 11a shows scaled deformed and undeformed states
when only vertical displacements are applied and,
therefore, the two sliding zones are symmetric. The
configuration with the vanished sliding zone on the right
side is presented in Fig. 11b. This moment can also be
detected from the reaction forces ratio diagram F;/F, in
Fig. 13, where the right part of the sliding zone is also
disappearing with F;/F, = 0.3. The second phase is the
spreading of the left sliding zone through the contact
surface shown in Fig. 12 exemplarily for u = 5.0 - 1073,
10.0-1073,  15.0-1073, 20.0-1073, 25.0-1073,
30.0 - 1073, Here the zone without contact is detected as
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Fig. 10 Parabolical cylinder. Horizontal loading. Distribution of the
tangential displacements in X direction. Phase 1 — vanishing right
sliding zone
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Table 4 Full sliding of a parabolical block. Biquadratic elements. Node-to-segment contact approach. Influence of various contact
stiffness parts on convergence. Case 1: full matrix; Case 2: without curvature parts; Case 3: only main matrix. Comparison of no. of

iterations in all load steps (l.s.)

Case 1 Case 2 Case 3

No. No. Cum. No. No. Cum No. No. Cum.
Ls. it./Ls. No. it. Ls. it./l.s No. it. Ls. it./Ls. No. it.
1 6 6 1 6 6 1-9 6 54

2 5 11 2 5 11 10-12 7 75

3 5 16 3 5 16 13-15 8 99
4-18 4 76 4-16 4 68 15-17 9 126
19-20 5 86 17-20 3 88 18-20 10 156

a zone with zero normal nodal forces f, = 0 starting at a
loading with u >1.52-1072. These sub-zones are
marked with thicker lines in Fig. 12.

Again we now compare the influence of the various
parts of the tangent matrix on the convergence rate
when the applied displacements correspond to the
developed sliding. Namely, the load is applied in 20 load
steps with the displacement increment Au =4.0- 1072,
providing a fully developed sliding motion from the first
step on. The following cases are shown in Table 4:

1) full tangent matrix;
2) without curvature parts;
3) only with main part of the tangent matrix.

We see that excluding the curvature matrix leads to
a minor reduction of the convergence, while excluding
the rotational part too causes a considerable increase
of the number of equilibrium iterations per load step.
We should also mention that during the analysis of
the threshold value before full sliding the number of
equilibrium iterations remains the same for each case
due to a small load step. Thus, the computation with
the rotational part is more important for the devel-
oped sliding problem of type b.

u=0.0 3 3 -c !

u=5.0-103

o0 ]
o N
Nt ARATAHPHRRELEE e,
\uagbRERFEggggaenteetl
T i r I

Fig. 11 Parabolical cylinder. Initial vertical loading by displacement
wo = 0.007 of the top edge. Undeformed and deformed states with in
addition applied horizontal displacement (a) u = 0.0 — two sliding
zones; (b) u = 5.0 - 10~ — sliding zone only on the left. (Displace-
ments scaled: 250 times in x-direction, 40 times in z-direction.)

6.3 Large sliding on a rigid parabolical cylinder

As an example of a problem with a 3D spatial large
sliding, we consider here a motion of a semi-circular
cylinder on the surface of a parabolical cylinder in
analogy to [11], see Fig. 14. The necessary details for the
description of contact with rigid surfaces described by
analytical functions are given in a short form, see [6].

6.3.1 Contact with a surface described by analytical

functions

If a body contacts a rigid surface, the latter one is chosen
as a “‘slave” surface in our description, but the integra-
tion is performed over the “master” surface. The rigid
surface is then parameterized by internal coordinates
a',0?. Then a point r of this surface has to satisfy
Eq. (26) as a point in the local coordinate system of the
contact element too. This condition leads to the fol-
lowing equation

r(o, o) = p(¢', &) +&En (117)

The ‘slave’ point projection procedure, which was
necessary for the previous description with surface
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Fig. 12 Parabolical cylinder. Horizontal loading. Distribution of the
tangent displacement over X-coordinate. Phase 2 — spreading of the
left sliding zone
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Fig. 13 Parabolical cylinder. Horizontal loading. Reaction forces
ratio F;/F, on the contact surface for various states of loading.

segments, now turns into the determination of the sur-
face point defined by Eq. (117). Using a ‘“‘segment-to-
segment”’ type strategy for the computation of the con-
tact integral, first integration points 5}, 53 are defined on
the “master” segment and then the corresponding
internal coordinates a!, o® of the rigid surface as well as
the penetration & are computed e.g. by the Newton
method. For this algorithm we define a function
F(a!, o2, 53) with the components given in Eq. (117)

3
X1 — X1 —m €

3
X2 — X2 — nzf3
X3 —x3 — n3é

F = with x; = x;(¢', &%) . (118)

Its derivative with respect to the coordinates (o', a2, &%)
is:

Fig. 14 Spiral motion of a circular semi-cylinder on the parabolical
cylinder. Segment-to-analytical surface approach

Xs1,1 Xs12  —hp

/

F = X521 X522 —ny (119)
X531  Xg32 —N3

Then, the Newton iteration procedure reads as follows
for iteration step n:

1
Aa,,

A2 | =—(F),'F, ,
AE

A, = (120)

Ayt = Uy + Aan .

Parabolical cylinder. Consider a parabolical cylinder
in the canonical form:

Xy =0

o (121)
Ve =cCO .
The Newton procedure in Eq. (120) in this case is re-
duced to the definition of « from the following iterative

expression:

c(oc<"))2n1 + n1xy — naxy

(n+1) _ 122
x 2coMn; — ny ’ (122)
where an initial guess can be computed e.g. as
@ =x . (123)

The value of the penetration does not require an itera-
tive procedure and can be computed after the definition
of o as

ca® — 2cox) + x3 — moxy

&=

2coMny — ny (124)
Spiral equidistant motion to a cylinder. Now we consider
a 3D motion on the surface of the parabolical cylinder.
In order to generalize the equidistant motion in Eq.
(116) into a spiral one we consider the parameterization
in the form:

y=Ht/T , (125)

where v is a loading rate, 7T is the final load step. Thus,
the spiral motion with the trajectory shown in Fig. 14 is
defined as

vt(1 — 2ch)
Ht/T ,
h+ c(vf)*(1 — 2ch)

For the numerical example, we chose the spiral
motion of a short deformable circular semi-cylinder with
radius R = 1 and / = 0.4 on the surface of the parabol-
ical cylinder with parameters ¢ = 5-1072, H = 20, see
Fig. 14. The semi-cylinder is made of the linear elastic
material: £ =2.10-10* v = 0.3 and meshed with linear
“solid-shell” elements 16 x 3 as shown in Fig. 14. Cou-
lomb friction with p = 0.3 is specified between the
bodies.

x = ut,

r= t=0,1,2,...,T . (126)



Table 5 Sliding of a semi-cylinder on a parabolical block. Bilinear
contact elements. Segment-to-analytical surface contact approach.
Influence of various contact stiffness parts on convergence. Case 1:
excluding only curvature matrix; case 2: only main matrix. Com-
parison of no. of iterations for the fist 20 load steps (l.s.)

Case 1 Case 2

No. No. Cum. No. No. Cum.
Ls. it./Ls. No. it. Ls. it./Ls. No. it.
1 9 9 1 10 10

2 8 17 2-18 13 231

3 5 22 19 12 243
4-20 4 90 20 11 254

The loading process consists of two stages:

1) the circular semi-cylinder positioned at the initial
point is pressed into the parabolical cylinder with
Az =h=-0.01

2) then the circular semi-cylinder is moving on the par-
abolical surface, providing an equidistant motion of
the central axis with the distance R+ Az =0.99
according to Eq. (126) together with the upper sur-
face parallel to the X-Z plane. Thus, the central axis
of the semi-cylinder is moving according to the fol-
lowing equation:

1.001vt
20¢/T (127)
h+5.005 - 102 (vt)?

The displacements are applied in 1000 load steps with
v =102, providing an increment Ay = 0.02 which is
larger than the critical threshold value in Eq. (110). The
Gauss integration formula with 4 x 4 integration points
is used to check the value of penetration in Eq. (117).
Here we concentrate again on the investigation of the
influence of the various parts of the matrix on the con-
vergence. Since the contact geometry is linear only due
to the discretization of the semi-cylinder, the cases with
the main matrix and the tangent matrix without curva-
ture part are compared, see Table 5 for the first 20 loads
steps. Obviously, it is definitely advantageous to use the
tangent matrix without curvature parts, but keeping the
rotational parts in this problem.

7 Conclusions

In this contribution a fully convective description for
frictional contact has been proposed. For this, a special
local coordinate system according to the closest point
procedure is used. The core of the description is to con-
sider differential operations in the covariant form with
expressing all values on the tangent plane. Thus, e.g., a
penalty regularization of the Coloumb friction law leads
to evolution equations expressed in the covariant deriva-
tives. This approach has several advantages. First, the
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artificial non-symmetry of the sticking tangent matrix,
which appeared in earlier publications, is removed. Sec-
ond, the structure of each tangent matrix is more geo-
metrical and algorithmic. It allows to distinguish between
three parts of a tangent matrix, namely the “main” part,
the “‘rotational” part and the “curvature” part. Further,
the geometrical interpretation of the covariant derivatives
leads to a continuous numerical integration algorithm
which overcomes the discontinuities of the convective
variables.

It was shown in the numerical examples that fric-
tional contact problems can be subdivided into two
types. The first type contains the development of a
sticking-sliding zone. In this case, small loads steps,
which can be estimated by considering an elastic layer
under friction conditions, are necessary. In due course, it
appears that then the differences in the convergence rate
between computations with various tangent matrices are
meaningless. For the second type a fully developed
sliding is assumed and, therefore, fairly large steps
beyond the threshold value can be applied. In this case it
is important to compute with the matrix containing the
rotational part. Keeping the curvature matrix leads only
to a small improvement.

8 APPENDIX

A. Prove of the Weingarten formula

Having taken the derivative of the unity equation
n-n=1 with respect to surface coordinates &, we
obtain n-n; =0, from which follows that the vectors
n; are orthogonal to n and, therefore, lay on the
tangent plane of the surface. Thus, n; is expressed as a
sum of the surface vectors p;

n=crp, . (128)
Computing a dot product with p;
(n; - p;) = i (p p) — (mi-py) = citay (129)

a derivative of the orthogonality condition p;,-n =0,
gives p;;-n+ p;-n; = 0. Thus

hij = (py-m) = —(p;-my) . (130)
Therefore, the ¢ can be defined as
¢t = —hya" (131)

from which Weingarten’s formula (13) is obtained.

B. Prove of the Gauss-Kodazzi formula

In general, the derivatives of the coordinate surface
vectors p; are no longer on the surface, therefore, one
should express them by the vectors p;, p,,n
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pi;=Thpe +him (132)
Expressions for l"f.“ and #;; follow from the computation
of the dot product with the basis vectors p; and the

normal n.

C. Covariant derivative of covariant components

In the case of covariant components we need the
1

derivative of a contravariant base vector instead of

J
pij» see Eq. (17). First, take the derivative of the mixed
metric components:

da; _3(p;i-p")
o8 ¥
opk
_ k
=(p;p )+(p,~~67€j)
_ Tk k
= rij +(p; - p,j)
=0, (133)
therefore,
Bk
(Pi'PJ) = _FU (134)

and the covariant derivative for the covariant compo-
nent gets the following form
oT; "

o (135)

D. Prove that the full time derivative is a Lie time
derivative

In order to prove Eq. (32) consider the vector r(¢') in
the reference Cartesian frame:

r = Xte; | (136)

where e, are unit vectors of the Cartesian reference
frame. By definition of the reference frame the vectors e;
are time independent. Since here only the spatial case is
considered, all indices are running from 1 to 3. The
vector r is assumed to be time independent only for
simplicity without loss of generality. The coordinate
vectors r; are defined as

ox*
I, =——e; = (F_l)fek ,

= (137)

where (F ‘l)f.‘ are components of the inverse gradient
deformation tensor F with components

Ve
Fl:i

which are used for the vice versa transformation:

e = Fir; . (139)
Egs. (139) and (137) give the push-forward operator F
and the pull-back operator F~! respectively in a tensor
form:

_ i j 1 _ -1y -
F=Froe/, F =({F")exr/ . (140)
The Lie time derivative of the spatial vector T = T'r; is
taken following the rule: pull-back to the reference

configuration, take time derivative, push-forward to the
current configuration:

d
LT =F (F'T)

=Fryee" —((F')eor  T",)

=F'ree” o ((F~"Ye;0,,T™)

d .

_ ik n - —1\j i

= Fy1;0] dt((F )IT")
—1\iTi

_A(EOT

T ) (141)

This is a full time derivative. It can be seen directly

d[(F=YT7 . d[FIT]
TFJ' =TT Y
_d[(F )i Te]  d[T'r]
N dt T dt
dT
=g (142)

For the prove only the time independence of the refer-
ence basis vectors e; was used.

Some algebraic manipulations of Eq. (141) are re-
quired to show this for the components.

d[(F~")/T)

LT = m ijrk
= 66—Tti (F)iFf
+ 2; (F~")FfE + 6(27; ) T'FfEy
= aa—zjéfrk + 2; Skémy
+a(ngl>{Tf1~}kg‘"rk . (143)

The last term contains Christoffel symbols. In order to
elaborate this, their determination in the reference frame

has to be considered. Equation (15) can be written as
Chay =¥ (144)

or in Cartesian coordinates as
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Todk o aded od
and, exploiting the chain rule,
( xmoxm ogt ol
ij aék aél oXP oX"
_oxn o ogt o
- 0&dE oE aXroXT
k sm sm
— Fijép 0,
ox" o
finally one obtains
n k
R S (147)

[/ aélaéj oxn

Now the Lie derivative (Eq. (143)) can be written as:
ox/ ot .,

agoe X"

6air N od' e 4
o ' agt !
dd’ ad' ., .y
=3t + a—éng r + Ida'ny
This is a full vector derivative (18) including the covar-
iant derivative (19).

gta:

(148)
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