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Abstract
Background Diagnosis of early gastric cancer (EGC) under narrow band imaging endoscopy (NBI) is dependent on exper-
tise and skills. We aimed to elucidate whether artificial intelligence (AI) could diagnose EGC under NBI and evaluate the 
diagnostic assistance of the AI system.
Methods In this retrospective diagnostic study, 21,785 NBI images and 20 videos from five centers were divided into a train-
ing dataset (13,151 images, 810 patients), an internal validation dataset (7057 images, 283 patients), four external validation 
datasets (1577 images, 147 patients), and a video validation dataset (20 videos, 20 patients). All the images were labeled 
manually and used to train an AI system using You look only once v3 (YOLOv3). Next, the diagnostic performance of the 
AI system and endoscopists were compared and the diagnostic assistance of the AI system was assessed. The accuracy, 
sensitivity, specificity, and AUC were primary outcomes.
Results The AI system diagnosed EGCs on validation datasets with AUCs of 0.888–0.951 and diagnosed all the EGCs 
(100.0%) in video dataset. The AI system achieved better diagnostic performance (accuracy, 93.2%, 95% CI, 90.0–94.9%) 
than senior (85.9%, 95% CI, 84.2–87.4%) and junior (79.5%, 95% CI, 77.8–81.0%) endoscopists. The AI system significantly 
enhanced the performance of endoscopists in senior (89.4%, 95% CI, 87.9–90.7%) and junior (84.9%, 95% CI, 83.4–86.3%) 
endoscopists.
Conclusion The NBI AI system outperformed the endoscopists and exerted potential assistant impact in EGC identification. 
Prospective validations are needed to evaluate the clinical reinforce of the system in real clinical practice.
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Gastric cancer (GC) is the fifth most common malignancy 
and ranks as the fourth leading cause of cancer-related 
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deaths worldwide [1]. Typically, most GC patients are 
diagnosed at an advanced stage with a 5-year survival rate 
of < 20% [2]. If GC lesions are detected and diagnosed at an 
early stage, these lesions can be curatively resected with a 
5-year survival rate of > 95% [2]. However, early gastric can-
cer (EGC) only exhibits subtle changes in the mucosa and 
can often be overlooked by the standard modality of white 
light imaging endoscopy (WLI). Studies have reported that 
miss rates for GC and precancerous lesions range from 18.3 
to 40.0% in East Asian countries, making a relatively low 
diagnostic rate of EGC [3–5].

Narrow band imaging (NBI) is reported to show better 
performance for EGC diagnosis than WLI. A recent meta-
analysis revealed that the sensitivity and specificity of NBI 
in EGC diagnosis were 86.0% and 96.0%, while the sensi-
tivity and specificity of WLI were only 57.0% and 79.0% 
[6]. However, substantial expertise and skills are required to 
achieve good performance in using NBI in EGC diagnosis. 
It is reported that the accuracy of NBI in EGC diagnosis 
is relatively low in less experienced endoscopists [7–9]. 
Moreover, the diagnostic discrepancy of NBI is wildly 
existed, even among experienced endoscopists [10]. There-
fore, it is quite valuable to develop practical tools to assist 
endoscopists in EGC diagnosis under NBI.

Artificial intelligence (AI) has wildly been used in assist-
ing esophagogastroduodenoscopy [11–13]. Our previous 
studies have established AI systems based on deep convo-
lutional neural networks (DCNN) to detect EGC and pre-
dict the invasion depth of GC in real-time [14, 15]. Three 
previous studies have also developed AI models in iden-
tifying EGC under NBI with a sensitivity of 79.2–98.0% 
and a specificity of 74.5–100.0% [16–18]. However, several 
inherent limitations, including relatively small sample size, 
unsatisfactory generalization, and inability to diagnose a 
lesion in real-time, have restrained the clinical applicability 
of these models. Moreover, real-time AI systems are often 
expensive and complicated to be deployed in endoscopic 
centers (especially in rural areas).

In this study, we aimed to train and validate a generalized 
AI system, capable of diagnosing EGC under NBI in real-
time. We also compared the performance of the AI system 
and endoscopists and evaluated the diagnostic assistance 
of the AI system. Finally, we developed an open-access 
AI website with multi-device compatibility to broaden the 
applicable scenarios.

Methods

Patients and study design

This retrospective, multicenter, diagnostic study was con-
ducted based on the Helsinki declaration and the protocol 

was reviewed and approved by the Medical Ethics Commit-
tee of Nanjing University Medical School Affiliated Drum 
Tower Hospital (approval no. 2020–026-01). Due to the 
datasets being retrospectively established from deidentified 
patients, informed consent was not required. We developed 
and validated the DCNN system with datasets from five 
institutions in China: Nanjing University Medical School 
Affiliated Drum Tower Hospital (NJDTH), Wuxi People’s 
Hospital (WXPH), Taizhou People’s Hospital (TZPH), Nan-
jing Gaochun People’s Hospital (GCPH), and Changzhou 
Second People’s Hospital (CZPH). The study included a 
total of 1649 patients who underwent endoscopic submu-
cosal dissection (ESD) following associated guidelines 
between January 2016 and February 2020 (Fig. 1). The 
inclusion criteria were as follows: a histological diagnosis 
of EGC; ESD treatment; and endoscopic examination before 
ESD. The exclusion criteria for patients were as follows: 
history of chemotherapy or radiation due to gastric cancer, 
gastric stump cancer, gastric lesions adjacent to the ulcer 
or ulcer scar, and multiple synchronous gastric cancerous 
lesions. The exclusion criteria for images were as follows: 
WLI, dye-stained imaging, ESD operation process, and poor 
quality (including less insufflation of air, halation, defocus, 
blurs, bubbles, sliding, fuzzy, and bleeding).

Preparation of training and validation datasets

After exclusion, a total of 20,208 endoscopic images from 
1093 patients from NJDTH were used to train and inter-
nal validate the DCNN model (Fig. 1). The training and 
validation datasets were divided by temporal sequence to 
guarantee the independence of the datasets. In detail, all the 
datasets used in this study were as follows:

(1) The training dataset: 13,151 images of 810 patients 
from NJDTH between January 2016 and October 2018 
(among these images, 11,852 contained cancerous 
lesions).

(2) The internal validation dataset: 7057 images of 283 
patients from NJDTH between November 2018 and 
January 2019 (among these images, 5925 contained 
cancerous lesions).

(3) The external validation datasets: WXPH, 645 images 
of 27 patients between June 2019 and December 2019 
(311 images contained malignant lesions); TZPH, 
114 images of 50 patients between June 2019 and 
December 2019 (57 images had malignant lesions); 
GCPH, 244 images of 51 patients between June 2019 
and December 2019 (122 images included cancerous 
lesions); and CZPH: 574 images of 19 patients between 
June 2019 and December 2019 (287 images had cancer-
ous lesions).
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(4) The video dataset included 20 videos of 20 consecu-
tive patients from NJDTH between January 2020 and 
February 2020.

(5) The testing dataset that included 300 cancerous images 
and 300 control images (no malignant lesions in the 
images) was established by randomly selecting from 
the internal validation dataset to evaluate the diagnos-
tic performance and assistance of the DCNN system. 
The control images comprised chronic non-atrophic 
gastritis, chronic atrophic gastritis, and erosion, with 
specifically description in the Supplements (Table S1). 
All images and videos were obtained using Olympus 
endoscopes (GIF-H260Z and GIF-H290Z; Olympus 
Medical Systems, Tokyo, Japan) with video processors 
(EVIS LUCERA CV260/CLV260SL, EVIS LUCERA 
ELITE CV290/CLV290SL, Olympus Medical Sys-
tems). The classification and annotation strategies were 
as described previously [14].

Development of deep convolutional neural network 
system

We used You look only once v3 (YOLOv3) to develop 
the DCNN model to diagnose EGC under NBI due to the 
extremely fast detection and multi-scale predictions (Figure 
S1). Each image was normalized to 416*416 to input into the 
network. The lesions would be detected in three scales at the 
79th layer of the network, and the feature map was obtained 

via 32 times subsampling. Considering the input was 416 * 
416, the characteristic graph was 13 * 13 here. Due to the 
high-frequencies subsampling, the receptive field of the fea-
ture map was on a relatively large scale, which was suitable 
for detecting lesions of relatively large size in the image. To 
realize a close-grained detection, the feature map of the 79th 
layer was unsampled again. Then, a concatenation opera-
tion was performed with the feature map of the 61st layer 
to obtain the closer-grained feature map of the 91st layer. 
After several convolution layers, the feature map of the 91st 
layer was also obtained, which was 16 times lower sampled 
than the input image. It had a medium-scale receptive field 
and was suitable for detecting medium-scale lesions. Finally, 
the feature map of the 91st layer was unsampled again and 
concatenated with the feature map of the 36th layer. The 
final obtained feature map was 8 times lower sampled than 
the input image. It had the smallest receptive field and was 
suitable for detecting lesions of small size.

Measurements of diagnostic performance

We evaluated the performance of the DCNN system as 
follows:

(1) Firstly, the diagnostic performance of the DCNN sys-
tem was evaluated using the internal validation dataset.

(2) Secondly, the generalization of the DCNN system 
was assessed using the four external validation data-

Fig. 1  A flowchart for the development and validation of the DCNN system for EGC diagnosis. DCNN, Deep convolutional neural network; 
EGC, Early gastric cancer



7803Surgical Endoscopy (2022) 36:7800–7810 

1 3

sets from WXPH, TZPH, GCPH, and CZPH. The 
robustness of the DCNN system was determined with 
subgroup analysis according to the invasion depth of 
lesions (intraepithelial lesions, intramucosal lesions, 
and submucosal lesions) on the internal validation 
dataset.

(3) Thirdly, the performance of the DCNN system and 
endoscopists was compared using the testing dataset. 
Seven endoscopists from five institutions were divided 
into two groups based on the level of expertise: 3 sen-
iors (minimum of 10-year experience with 10,000 EGD 
examinations) and 4 juniors (2-year experience with 
2,000 EGD examinations). These endoscopists were 
not engaged in the annotation of the image datasets, 
and were unknown to the clinical characteristics, and 
pathological results of all the included patients. The 
testing images were all mixed in scrambled order and 
assessed by the endoscopists.

(4) Fourthly, the testing images were scrambled and evalu-
ated by the DCNN system and endoscopists with the 
assistance of the DCNN system after 2 weeks of wash-
out to assess the assistance of the DCNN system.

(5) Finally, the performance of our DCNN system was 
tested using the video dataset.

Main outcomes

The main outcomes included the accuracy, sensitivity, 
specificity, positive predictive value (PPV), and nega-
tive predictive value (NPV). For per-image analysis, the 
optimal cut-off value is determined based on the Youden 
index. When the DCNN system annotated a suspicious 
lesion with a confidence value more than the cut-off 
value, it was regarded as a positive prediction. The con-
fidence value contained two parts, the Intersection-over-
Union (IoU), which is defined as:

 and the probability of classification [Pr(object)]. The 
total confidence value was defined as: Confidence 
value = Pr(object) × IoU. For per-patient analysis, all the 
images of per patient were processed with the DCNN system 
and the proportion of positive predictions was used to diag-
nose the cancer patients based on the optimal Youden index.

Statistical analysis

For descriptive statistics, continuous variables were pre-
sented as means and standard deviations (SD) or medians 

IoU =
area (predicted bounding boxes) ∩ area (ground truth bounding boxes)

area (predicted bounding boxes) ∪ area (ground truth bounding boxes)

and interquartile ranges, and categorical variables were 
expressed as frequencies and percentages. The area under 
ROC (AUC) was used to assess the diagnostic performance 
of the DCNN system. A two-sided McNemar test was used 
to compare the differences of accuracy, sensitivity, specific-
ity. Generalized score statistics was used to compare the 
differences of PPV and NPV [19]. Inter-observer agreements 
were measured using Cohen’s kappa coefficient. All the sta-
tistical analyses were performed using R software (Version 
4.0.5, The R Foundation, https:// www.r- proje ct. org) and R 
studio (Version 1.4.1106, RStudio, PBC, https:// www. rstud 
io. com).

Results

Diagnostic performance of the DCNN model

The clinical baseline characteristic of the enrolled 
patients is shown in Table 1 and specifically described 
in Supplements. On the internal validation dataset, the 
AUC, sensitivity, and specificity of the DCNN model 
were 0.947 (95% CI, 0.939–0.956), 98.0% (95% CI, 
97.6–98.3%) and 85.2% (95% CI, 83.0–87.1%), respec-
tively (Fig. 2a, Table 2). The PPV and NPV of the DCNN 
model were 97.2% (95% CI, 96.7–97.6%) and 88.9% 
(95% CI, 86.9–90.7%) on the internal validation dataset 
(Table 2). On the external validation datasets, the AUC, 
sensitivity, and specificity of the DCNN model were 
0.888–0.951, 87.7–96.7%, and 81.1–91.3%, respectively 
(Fig. 2a, Table 2). The PPV and NPV of the DCNN model 
were 83.7%–91.0% and 87.3–96.1% on the external vali-
dation datasets (Table 2). The visualized results showed 
that the predictive box was consistent with the patho-
logical results (Fig. 3a) and annotations by the experts 
(Fig. 3b). The performance of the DCNN model was then 

evaluated in subgroups of the internal validation dataset 
based on the invasion depth. The DCNN model showed a 
robust performance in different subgroups with the AUC, 
sensitivity, and specificity of 0.915–0.955, 97.4–98.1%, 
and 74.7–86.9% (Fig.  2b, Table S2). Considering the 
imbalanced sample distribution in the internal validation 
dataset, we further investigated the performance of the 
DCNN model in per-patient level. The data showed that 
the DCNN model also exhibited a stable performance in 
per-patient level with an AUC of 0.975, a sensitivity of 
100.0% and a specificity of 96.0% (Fig. 2c, Table S3). We 

https://www.r-project.org
https://www.rstudio.com
https://www.rstudio.com
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also evaluated the diagnostic performance of the DCNN 
system in EGD videos collected between January 2020 
and February 2020. The DCNN system diagnosed all the 
lesions in all the 20 (100.0%) consecutive EGD videos 
(Video 1), demonstrating a robust performance of the 
DCNN system.   

Comparison between the DCNN system 
and endoscopists

We then compared the diagnostic performance of the DCNN 
system and endoscopists. On the testing dataset, the accu-
racy (93.2%, 95% CI, 90.9–94.9%), sensitivity (99.0%, 95% 

Table 1  Baseline clinical characteristics of training and validation datasets

Characteristics Training dataset 
(NJDTH, 810 
cases) January 
2016–October 
2018

Internal valida-
tion dataset 
(NJDTH, 283 
cases) Novem-
ber 2018–Janu-
ary 2019

External validation datasets June 2019–December 2019 Video dataset 
(NJDTH, 20 
cases) January 
2020–February 
2020

WXPH (27 
cases)

TZPH (50 
cases)

GCPH (51 
cases)

CZPH (19 
cases)

Age (years), 
mean ± SD

63.4 ± 9.5 64.4 ± 9.9 66.2 ± 8.5 67.0 ± 9.0 64.4 ± 8.7 63.6 ± 9.6 62.2 ± 8.4

Sex
 Male 604 (74.6) 196 (69.3) 21 (77.8) 36 (72.0) 30 (58.8) 18 (94.7) 15 (75.0)
 Female 206 (25.4) 87 (30.7) 6 (22.2) 14 (28.0) 21 (41.2) 1 (5.3) 5 (25.0)
 Size (cm), 

mean ± SD
1.8 ± 1.4 1.9 ± 1.6 2.1 ± 1.1 2.0 ± 0.9 1.4 ± 1.0 2.2 ± 1.5 1.8 ± 1.5

Site, cases (%)
 Gastro-

oesophageal 
junction

340 (42.0) 118 (41.7) 12 (44.4) 26 (52.0) 19 (37.3) 11 (57.9) 4 (20.0)

 Gastric fundus 13 (1.6) 5 (1.8) 6 (22.2) 1 (2.0) 1 (2.0) 0 (0.0) 0 (0.0)
 Gastric body 93 (11.5) 31 (11.0) 8 (29.6) 5 (10.0) 5 (9.8) 2 (10.5) 5 (25.0)
 Gastric angu-

lus
149 (18.4) 52 (18.4) 0 (0.0) 8 (16.0) 10 (19.6) 1 (5.3) 6 (30.0)

 Gastric antrum 215 (26.5) 77 (27.2) 1 (3.7) 10 (20.0) 16 (31.4) 5 (26.3) 5 (25.0)
Macroscopic type, cases (%)
 I 23 (2.8) 6 (2.1) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0)
 IIa 205 (25.3) 60 (21.2) 9 (33.3) 17 (34.0) 17 (33.3) 7 (36.8) 2 (10.0)
 IIb 92 (11.4) 44 (15.5) 5 (18.5) 9 (18.0) 10 (19.6) 3 (15.8) 0 (0.0)
 IIc 292 (36.0) 105 (37.1) 8 (29.6) 15 (30.0) 17 (33.3) 5 (26.3) 11 (55.0)
 IIa + IIb 3 (0.4) 11 (3.9) 2 (7.4) 2 (4.0) 0 (0.0) 2 (10.5) 0 (0.0)
 IIa + IIc 156 (19.3) 48 (17.0) 3 (11.1) 6 (12.0) 6 (11.8) 2 (10.5) 6 (30.0)
 IIb + IIa 3 (0.4) 1 (0.4) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0)
 IIb + IIc 6 (0.7) 4 (1.4) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 1 (5.0)
 IIc + IIa 10 (1.2) 2 (0.7) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0)
 IIc + IIb 5 (0.6) 1 (0.4) 0 (0.0) 1 (2.0) 1 (2.0) 0 (0.0) 0 (0.0)
 III 15 (1.9) 1 (0.4) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0)

Degree of differentiation, cases (%)
 Differentiated 744 (91.8) 259 (91.5) 25 (92.6) 46 (92.0) 45 (88.2) 18 (94.7) 17 (85.0)
 Mixed 50 (6.2) 17 (6.0) 2 (7.4) 3 (6.0) 3 (5.9) 1 (5.3) 1 (5.0)
 Undifferenti-

ated
16 (2.0) 7 (2.5) 0 (0.0) 1 (2.0) 3 (5.9) 0 (0.0) 2 (10.0)

Invasion depth, cases (%)
 Intraepithelial 

lesions
227 (28.0) 38 (13.4) 5 (18.5) 27 (54.0) 15 (29.4) 4 (21.1) 2 (10.0)

 Intramucosal 
lesions

455 (56.2) 217 (76.7) 19 (70.4) 17 (34.0) 32 (62.7) 12 (63.2) 13 (65.0)

 Submucosal 
lesions

128 (15.8) 28 (9.9) 3 (11.1) 6 (12.0) 4 (7.8) 3 (15.8) 5 (25.0)
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CI, 97.1–99.7%) and NPV (98.9%, 95% CI, 96.7–99.7%) of 
the DCNN system were significantly superior to the accu-
racy (85.9%, 95% CI, 84.2–87.4%, P < 0.001), sensitivity 
(83.2%, 95% CI, 80.6–85.5%, P < 0.001), and NPV (84.1%, 
95% CI, 81.6–86.3%, P < 0.001) of the senior endoscopists 
(Table 3). Similarly, the accuracy, sensitivity, PPV, and NPV 
of the DCNN system were statistically higher than that of 
the junior endoscopists (P < 0.001) and were shown specifi-
cally in Table 3.

Thereafter, we evaluated the assistance of the DCNN sys-
tem. With the assistance, the diagnostic accuracy (85.9%, 
95% CI, 84.2–87.4% versus 89.4%, 95% CI, 87.9–90.7%, 
P < 0.001), sensitivity (83.2%, 95% CI, 80.6–85.5% ver-
sus 90.7%, 95% CI, 88.6–92.4%, P < 0.001), PPV (87.9%, 
95% CI, 85.5–89.9% versus 88.4%, 95% CI, 86.2–90.3%, 
P = 0.034), and NPV (84.1%, 95% CI, 81.6–86.3% versus 

90.4%, 95% CI, 88.3–92.2%, P < 0.001) of the seniors were 
significantly improved (Fig. 4a, Table 3). Consistently, the 
diagnostic accuracy (79.5%, 95% CI, 77.8–81.0% versus 
84.9%, 95% CI, 83.4–86.3%, P < 0.001), sensitivity (72.3%, 
95% CI, 69.7–74.8% versus 83.8%, 95% CI, 81.6–85.7%, 
P < 0.001), PPV (84.4%, 95% CI, 82.0–86.4% versus 85.8%, 
95% CI, 83.6–87.6%, P < 0.001), and NPV (75.8%, 95% CI, 
73.4–78.0% versus 84.1%, 95% CI, 82.0–86.1%, P < 0.001) 
of the juniors were also enhanced statistically (Fig. 4b, 
Table 3). Notably, the specificity of the seniors (88.6% ver-
sus 88.1%) and juniors (86.6% versus 86.1%) was decreased 
marginally (Fig. 4b, Table 3).

We also assessed the consistency under the assistance of 
the DCNN system. We found that the mean inter-observer 
agreement between the endoscopists was remarkably 
elevated in seniors (κ: 0.718–0.803 versus 0.773–0.840) 

Fig. 2  Receiver operating characteristic curves (ROC) illustrating 
the performance of the DCNN system for EGC diagnosis. a ROC 
presenting the diagnostic ability of the DCNN system to diagnose 
EGC in NJDTH, WXPH, TZPH, and CZPH validation datasets 
in per-image analysis. b ROC showing the diagnostic ability of the 
DCNN model system to diagnose EGC in subgroups of intraepithelial 
lesions, intramucosal lesions, and submucosal lesions in per-image 

analysis. c ROC presenting the diagnostic ability of the DCNN sys-
tem to diagnose EGC in NJDTH validation datasets in per-patient 
analysis. DCNN, Deep convolutional neural network; EGC, Early 
gastric cancer; NJDTH, Nanjing University Medical School Affili-
ated Drum Tower Hospital; WXPH, Wuxi People’s Hospital; TZPH, 
Taizhou People’s Hospital; GCPH, Nanjing Gaochun People’s Hospi-
tal; CZPH, Changzhou Second People’s Hospital

Table 2  Performance of the DCNN system on validation datasets in per-image level

DCNN Deep convolutional neural network, NJDTH Nanjing University Medical School Affiliated Drum Tower Hospital, WXPH Wuxi People’s 
Hospital, TZPH Taizhou People’s Hospital, GCPH Nanjing Gaochun People’s Hospital, CZPH Changzhou Second People’s Hospital, PPV Posi-
tive predictive value, NPV Negative predictive value, CI Confidence interval

Internal validation External validation

NJDTH WXPH TZPH GCPH CZPH

Accuracy (%, 95% CI) 95.9 (95.4–96.4) 92.9 (90.6–94.6) 86.0 (78.4–91.2) 88.9 (84.4–92.3) 87.6 (84.7–90.1)
Sensitivity (%, 95% CI) 98.0 (97.6–98.3) 94.5 (91.4–96.6) 87.7 (76.8–93.9) 96.7 (91.9–98.7) 93.0 (89.5–95.4)
Specificity (%, 95% CI) 85.2 (83.0–87.1) 91.3 (87.8–93.9) 84.2 (72.6–91.5) 81.1 (73.3–87.1) 82.2 (77.4–86.2)
PPV (%, 95% CI) 97.2 (96.7–97.6) 91.0 (87.4–93.7) 84.7 (73.5–91.8) 83.7 (76.7–88.9) 84.0 (79.5–87.6)
NPV (%, 95% CI) 88.9 (86.9–90.7) 94.7 (91.7–96.7) 87.3 (76.0–93.7) 96.1 (90.4–98.5) 92.2 (88.2–94.9)
AUC (96% CI) 0.947 (0.939–0.956) 0.951(0.933–0.969) 0.918 (0.861–0.976) 0.906 (0.861–0.951) 0.888 (0.856–0.920)
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and juniors (κ: 0.543–0.664 versus 0.691–0.760) (Fig. 4c, 
Table S4, Table S5).

Discussion

In this study, we developed a real-time DCNN system to 
diagnose EGC under NBI. The DCNN system showed a fab-
ulously generalized diagnostic performance with the AUC 
of 0.947 (95% CI, 0.939–0.956) on the internal validation 

dataset and the AUCs of 0.888–0.951 on four external vali-
dation datasets. The DCNN system also exhibited a robust 
performance in different subgroups of intraepithelial lesions, 
intramucosal lesions, and submucosal lesions with the AUCs 
of 0.915–0.955. On the testing dataset, the diagnostic per-
formance of the DCNN system was superior to that of 
endoscopists. Notably, the DCNN system markedly elevated 
the diagnostic performance and inter-observer agreement 
of senior and junior endoscopists. To facilitate the clini-
cal application of the DCNN system, we also developed an 

Fig. 3  Representative images 
of the DCNN system for EGC 
detection. a Predictive results 
of the DCNN system and corre-
sponding positive pathological 
tissues. b Predictive results of 
the DCNN system and corre-
sponding annotations of experts. 
DCNN: Deep convolutional 
neural networks; EGC: Early 
gastric cancer
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open-access website of the DCNN system for multi-device, 
including desktop computers, tablets, or smartphones. We 
also found that the DCNN system could diagnose suspicious 
lesions in EGD videos in real-time.

Compared with three previous reports of DCNN-based 
systems, our DCNN system showed several strengths. 
Firstly, the sample size for the development and validation 
of our DCNN system was the largest as far as we know. A 
large amount of data plays a crucial role in developing a 

Table 3  Comparison between the DCNN system and endoscopists

DCNN Deep convolutional neural network, PPV Positive predictive value, NPV Negative predictive value, CI Confidence interval
* P < 0.05, vs DCNN; #P < 0.05, vs without the DCNN assistance

Accuracy (95% CI) Sensitivity (95% CI) Specificity (95% CI) PPV (95% CI) NPV (95% CI)

DCNN 93.2 (90.9–94.9) 99.0 (97.1–99.7) 87.3 (83.1–90.6) 88.7 (84.8–91.6) 98.9 (96.7–99.7)
Senior 85.9 (84.2–87.4) * 83.2 (80.6–85.5) * 88.6 (86.3–90.5) 87.9 (85.5–89.9) 84.1 (81.6–86.3) *
Junior 79.5 (77.8–81.0) * 72.3 (69.7–74.8) * 86.6 (84.5–88.4) 84.4 (82.0–86.4) * 75.8 (73.4–78.0) *
DCNN + Senior 89.4 (87.9–90.7) *# 90.7 (88.6–92.4) *# 88.1 (85.8–90.1) # 88.4 (86.2–90.3) # 90.4 (88.3–92.2) *#
DCNN + Junior 84.9 (83.4–86.3) *# 83.8 (81.6–85.7) *# 86.1 (84.0–87.9) # 85.8 (83.6–87.6) *# 84.1 (82.0–86.1) *#

Fig. 4  Comparison of the performance of endoscopists with or with-
out the assistance of the DCNN system. a The diagnostic perfor-
mance of senior endoscopists with or without the aid of the DCNN 
system. b The diagnostic performance of junior endoscopists with 

or without the assistance of the DCNN system. c The inter-observer 
agreement of endoscopists with or without aid of the DCNN system. 
d The workflow for the potential applicable scenarios of the DCNN 
system. DCNN: Deep convolutional neural networks
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robust and generalized DCNN model [20]. Although sev-
eral strategies have been implemented in developing DCNN 
models with small datasets, potential risks, including over-
fitting or low accuracy, may restrain the clinical applicabil-
ity of the DCNN models [21]. Here, we included a total of 
20,208 NBI images to train and validate the DCNN model. 
With a relatively large dataset, our DCNN model showed a 
satisfactory diagnostic performance with the AUC, sensitiv-
ity, and specificity of 0.947, 98.0%, and 85.2%, respectively. 
The performance of our DCNN model was quite superior to 
that of two previous studies with relatively smaller datasets 
[16, 18]. Intriguingly, another previous report developed a 
DCNN model with the sensitivity and specificity of 98% and 
100%, which achieved a higher specificity [17]. We suppose 
this may be explained by that our control images were also 
from the ESD patients. The alteration of background mucosa 
(including changes in the pits and vascular patterns) may 
affect the diagnostic accuracy of non-cancer images [22]. 
Our sensitivity analysis also showed that the abnormality of 
the background mucosa caused a much lower specificity in 
submucosal lesions compared with intraepithelial and intra-
mucosal lesions. However, the per-patient analysis showed 
a marvelous performance of the model, which indicated the 
relatively low specificity marginally altered the diagnostic 
accuracy in patient level.

Secondly, we validated the robustness and generalization 
of our DCNN model comprehensively. We used images from 
ESD patients with annotations by five experts to train the 
model with multi-scale predictions in the algorithm. To 
assess the robustness of our DCNN model, we used tem-
poral validation dataset as the internal validation dataset, 
performed subgroup analysis based on the invasion depth of 
lesions, evaluated the real-time performance with EGD vid-
eos, and performed human–machine competition. According 
to the reporting statement, cross-validation and bootstrap 
validation are often utilized in small-size samples, while 
temporal validation can be used in large-size samples [23]. 
Since our dataset is sufficiently large, we split the dataset by 
time (so-called temporal validation) to ensure the independ-
ence of the development and validation dataset. Moreover, 
our DCNN system diagnosed all the lesions in enrolled 20 
consecutive EGD videos, which indicated that our DCNN 
system might be applicable in the routine real-time EGD 
examinations. The human–machine competition results 
showed that our DCNN system's performance was superior 
to senior and junior endoscopists. Notably, with the assis-
tance of the DCNN system, the diagnostic performance and 
consistency of endoscopists were remarkably elevated. Nota-
bly, we also observed that the accuracy of the combination 
of the DCNN and endoscopists was lower than that of the 
DCNN alone. While some studies showed that combined 
DCNN-human performance could be more strengthened 
than DCNN alone [24–26], other studies also showed that 

combined DCNN-human performance could not surpass the 
DCNN performance alone [27–29]. We speculated that this 
may be explained by that some experts could be skeptical 
of some of DCNN outputs and ignore the recommendations 
when the predicted results are contradictory to their clini-
cal experience. As a result, it is crucial to build model trust 
among clinicians to strengthen the collaboration between 
DCNN and clinicians by presenting the users with easy-to-
read manuals, enhancing the explainability of DCNN out-
puts, and improving the accuracy and generalization of the 
DCNN outputs [30].

Thirdly, real-time AI systems are often expensive and 
complicated to be deployed in rural areas. Previous studies 
have implemented smartphone apps with online AI systems 
to assist doctors in making diagnosis [31]. Here, we devel-
oped an open-access webpage to enable better compatibil-
ity for multi-device, by enabling the system to be capable 
of diagnosing lesions with photographs taken by mobile 
devices (Fig. 4d, http:// 112. 74. 182. 39/). This may broaden 
the application scenarios of the DCNN system to provide 
convenient and straightforward access for endoscopists in 
rural and underdeveloped regions.

However, this study has several limitations. Firstly, this 
was a retrospective study, and the marvelous performance of 
the DCNN system may not reflect the actual performance in 
prospective clinical practice. However, we have validated the 
performance of the DCNN model comprehensively, and this 
partially demonstrated the robust and stable performance of 
the DCNN system. Moreover, we have designed a prospec-
tive study to validate the performance of our DCNN system. 
Secondly, we have excluded endoscopic images with poor 
quality, which may restrain the clinical application of the 
DCNN system. We are now developing a novel real-time 
DCNN model to assess image quality and output a score 
for the image quality, which may facilitate the improvement 
of endoscopic image quality. Thirdly, the PPVs and NPVs 
are dependent on prevalence and that the testing image set 
with 50% prevalence of EGC does not reflect regular clinical 
practice and therefore the PPV and NPV results may not be 
the same as real-world performance.

In conclusion, we have developed a real-time DCNN sys-
tem for EGC diagnosis under NBI and demonstrated that the 
AI system outperformed the endoscopists and exerted poten-
tial assistant impact in EGC identification. However, more 
prospective validations are needed to evaluate the clinical 
reinforce of the system in real clinical practice.
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