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that they needed to watch 13.8 ± 2.4 and 8.5 ± 2.5 videos, 
respectively, before they could confidently grade. Both 
groups also identified similar qualitative indicators (e.g., 
instrument control).
Conclusion Evaluators with varying levels of expertise 
can reliably grade performance of an intracorporeal sutur-
ing task. While novices were less confident in their grad-
ing, both groups were able to assign comparable scores and 
identify similar elements of a suturing skill as being impor-
tant in terms of assessment.

Keywords Video assessment · Suturing skill · 
Laparoscopic · Novice evaluators

The objective structured assessment of technical skills 
(OSATS) is the current gold standard for measuring sur-
gical performance [1]. While this evaluation method has 
been widely adopted, it is time-intensive and expensive as 
only senior surgeons are able to evaluate trainees [2]. With 
the introduction of competency-based model of educa-
tion, there is an increasing demand to assess the technical 
skills of trainees, and in the future, such assessment could 
extend to recertification of licensed surgeons [3, 4]. The 
shortage of expert surgeons, coupled to the challenge of 
teaching surgical trainees and providing objective assess-
ment with finite faculty time has also become increasingly 
important [5]. In order to address this issue, previous inves-
tigators have explored the use of crowdsourcing platforms 
in the assessment of surgical skills. Crowdsourcing is the 
practice of obtaining ideas or services by enlisting contri-
butions from a large group of people, who are generally 
non-experts from the online community. This practice has 
been applied in a variety of ways to solve different prob-
lems, such as deciphering medical cases through an online 

Abstract Background Previous investigators have 
shown that novices are able to assess surgical skills as reli-
ably as expert surgeons. The purpose of this study was to 
determine how novices and experts arrive at these graded 
scores when assessing laparoscopic skills and the potential 
implications this may have for surgical education.
Methods Four novices and four general laparoscopic sur-
geons evaluated 59 videos of a suturing task using a 5-point 
scale. Average novice and expert evaluator scores for each 
video and the average number of times that scores were 
changed were compared. Intraclass correlation coefficients 
were used to determine inter-rater and test–retest reliability. 
Evaluators were asked to define the number of videos they 
needed to watch before they could confidently grade and to 
describe how they were able to distinguish between differ-
ent levels of expertise.
Results There were no significant differences in mean 
scores assigned by the two evaluator groups. Novices 
changed their scores more frequently compared to experts, 
but this did not reach statistical significance. There was 
excellent inter-rater reliability between the two groups 
(ICC = 0.91, CI 0.85–0.95) and good test–retest reliabil-
ity (ICC > 0.83). On average, novices and experts reported 
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website [1], or training image classifiers in diagnostic radi-
ology [6]. Applying crowdsourcing to the assessment of 
surgical skills has led to the advent of a novel evaluation 
method. This technique involves a large group of novices 
evaluating videotapes of surgical skills using online grad-
ing tools such as “Crowd-sourced assessment of technical 
skills (CSATS)” [1].

Blinded video assessment of surgical skills has also been 
gaining attention independent of crowd-sourced assess-
ments. Previous investigators have found video assessment 
to be cost-effective, efficient, and a less biased means of 
assessing surgical skills [7, 8] relative to traditional meth-
ods that rely on the subjective opinions of faculty surgeons 
[6, 8]. Birkmeyer et al. [9] utilized this evaluation method 
and also objectively showed that a higher skill rating was 
directly proportional to better patient outcomes (e.g., fewer 
postoperative complications, readmission rates, death). 
The authors demonstrated a wide variation in technical 
skill among practicing expert surgeons and suggested that 
video assessment may be used to provide surgeons with an 
objective measure of their expertise level as well as anony-
mous, constructive feedback to help experts refine surgi-
cal technique [9]. These findings lend greater support for 
the use of video analysis in crowd-sourced assessments of 
surgical skills among trainees and toward evaluating skills 
among practicing surgeons for the purpose of maintaining 
certification.

Previously, there was no consensus as to the level of 
expertise necessary among evaluators to assure reliable 
assessment. Chen et  al. [1] and Holst et  al. [10, 11] have 
shown that crowds consisting of novices are as effective as 
expert surgeons in the evaluation of surgical skills. While 
these results are promising, key questions remain such as 
(1) whether novices and experts assess the same elements 
of a performance, enabling novices to pair their quantita-
tive assessments with expert-level qualitative feedback; 
(2) the number of videos evaluators need to watch before 
they can confidently compare performers; (3) the number 
of changes evaluators make during evaluation; and (4) the 
test–retest reliability of video assessment. This informa-
tion could be useful for peer–peer or near–peer formative 
assessments, and support the use of evaluation methods 
like crowdsourcing, which may ultimately help address the 
shortage of expert evaluators available for training residents 
and recertifying practicing surgeons. For example, this may 
involve non-expert students providing interim evaluations 
to their peers throughout the year to improve their surgi-
cal proficiency, thereby decreasing educational demands on 
expert surgeons.

In this study, we first determined whether novices 
could grade performance of a defined suturing task within 
a simulator as reliably as experts. We then sought to gain 
insight into how novices and experts arrive at their scores 

when assessing laparoscopic skills, and to explore the 
potential implications of this evaluation method for surgi-
cal education.

Materials and methods

Evaluators

Four novices and four general surgeons assessed 59 vid-
eos of a standardized intracorporeal suturing task. The 
four novice evaluators did not have any medical training, 
varied in age (range 18–35), and had different occupa-
tional backgrounds (high school student, science graduate 
students, and software developer) while the expert evalu-
ators consisted of a group of four general surgeons trained 
in laparoscopic surgery. Multiple evaluators were used as 
it improves reliability and decreases error related to the 
halo effect (an observer bias that occurs when a good or 
bad performance affects the observer’s overall impression 
of the performer, such as their assessments of other per-
formance domains) [12]. Evaluators were blinded to the 
performers’ identity and were asked to grade overall level 
of expertise using a 5-point scale.

Description of videos

Fifty-one candidates performed a defined intracorporeal 
suturing task using a laparoscopic simulator at the 2012 
combined International Pediatric Endosurgery Group and 
Society of American Gastrointestinal and Endoscopic 
Surgeons meeting. Fifty-nine videos were generated as 
four videos were repeated three times for the purpose of 
calculating test–retest reliability.

The videos began when the participant started attempt-
ing to pick up the needle (15  cm 3–0 suture) that was 
placed on a predetermined location of the simulator. The 
task also involved passing the needle through two target 
marks on either side of a slit penrose drain, completing 
a square double-throw knot, and tying two square single-
throw knots. The video ended when the second single-
throw knot was completed.

The videos were initially categorized based on the per-
formers’ self-reported number of laparoscopic procedures 
performed per year (0–9 procedures = novice; 10–50 pro-
cedures = intermediate; >50 procedures = expert) and 
were randomized into three different sets (two sets of 20 
videos and one set of 19 videos). The order of the videos 
within each set was randomized and all 59 videos were 
given to each evaluator.
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Laparoscopic video grader

A custom program was written in Java, using the Java FX 
video library (laparoscopic video grader) and given to each 
evaluator alongside an instruction manual on how to use 
the program. Each evaluator used the laparoscopic video 
(LV) grader to view and grade the videos at any point dur-
ing each performance (Fig. 1). Evaluators could not speed 
up the performance or skip ahead to the next video until 
a score was assigned. However, they were allowed to re-
watch videos and re-assign scores at any given time.

The program recorded the times at which evaluators 
graded each video and when evaluators decided to change 
their scoring. From this, the number of changes per evalua-
tor across the 59 videos was obtained.

Follow‑up questionnaire

After assessing all the videos, evaluators were asked to 
complete a short questionnaire. This involved asking them 
to approximate the number of videos they needed to watch 
in order for them to confidently judge the level of exper-
tise. This question was used to complement the number of 
times scores were changed while grading. This was then 
followed by an open-text question, asking evaluators to list 
five points, describing how they were able to differentiate 
between novices, intermediates, and experts.

Study design and statistical analysis

A mixed methods study design was used. Institutional eth-
ics was received for the data collected. Quantitatively, 

average evaluator scores, the number of changes in scor-
ing, and the number of videos evaluators needed to watch 
before assigning grades were calculated. The latter two 
were classified as indirect measures of evaluator confidence 
in assigning scores. Qualitatively, evaluators were asked to 
describe how they were able to differentiate between vary-
ing levels of expertise.

Independent Student’s t tests were used to compare mean 
scores between the novice and expert evaluator groups, the 
average number of changes between the two groups, and 
the number of videos evaluators needed to watch before 
they could confidently assign scores. Intraclass correla-
tion coefficients were calculated to determine inter-rater 
reliability (degree to which evaluators coincide with their 
ratings) and test–retest reliability (degree to which evalu-
ators are able to reproduce similar scores when assessing 
repeated performances) [13]. All statistical tests were per-
formed using a SPSS statistical software package (version 
22.0; SPSS, Chicago, IL, USA).

A researcher triangulation method was used to ana-
lyze the responses from the questionnaire. Three review-
ers coded the questionnaire responses manually. The data 
were then analyzed using an inductive approach to deter-
mine whether there were any common, emerging themes 
between the two evaluator groups.

Results

For each performer group, there was no significant dif-
ference between the scores assigned by novice and expert 
evaluators (Fig.  2). The mean scores ± SEM assigned by 

Fig. 1  A screenshot of the lapa-
roscopic video grader program 
that evaluators used to assign 
grades
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novice evaluators were 2.2 ± 0.27, 2.4 ± 0.29, and 3.6 ± 0.28 
for the novice, intermediate, and expert performer groups, 
respectively, while those assigned by surgeons were 
2.2 ± 0.30, 2.6 ± 0.30, and 3.2 ± 0.39, respectively.

Experts changed their scores fewer times than nov-
ice evaluators across the 59 videos (33.5 ± 6.5 for novices 
vs. 16.8 ± 4.2 for experts), though this difference did not 
reach significance (p = 0.08) (Table  1). When asked how 
many videos evaluators needed to watch before they could 
grade confidently, novice evaluators reported an average of 
13.8 ± 2.4 videos (range 10–20), and experts reported an 
average of 8.5 ± 2.5 (range 5–15). The difference between 
novices and experts was not significant (p = 0.38) (Table 1).

Inter-rater reliability between the two evaluator groups 
was excellent (ICC = 0.91, CI 0.85–0.95), and exceeded 
the threshold of desired reliability for high-stakes test-
ing (ICC > 0.80) [4, 10]. For the performances that were 
repeated, there was good test–retest reliability for both the 
novice (ICC = 0.85) and expert evaluators (ICC = 0.83), 
indicating that evaluators were able to reproduce similar 
scores after reviewing videos that were repeated.

Inductive data analysis of the questionnaires revealed 
differences in how the evaluators phrased their observa-
tions of the performances. Though the novices did not use 
the same words or phrases as the experts to comment on 
the performance, emerging themes shared by the novice 
and expert evaluators were evident. For example, both eval-
uator groups were able to differentiate the expertise level 
by assessing the quality of instrument control.

Novice: “...subject showed awareness in the place-
ment of the tools but projected jerky movements”
Expert: “rotating the needle grasper with the needle 
to smoothly place the surgeon’s knot” or “efficiency 
of movements”

Other themes that were shared by the novice and expert 
evaluators included evaluating accuracy of passing the 
needle through small black targets, the quality of the final 
knot, and whether the performers demonstrated respect for 
the penrose (Table  2). While there were notable similari-
ties, novices concentrated more on the total time taken to 
complete the task and whether the performers were able to 
recover from their mistakes. Meanwhile, experts focused 
more on details such as the initial position of the needle 
relative to the needle driver.

Discussion

This study sought to understand how novices and experts 
assess performance of a defined intracorporeal sutur-
ing task. In recent studies, investigators showed that nov-
ices were able to evaluate surgical skills as reliably as 
expert surgeons. However, these studies were limited by 
the number of videos that were given to novices for evalu-
ation (range 1–12 videos) [1, 2, 6, 10, 11, 14]. Only one 
recent study used over 20 videos for a more complex cri-
cothyrotomy procedure [14]. In our study, evaluators were 
asked to watch 59 videos and discriminate varying lev-
els of expertise between each performer. The large num-
ber of videos allowed novices and experts to approximate 
the number of videos they needed to compare before they 

Fig. 2  There was no significant difference between the scores 
assigned by novice and expert evaluators for each performer 
group. The mean scores ± SEM assigned by novice evaluators were 
2.2 ± 0.27, 2.4 ± 0.29, and 3.6 ± 0.28 for the novice, intermediate, and 
expert performer groups, respectively, while those assigned by sur-
geons were 2.2 ± 0.30, 2.6 ± 0.30, and 3.2 ± 0.39, respectively

Table 1  Average number of changes made by novice and expert evaluators (mean ± SEM), and the number of videos the evaluators needed to 
watch before they felt confident with grading

Novice evaluator Expert evaluator p value

Average # of changes across videos Novice performers 10 ± 3 4.3 ± 1.1 0.13
Intermediate performers 8.5 ± 0.6 5.3 ± 1.8 0.14
Expert performers 15 ± 3.6 7.3 ± 2.8 0.14
Overall average 33.5 ± 6.5 16.8 ± 4.2 0.08

Videos needed to be watched before grading 
confidently

Average 13.8 ± 2.4 8.5 ± 2.5 0.38
Range 10–20 5–15
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could confidently grade. On average, novices indicated that 
they needed to watch 13.8 ± 2.4 videos before they could 
confidently assign scores. This number was higher than 
the average number indicated by experts (8.5 ± 2.5 videos). 
However, asking evaluators to approximate the number of 
videos they needed to watch is a subjective measure. Thus, 
this result was further supported by objective data obtained 
using the LV Grader.

The LV Grader was able to identify the number of times 
evaluators changed their grades, which served as an indirect 
measure of confidence, presuming that the greater the num-
ber of changes, the less confident the evaluator was in his or 
her ratings. In this study, novices made more changes than 
experts, consistent with the higher self-reported number 
of videos needed to be watched, though these differences 
did not reach significance. Changing scores throughout 
the grading process also suggests that evaluators assigned 
scores by comparing performers relative to one another. 
This concept is corroborated by Malpani et  al. [6], who 
established a basis for assessing surgical skills using pair-
wise comparisons of different segments of a suturing task. 
They also showed that novices can assess segments of a 
performance as reliably as expert surgeons and suggest that 
novice evaluators can be trained to improve accuracy. Thus, 
both these findings, average number of videos needed to be 
watched and the number of changes, suggest that evalua-
tors may be required to watch multiple performances prior 
to grading for more accurate and objective assessment. The 
results presented in this paper may help improve current 
crowd-sourced evaluation methods, providing insight into 
the number of videos that novices should watch before they 
assign grades (i.e., when novices are trained to assess surgi-
cal skills).

In this study, novices were also able to assign scores as 
reliably as expert evaluators (ICC = 0.91), which is consist-
ent with previous studies that compared novice and expert 
evaluator scores [1, 2, 6, 10, 11, 14]. Unlike previous stud-
ies, test–retest reliability was also assessed; this was pos-
sible given the large number of videos used which allowed 

for the integration of repeated videos. With regard to the 
four videos that were repeated in this study, there was 
excellent test–retest reliability among the novices and the 
experts (ICC > 0.83). This demonstrates that both evaluator 
groups were able to reproduce similar scores for the same 
videos regardless of when the performances were reviewed. 
To further explore this phenomenon, a questionnaire was 
administered to elicit responses that may not have been cap-
tured by the descriptive statistics and reliability measures.

The participants’ questionnaire responses may provide 
an explanation as to why no differences were seen quan-
titatively. The qualitative indicators that the novices used 
to support their evaluation were similar to those used by 
expert surgeons. Some of these indicators also appear on 
the validated OSATS scoring system [15], or are param-
eters that have been validated in previous studies (e.g., 
time and motion smoothness) [16]. Despite not having any 
surgical training, the novices were able to identify 3 of 
the 7 items on the OSATS (respect for the tissue, time and 
motion, and instrument handling) [15].

In addition, one astute novice evaluator described feeling 
confident when differentiating between novice and expert 
performers, but found it difficult to differentiate between 
performers with more similar skill sets.

I felt confident differentiating between a novice and 
expert. However, as someone who has never seen this 
task before…it was very hard for me to differentiate 
between a 2 and a 3, a 4 and a 5, or a 2 and a 1.

This observation is consistent with the quantitative 
findings reported by Aghdasi et  al. [14], who also found 
that novices had an easier time identifying highly skilled 
performers and greater difficulty differentiating between 
beginner or average-skilled performers.

This study provides insight into what novice and expert 
evaluators look for when evaluating an intracorporeal sutur-
ing task without any formal scoring system. While there 
were many similarities between the two groups, there were 
also notable differences. For example, novice evaluators 

Table 2  Qualitative indicators identified by novice and expert evaluators for an intracorporeal suturing task

In order of frequency Novice Expert

Most frequent Time—“…shorter times associated with increasing levels 
of training”

Correct positioning—“how the needle is initially positioned 
in the needle driver of the dominant hand”

Accuracy—“accuracy of the needle in reference to the 
black dots”

Final knot—“flat knot that is perpendicular to the axis of the 
penrose drain”

Instrument control—“…showed awareness in the place-
ment of the tools but projected jerky movements”

Respect for the tissue—“…bracing the penrose as the needle 
goes through; no excessive force”

Final knot—“…finished knot is messy (e.g., bow tie knot 
rather than a clean knot)”

Accuracy—“accuracy passing needle through black dots”

Least frequent Respect for the tissue—“…tugging string and tube” or “…
pulling thread through thoroughly before beginning”

Instrument control—“Rotating the needle grasper with the 
needle to smoothly place a surgeon’s knot”
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concentrated more on time taken to complete the suturing 
task, accuracy, and instrument control, whereas experts 
focused more on how the needle was loaded onto the nee-
dle driver, the quality of the final knot, and respect for the 
tissue. Novices also did not use the same surgical jargon as 
experts, which could affect the quality of feedback they pro-
vide; novices may not be able to help performers advance 
to the same degree as experts. Furthermore, if these com-
ments were applied to practicing surgeons, they may be dis-
missed as it would be apparent that the evaluators are not 
expert surgeons. Future studies should assess what indica-
tors expert evaluators value most or segments of the task 
to which they pay greater attention. Defining crucial com-
ponents or segments of a task may help improve formative 
novice assessment (e.g., during near-peer teaching ses-
sions) by training novices to focus on key components and 
provide feedback using the same surgical jargon as experts 
(e.g., clean knot = square knot). Future studies could also 
examine whether training novices to provide appropriate 
feedback could lead to performance improvement to the 
same extent as receiving expert feedback.

A limitation of this study is the use of a 5-point scale, 
which may not have been discriminating enough to sepa-
rate subtle differences in evaluator responses. Use of a 7- or 
10-point scale may have allowed for greater separation of 
values and a different mean for each evaluator group. How-
ever, regardless of scale size, qualitative indicators were 
remarkably similar between novice and expert evaluators, 
indicating that each group identified similar performance 
elements and supporting the consensus between group 
scores.

Another limitation of this study is that a single intra-
corporeal suturing task performed in a dry laboratory 
setting was tested. Surgery on real human tissue is much 
more complex. Having no knowledge of relevant anatomy 
or experience in different surgical approaches may limit 
novice evaluators. It is likely that, as the complexity of the 
procedure increases, expert evaluators may be required to 
discriminate between varying levels of expertise. Future 
studies should aim to identify ways to train novice evalu-
ators to match the assessment skills of expert surgeons. 
Alternatively, finding ways to identify novice evaluators 
who demonstrate accurate scoring from among a larger 
group of novices may be worthwhile as there is currently 
no consensus on how much training is appropriate [17].

In conclusion, the group of novices in this study was 
as reliable as the expert evaluators in grading participants 
performing a defined intracorporeal suturing task. This 
was supported by similar qualitative indicators identified 
by both novice and expert evaluators. Novices seemed less 
confident in their scoring, which was demonstrated by the 
number of times they modified their grades and by the self-
perceived number of videos needed to be watched before 

they could grade with confidence. The information gathered 
from this study may support the use of and further enhance 
evaluation methods like CSATS. For example, providing 
evaluators with a large number of videos and the ability 
to re-assign scores may help evaluators formulate scoring 
criteria and increase confidence among novices. Training 
novices using a standardized number of videos and qualita-
tive indicators that have been validated by experts may also 
be the logical next step to improve current crowd-sourced 
assessment techniques. This may be beneficial not only for 
the purpose of formative assessment, but for teaching tech-
nical skills, especially in environments where expert input 
is a limited resource.
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