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Abstract

Background The Fundamentals of Laparoscopic Surgery

(FLS) program uses five simulation stations (peg transfer,

precision cutting, loop ligation, and suturing with extracor-

poreal and intracorporeal knot tying) to teach and assess la-

paroscopic surgery skills. We sought to summarize evidence

regarding the validity of scores from the FLS assessment.

Methods We systematically searched for studies

evaluating the FLS as an assessment tool (last search up-

date February 26, 2013). We classified validity evidence

using the currently standard validity framework (content,

response process, internal structure, relations with other

variables, and consequences).

Results From a pool of 11,628 studies, we identified 23

studies reporting validity evidence for FLS scores. Studies

involved residents (n = 19), practicing physicians

(n = 17), and medical students (n = 8), in specialties of

general (n = 17), gynecologic (n = 4), urologic (n = 1),

and veterinary (n = 1) surgery. Evidence was most

common in the form of relations with other variables

(n = 22, most often expert–novice differences). Only three

studies reported internal structure evidence (inter-rater or

inter-station reliability), two studies reported content evi-

dence (i.e., derivation of assessment elements), and three

studies reported consequences evidence (definition of

pass/fail thresholds). Evidence nearly always supported the

validity of FLS total scores. However, the loop ligation

task lacks discriminatory ability.

Conclusion Validity evidence confirms expected rela-

tions with other variables and acceptable inter-rater re-

liability, but other validity evidence is sparse. Given the

high-stakes use of this assessment (required for board

eligibility), we suggest that more validity evidence is re-

quired, especially to support its content (selection of tasks

and scoring rubric) and the consequences (favorable and

unfavorable impact) of assessment.
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The Fundamentals of Laparoscopic Surgery (FLS) program

is an educational system designed to teach and assess the

fundamental knowledge and technical skills required in

basic laparoscopic surgery. FLS evolved from the McGill

Inanimate System for Training and Evaluation of Laparo-

scopic Skills (MISTELS) [1] and presently includes web-

based didactics, hands-on skills training, and an assessment

tool [2]. With endorsement from the Society of American

Gastrointestinal and Endoscopic Surgeons and the Amer-

ican College of Surgeons, both the training and assessment

portions of the FLS are now required by the American

Board of Surgery as prerequisites to board eligibility in

general surgery, and as such the FLS program impacts

virtually every general surgery resident in the USA.
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Several studies confirm the training effectiveness of the

FLSprogram [3].However, the assessment component of the

FLS has received relatively less research attention. Despite

this, given its role in the credentialing process, it has become

a de facto high-stakes test [4]. The implications of such high-

stakes assessment, and the corresponding decisions, on the

lives of individual trainees suggest the need for strong evi-

dence to support the validity of scores and the defensibility of

their proposed interpretations and uses [5, 6]. Unfortunately,

reviews describing the validity evidence surrounding the use

of FLS as an assessment instrument are limited by their age,

nonsystematic inclusion of studies, or lack of a compre-

hensive validity framework [3, 7]. More importantly, rec-

ommendations to address the weakest links in the validity

evidence chain are missing.

We sought to systematically review the current state of

validity evidence surrounding the use of FLS as an assess-

ment instrument.Weplaced special emphasis on interpreting

prior validation efforts in light of the validity framework first

proposed by Messick [8], advocated by the American

Educational Research Association (AERA), American Psy-

chological Association (APA), and National Council on

Measurement in Education (NCME) in the 1999 Standards

for Educational and Psychological Testing [9], and reaf-

firmed in the 2014 Standards [10]. This framework regards

validity as a hypothesis supported by evidence derived from

five sources, namely content, response process, internal

structure, relations with other variables, and consequences

[8, 9]. We further sought to highlight the gaps in the validity

evidence chain so that further research may seek to complete

the validity argument to support or refute the proposed score

interpretations and uses of the FLS assessment. Finally, we

sought to identify barriers to and variations in implementa-

tion of the FLS assessment in practice.

Methods

This review was planned, conducted, and reported in ad-

herence to PRISMA standards of quality for reporting

systematic reviews [11]. We previously reported on studies

that have used technology-enhanced simulation to assess

health professionals [12]. The present topic-focused review

emerged from that broad overview, but we collected new

data in order to delve deeply into the included studies and

thereby gain new insights. We describe briefly the methods

reported previously and highlight those unique to the pre-

sent report. Because MISTELS was the backbone upon

which the tasks and assessment portions of the FLS

evolved from, we purposefully review MISTELS-related

validity evidence as it directly impacts the FLS validation

argument. In the interest of simplicity, we will refer to both

the FLS and its predecessor, the MISTELS, as ‘‘FLS.’’

We sought to answer the questions

• How well does published evidence support or refute the

validity of scores for the FLS assessment?

• What barriers have been reported during the imple-

mentation of the FLS assessment?

Evaluating the validity of education assessments

We coded the prevalence of each of the five evidence

sources noted above (see Table 1 for definitions, and see

our prior work for detailed elaborations and examples)

[13]. We evaluated validity evidence separately for the

knowledge and skills components of the FLS assessment.

Study eligibility

We included all studies that evaluated the FLS assessment

of laparoscopic skills in health professional learners, at any

stage in training or practice, using technology-enhanced

simulation [14]. To be eligible, studies had to provide new

data or evidence that either directly or indirectly supported

or refuted the interpretation of FLS scores (as compared

with summarizing previously published data, or describing

FLS use without reporting validity evidence).

Study identification

Our search strategy has been previously published in full

[12, 14, 15]. In brief, we searched multiple databases, in-

cluding MEDLINE, ERIC, and Scopus, for relevant articles

using a search strategy developed by an experienced re-

search librarian. Examples of search terms included

simulat*, assess*, evaluat*, valid*,and reliab*. We used no

beginning date cutoff, and the last date of search was Fe-

bruary 26, 2013.

Study selection

Working in duplicate, reviewers screened all candidate

studies for inclusion. We first reviewed each title and ab-

stract; then, if needed, we reviewed the full text of studies

judged eligible or uncertain. We resolved conflicts by con-

sensus. Inter-rater agreement for study inclusion was sub-

stantial [intraclass correlation coefficient (ICC) = 0.72].

Data extraction and synthesis

We developed a data abstraction form through iterative

testing and revision. We abstracted data independently and

in duplicate for validity evidence sources as outlined

above, resolving conflicts by consensus. In coding for
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validity evidence, our inter-rater agreement ICCs (as re-

ported previously) [12] ranged 0.67–0.91 except for re-

sponse process (ICC = 0.34, raw agreement 95 %) and

consequences (ICC = 0.56). As per Landis and Koch [16],

inter-rater agreement values 0.21–0.4 are considered

‘‘fair,’’ 0.41–0.6 ‘‘moderate,’’ 0.61–0.8 ‘‘substantial,’’ and

[0.8 ‘‘almost perfect.’’ In addition to reporting means and

counts, we conducted a critical synthesis of findings to

identify advantages, barriers, and modifications to imple-

menting the FLS assessment in practice. We graded study

quality with the Medical Education Research Study Quality

Instrument (MERSQI) [17].

Results

Trial flow and study characteristics

From a pool of 11,628 potentially relevant articles, we

included 23 studies (Fig. 1), enrolling 1280 participants

(median 40 participants per study, range 12–215). The first

description was in 1998 [1], but the majority of reports

(n = 13, 57 %) were published in or after 2007. With the

exception of one study that involved veterinary medicine

students [18], studies involved physicians at some stage of

training including postgraduate physician trainees (i.e.,

residents; n = 19 studies, 83 %), practicing physicians

(n = 17, 74 %), and medical students (n = 8, 35 %).

Nineteen (83 %) studies included participants from more

than one training stage. Eight (35 %) studies were multi-

institutional. Participant specialties included general sur-

gery (n = 17, 74 %), obstetrics/gynecology (n = 4, 17 %),

and urology and veterinary surgery (n = 1, 4 % each).

Median MERSQI (range) scores were 9.5 (6.5–11), out of a

maximum possible score of 18.

Validity evidence for the FLS skills assessment

No studies interpreted their validation argument using the

currently standard validity framework [9, 10]. Rather,

studies used either the classical validity framework (con-

tent, criterion [concurrent and predictive], and construct

validity; n = 8, 35 %) or a more limited framework, such

as construct validity alone (n = 10, 43 %). Five studies

reported no validity framework whatsoever. Most studies

(n = 15, 65 %) reported only one validity evidence source,

six reported two sources, and two reported three.

Content evidence

Though most studies provided some description of the FLS

tasks and their respective scoring metrics, only two studies

have reported actual evidence evaluating the match be-

tween FLS tasks and scores and the target construct (i.e.,

content evidence). Fried et al. described the initial selection

of FLS tasks as being determined by consensus among five

expert laparoscopic surgeons, although the method of

achieving consensus was not defined. Fraser et al. [3] later

proposed a revised scoring process in which scores are

standardized against the performance of surgery chief

residents (postgraduate year 5) and normalized so that all

task scores ranged from 0 to 100 (as opposed to having

different ranges for each task) [19].

Internal structure evidence

Only three studies have evaluated internal structure of FLS

scores, namely inter-station reliability (N = 2), test–retest

reliability (N = 2), and inter-rater reliability (N = 1). All

these reliability estimates supported the validity of FLS

scores (ICC C 0.77) [20–22].

Table 1 Operational definition of validity elements

Evidence element Definition

Content Steps taken to ensure that test content reflects the construct it is intended to measure

Internal structure—reliability Reproducibility of scores across

Inter-rater Different raters

Inter-station different stations or tasks

Test–retest different versions of the test

Relations with other variables

Learner characteristic Association with training level (expert/novice) or status (trained/untrained)

Training responsiveness Change in scores following training interventions

Separate measure Association with a separate measure, with a hypothesized relation with test scores

Response process Analysis of raters’ thoughts/actions while scoring; test security, quality control

Consequences Impact, beneficial or harmful, of the assessment itself

See Cook and Beckman [5], Cook et al. [13], and the AERA, APA, NCME standards for more information [8, 10]
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Relations with other variables evidence

An important source of validity evidence comes from

evaluations of relations with other variables such as train-

ing status or another assessment score. Seventeen (74 %)

studies showed that total FLS skills scores discriminate

between levels of training [usually different postgraduate

years (see Table 2)], which offers weak but supportive

evidence of validity [23].

FLS total skills scores have shown sensitivity to change,

with significant score improvements after FLS and nonFLS

simulation-based training in laparoscopic surgery [1, 3, 18,

21, 24–26]. Furthermore, training on a basic task (peg

transfer) has shown to independently improve scores of a

related, though more advanced, task (intracorporeal sutur-

ing) [3]. Skill scores have also shown expected perfor-

mance decrements in response to situations associated with

greater mental workload caused by dual-task working

conditions or transfer tasks [26, 27].

FLS total skill scores have been shown to favorably cor-

relate with other assessment metrics, such as in-training

assessments by supervising physicians (rotation grades,

r = 0.51) [28], automated scoring on another simulator

(detailed below), operative performance assessments

(GOALS) [29] during laparoscopic cholecystectomies

(r = 0.77–0.81), [3, 30] prior laparoscopic experience (i.e.,

case volume, r = 0.55) [31, 32], and with self-reported la-

paroscopic skills (confidence, r = 0.59) [24]. Considering

specifically the studies of automated scoring, these have

shown statistically significant positive correlations between

the FLS skills scores and the augmented-reality ProMIS

simulator computer-generated metrics of path length and

instrument smoothness (r = 0.5–0.86 and r = 0.94–0.99,

respectively) [21], the LTS 2000-ISM60 and VBlast

simulator scores based on speed and precision (r = 0.79, and

r = 0.36, respectively) [22, 33], motion sensor metrics of

number of movements and path distance (ICSAD, r = 0.76

and r = 0.81, respectively) [34], and grasp force and work-

sphere volume (SIMIS, r = 0.51 and r = 0.58, respectively)

[35]. Similar favorable correlations have been shown when

FLS tasks and their respective assessments have been

adapted to nonstandard applications including animal (por-

cine) models [24], robotics [36], and pediatric surgery [37].

Response process evidence

The only response process evidence for FLS scores comes

from two studies that standardized the responses of raters

through training, rigorous assessment of rating accuracy

(blinded video review), and rater retraining as needed [3, 32].

Fig. 1 Flow of included studies
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Consequences evidence

No studies have directly evaluated the intended or unin-

tended consequences of the FLS assessment itself (i.e.,

does the assessment—perhaps associated with remediation

for low performers—have beneficial or harmful impacts on

trainees or patients?). An indirect form of consequences

evidence can derive from studies that rigorously establish a

pass–fail standard; we found three such studies, all of

which used a receiver operating curve (ROC) to establish

the passing score [19, 29, 30].

Task-specific evidence

For the most part, task-specific scores have shown dis-

criminatory and correlational characteristics similar to

those described above for total FLS scores, with two no-

table exceptions. First, the scores from the MISTELS clip

application and mesh placement tasks showed non-

significant correlations with level of training [1] and with

skill scores in a porcine model; [24] these tasks were not

included in the FLS program. Second, several studies have

found that the scores from the MISTELS/FLS loop ligation

task fail to discriminate performance across levels of trai-

nee experience [1, 24, 25, 33, 38].

Validity evidence for the FLS knowledge assessment

Far less evidence has been reported for the FLS knowledge

assessment. Content evidence for the knowledge-based

assessment portion of the FLS is provided exclusively by

Swanstrom et al. [32], who report questions being devel-

oped through expert consensus and test blueprint. This

study also provides the only internal-structure-type evi-

dence for the knowledge portion of the FLS assessment,

with an ICC of 0.81 (for an average of 68 questions per

test), and further reports relations with other variables in

the form of statistically significant positive correlations

(r = 0.56–0.76) between FLS knowledge scores and FLS

skills scores, prior laparoscopic experience, levels of

training, and confidence [32]. Conversely, another study

found that FLS knowledge scores did not significantly

correlate with levels of training, confidence, or prior la-

paroscopic experience for gynecologic surgeons [31]. No

evidence of response process or consequences has been

reported for the FLS knowledge component.

Barriers to implementation and adaptation

Subjectivity of interpretation, lack of immediate scoring

and feedback, and cost have been listed as disadvantages of

the FLS assessment program [22, 32]. However, we found

no data to empirically indicate the frequency or severity of

these barriers.

Azzie et al. described some of the difficulties encoun-

tered as they adapted the FLS program to the training and

assessment of pediatric surgery-specific skills. Most no-

tably, they found that using the same FLS scoring rubric to

score conceptually similar, but physically smaller tasks was

not ideal as it led to lack of discriminatory ability for

certain tasks. They suggested that such ‘‘smaller’’ tasks

were of either increased difficulty because of less space to

maneuver or completed more quickly because of the

smaller surface area involved [37].

Discussion

The FLS program is one of the most successful and wide-

spread simulation programs in the history of technology-

enhanced simulation. While its training effectiveness has

been well demonstrated, the evolution of its assessment

methodology and the corresponding score validation efforts

leave room for improvement. This review demonstrates

that evidence supporting the interpretation of the FLS

scores is incomplete, arising predominantly from studies

evaluating relations with other variables such as known-

group comparisons, responsiveness to training, and corre-

lation with other measures. Evidence supporting the con-

tent, internal structure, response process, and consequences

of scores is sparse. With the insight gained from this re-

view, we propose the following specific recommendations

to address such gaps.

First, further content and internal structure (particularly

inter-rater and inter-task reliability) evidence should be

collected. The paucity of evidence to support the content

(e.g., task selection and scoring) of the FLS assessment is

concerning. Content evidence serves as the foundation

upon which all other sources of evidence rest, and with a

weak foundation it becomes harder to support the re-

maining sources of evidence. While it is obviously too late

to justify the initial selection of the specific tasks or the

scoring metric and expert surgeons may have a hard time

disregarding their knowledge of the FLS in order to ob-

jectively define ideal tasks de novo, evidence could

nonetheless be gathered to explore the match (or mismatch)

between FLS tasks and the essential skills required by

beginning laparoscopists. For example, important skills

may be poorly represented in the current FLS tasks, or

current tasks may need modification to ideally reflect best

practices. The scoring rubric also warrants rigorous

evaluation. Evidence of internal structure is generally

supportive of FLS scores, but has been reported in only a

few studies, and these are limited by small sample sizes

and rely on concomitant evaluation of known-group
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comparisons which typically overestimate reliability indi-

ces [23]. Further evaluation of the reliability of FLS scores,

perhaps using generalizability theory [39, 40], would pro-

vide additional internal structure evidence to strengthen the

validity argument.

Second, we must stop relying on expert–novice com-

parisons to justify FLS validation. Though the lack of such

discriminatory ability would raise concerns (as has been

noted for some FLS subtasks) [1, 24, 25, 33, 38], confir-

mation of expert–novice differences does little to advance

the validity argument [23]. The main problem stems from

the multitude of possible reasons that may account for such

observed differences. Association does not imply causa-

tion, and we simply cannot assume that the observed dif-

ferences are a result of only the expert’s degree of

laparoscopic skill. In addition, such expert–novice com-

parisons suffer from spectrum bias [41], in which groups

artificially created to reflect the extremes of performance

show spuriously inflated discriminatory power. In typical

practice learning groups are far less heterogeneous and

discrimination is more difficult.

Third, it is time to seriously reconsider the value of the

loop ligation task, which has poor discriminatory ability

and yet is the most expensive FLS task currently used.

Tasks with similarly poor discrimination in the MISTELS

program were not included in the current FLS. We suggest

that barring new evidence supporting the validity of loop

ligation scores (such as content evidence suggesting that it

is a critical skill independent of other FLS tasks, or evi-

dence confirming meaningful relations with other vari-

ables), it may be time to drop this task from the FLS

assessment.

After we have addressed the above-mentioned recom-

mendations, priority should be given to the collection of

evidence of consequences. So far, such evidence has only

been provided in the form of pass–fail thresholds. Though

it is important to be able to distinguish those who pass or

fail a test, more direct and meaningful evidence of conse-

quences will come from studies exploring the anticipated

and unanticipated effects of FLS testing. Such evidence

will be particularly important as FLS scores become an

integral part of the residency milestone project [42, 43]

with a corresponding requirement for remediation for those

who do not pass. Our prior work lists examples of conse-

quences evidence that could be collected [13].

We do not imply that FLS scores are either valid or

invalid, nor do we recommend the abandonment of this

tool. We view ourselves as detectives collecting and pre-

senting evidence rather than the judge and jury. Different

stakeholders (educators, administrators, etc.) will interpret

the evidence differently and may arrive at different con-

clusions. However, the issues we have identified will re-

quire attention regardless of the validity framework used,

and it remains to be seen how these issues will be ad-

dressed. Fortunately, validity is not static. An assessment

instrument (in this case the FLS) does not receive a per-

manent stamp of valid or invalid. Rather, validity evidence

can continue to accrue to support or refute the proposed

interpretations of assessment scores.

We anticipate that our work will help guide the

validation efforts of novel assessment instruments which

are following the FLS footsteps, such as the Fundamentals

of Endoscopic Surgery [44], the Fundamentals of Use of

Surgical Energy [45], and the Fundamentals of Robotic

Surgery (FRS) [46]. Carefully planning a validity argument

and then strategically collecting evidence to test the most

important or questionable assumptions in that argument

will allow educators and other stakeholders to judge the

defensibility of decisions based on assessment scores.

Validation efforts that are deliberate, comprehensive, and

well balanced will advance the science of assessment in

surgical education.

Limitations

This review has limitations. We had suboptimal inter-rater

agreement for response process evidence. This could be due

to ambiguous reporting (for example, authors rarely identi-

fied evidence of consequences or response process as such)

or imprecise definitions, which highlights the need for greater

clarity in the definitions for these elements. Nonetheless, we

reached consensus on all reported data. Also, for studies that

reported more than one assessment instrument we abstracted

information only for that pertaining to the FLS assessment.

We cannot exclude the possibility that studies showing

nonsignificant or unfavorable evidence remain unpublished

(i.e., publication bias), particularly for studies exploring as-

sociations with clinical outcomes.

Although the framework we used for interpreting evi-

dence was not used in any of the original studies, the

framework itself is not new [8–10]. More importantly, most

of the concepts [content evidence, relations with other

variables (construct and criterion validity), and internal

structure (e.g., reliability)] have been around for over

50 years. We have simply applied a new, more compre-

hensive lens that facilitates integrating evidence from dis-

parate sources and identifying evidentiary gaps. Whether

we use an old framework or a modern one, the validity

evidence for the FLS assessment clearly remains incom-

plete. Moreover, if the validity evidence for any assess-

ment’s scores is insufficient, then the ongoing use of that

instrument’s scores for high-stakes decisions must be

carefully considered. However, absence of evidence is not

the same as evidence of absence; collection of additional

evidence may yet support the use of the FLS assessment as

a high-stakes test.
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Comparisons with previous reviews

The findings of the present review are congruent with those

of previous reviews of simulation-based assessments [12],

clinical skills assessments [47], and the FLS assessment

program [3, 7]. For example, our recent systematic review

of 417 studies of simulation-based assessments found a

similar pattern of evidence, with known-group or expert–

novice comparisons being the most common single source

of validity evidence (73 % of studies) and the only source

of validity evidence in a third of the studies [12]. However,

contrary to a review of observational skills assessment

instruments in which most of the validity evidence came

from evaluations of novice or trainee level learners [47],

our findings suggest that a substantial proportion of studies

evaluating the FLS assessment included learners from all

stages of training, including practicing physicians. Median

MERSQI scores [17] for studies evaluating the FLS pro-

gram were substantially lower than those of other assess-

ment instruments [12], suggesting room for improvement

in the design, conduct, and reporting of studies evaluating

the FLS. We are unaware of studies that have interpreted

FLS validation efforts using the currently accepted

validation framework [10], for which we believe that our

work represents a unique contribution to the field.

Conclusion

The FLS assessment program has accrued substantial va-

lidity evidence supporting relations with other variables.

However, strong evidence from one source cannot com-

pensate for lack of vital evidence from other sources. Our

review highlights that important evidence gaps exist and as

such the validity argument for FLS scores remains in-

complete. While it may seem unfair to use a broad and

relatively new validity framework to interpret studies that

used an older, narrower framework, our systematic ap-

proach allowed us to identify gaps that would otherwise be

missed. Our intent is not to discredit or disparage prior

work, but to reveal areas requiring future attention in ef-

forts to validate the use of FLS scores for high-stakes

assessment.

Disclosure Drs. Zendejas, Ruparel, and Cook have no conflicts of

interest or financial ties to disclose.
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