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Abstract

Background We demonstrate the construct validity, reli-

ability, and utility of Global Evaluative Assessment of

Robotic Skills (GEARS), a clinical assessment tool designed

to measure robotic technical skills, in an independent cohort

using an in vivo animal training model.

Methods Using a cross-sectional observational study

design, 47 voluntary participants were categorized as

experts ([30 robotic cases completed as primary surgeon)

or trainees. The trainee group was further divided into

intermediates (C5 but B30 cases) or novices (\5 cases).

All participants completed a standardized in vivo robotic

task in a porcine model. Task performance was evaluated

by two expert robotic surgeons and self-assessed by the

participants using the GEARS assessment tool. Kruskal–

Wallis test was used to compare the GEARS performance

scores to determine construct validity; Spearman’s rank

correlation measured interobserver reliability; and Cron-

bach’s alpha was used to assess internal consistency.

Results Performance evaluations were completed on nine

experts and 38 trainees (14 intermediate, 24 novice). Experts

demonstrated superior performance compared to intermedi-

ates and novices overall and in all individual domains

(p\ 0.0001). In comparing intermediates and novices, the

overall performance difference trended toward significance

(p = 0.0505), while the individual domains of efficiency and

autonomy were significantly different between groups

(p = 0.0280 and 0.0425, respectively). Interobserver reli-

ability between expert ratings was confirmed with a strong

correlation observed (r = 0.857, 95 % CI [0.691, 0.941]).

Experts and participant scoring showed less agreement

(r = 0.435, 95 % CI [0.121, 0.689] and r = 0.422, 95 % CI

[0.081, 0.0672]). Internal consistency was excellent for

experts and participants (a = 0.96, 0.98, 0.93).

Conclusions In an independent cohort, GEARS was able

to differentiate between different robotic skill levels,

demonstrating excellent construct validity. As a standard-

ized assessment tool, GEARS maintained consistency and

reliability for an in vivo robotic surgical task and may be

applied for skills evaluation in a broad range of robotic

procedures.
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In the field of urology, robotic surgery has had an

unprecedented rate of adoption, with over 360,000 surgical

procedures performed with the da Vinci Surgical System

(Intuitive Surgical; Sunnyvale, CA) in 2011. It is estimated

that 67 % of all prostatectomies are currently being per-

formed robotically with a clear upward trend [1]. With

such rapid adoption of this new surgical modality, novel

methods of robotic surgical training and skill assessment

are needed.

In recent years, it has been shown that the traditional

‘‘apprenticeship’’ model of surgical training is no longer
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tenable, due to financial, legal, and ethical issues [2].

There has been a new emphasis placed on developing

standardized training curricula with objective benchmarks

to define competency. While gains have been made in

laparoscopic surgery [3], there is still no widely adopted

assessment tool to gauge robotic surgical skill. As various

robotic surgical simulators are being developed and val-

idated [4–9], demonstration of true concurrent or predic-

tive validity as it pertains to robotic clinical performance

is impossible in the absence of such a standardized

method to assess surgical skills. As such, there is limited

data to support the actual impact that training tasks and

simulators developed for robotic surgical skills have on

clinical performance.

In recognition of this need, Global Evaluative

Assessment of Robotic Skills (GEARS), a clinical

assessment tool for robotic surgical skills, was developed

and validated in an intraoperative environment. [10]

Modeled after the Global Operative Assessment of Lap-

aroscopic Skills (GOALS) [11], GEARS consists of six

domains (depth perception, bimanual dexterity, efficiency,

force sensitivity, autonomy, and robotic control) that are

scored on a 5-point Likert scale with anchors at one,

three, and five. When used by an observer experienced in

robotic surgery to score trainees, GEARS has been shown

to reliably quantify technical proficiency [9, 10, 12].

Despite its promise and potentially vital role in surgical

education, data demonstrating the strength and reliability

of GEARS as a robotic surgical assessment tool have

been limited to few studies. [9, 10, 12, 13] We herein

externally evaluate the reliability and consistency of

GEARS as a robotic skills assessment tool in an in vivo

animal model.

Materials and methods

Participants

After institutional review board approval, a cohort of res-

idents and urologists who attended a surgical training

course was asked to participate in this study. Study design

is shown in Fig. 1. Once enrolled, participants completed a

pre-study questionnaire to collect demographic and surgi-

cal experience information. Subjects were then categorized

a priori as experts or trainees. Although no standard defi-

nition of an expert robotic surgeon exists, based on previ-

ous studies, [12, 14] experts (minimal standard) were

defined as having completed[30 robotic cases as primary

surgeon. To further investigate the ability of the assessment

tool to differentiate between different skill levels, the

trainee group was stratified into intermediates (C5,

but B30 cases) and novices (\5 cases).

Standardized task

During a single event, all participants completed a stan-

dardized in vivo task using the da Vinci� surgical robot in

a porcine model (Fig. 2). The task was developed using

expert robotic surgeon input to include sufficient com-

plexity, incorporate multiple basic technical skills, and

ensure repeatability. The objective of the task was to locate

a defined section of small bowel, maneuver it to a marked

area of peritoneum overlying the kidney, and suture it in

place with a secure square knot. Each performance was

independently evaluated using GEARS by two expert

robotic surgeons and self-evaluated by the operator them-

selves, generating three GEARS scores for each partici-

pant. Expert robotic surgeon observers did not know the

identity of the operators and were therefore blinded to their

experience level.

Statistical analysis

Demographics were compared across groups using Chi-

squared/Fisher’s exact tests for categorical variables and

Kruskal–Wallis test for continuous variables. Construct

validity was evaluated using the Kruskal–Wallis test to

compare expert, intermediate, and novice GEARS perfor-

mance scores. The mean of the two expert evaluator scores

was used for this comparison. P values for pairwise com-

parisons were adjusted using the Holm method for multiple

comparisons. Interobserver reliability was assessed

between expert and participant observations using Spear-

man’s rank correlation. Internal consistency of each

domain of GEARS was estimated using Cronbach’s alpha.

A p value\0.05 was considered as statistically significant.

All statistical analysis was performed with SPSS� (Chi-

cago, IL, USA).

Results

Demographics and surgical experience of the participants

are shown in Table 1. Sixty-four participants completed the

standardized in vivo task. Complete scoring information

was available for 47 subjects (24 novices, 14 intermediates,

and nine experts), which was used for the final analysis.

Novices (median age 30 years) were 75 % male, had a

median of 0 (0–2) years experience with robotic surgery,

and completed a median number of 0 (0–3) robotic cases as

primary surgeon. Intermediate participants (median age

30.5 years) were 78.6 % male, had a median of 1.5 (0.5–4)

years robotic experience, and had completed a median of

10 (5–30) cases. Lastly, experts (median age 42.5 years)

were all male, had 5.5 (4–9) years robotic experience, and

had completed a median of 350 (150–2,000) cases as
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primary surgeon. By classification, the novice group was

comprised of 23 residents and one fellow, the intermediate

group was comprised of only residents, and the expert

group was comprised of eight attending physicians and one

fellow.

Table 2 shows the median overall and domain-specific

scores for the groups. Experts demonstrated superior per-

formance compared to novices and intermediates for the

overall GEARS score as well as for all individual domains

(p\ 0.0001). When comparing novice and intermediate

groups, differences in performance scores were noticeably

smaller. Intermediates did outperform novices in overall

median GEARS score (20.75 vs. 19.0), and this difference

approached statistical significance (p = 0.0505). Interme-

diates also demonstrated superior performance in the

individual domains of efficiency (p = 0.0280) and auton-

omy (p = 0.0425). However, scoring differences (if pres-

ent) in depth perception, bimanual dexterity, force

sensitivity, and robotic control were not significant

(p[ 0.05 for all).

Thirty-four participants had complete scoring informa-

tion from a self-assessment and two expert observers.

These data were included in the interobserver reliability

and internal consistency analyses. A strong correlation

between experts’ ratings confirmed excellent interobserver

reliability (r = 0.857, 95 % CI [0.691, 0.941]). Less

agreement was present between operator self-assessments

compared to expert observations (r = 0.435, 95 % CI

[0.121, 0.689]; r = 0.422, 95 % CI [0.081, 0.672]). Even

less agreement was seen when analyzing only trainee self-

assessments compared to expert observations (r = 0.270,

95 % CI [-0.164, 0.583]; r = 0.282, 95 % CI [-0.113,

0601]). In fact, trainees as a whole rated themselves on

Fig. 1 Study design

Fig. 2 In vivo robotic porcine task
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average 1.5 points better than the average expert score

evaluation. Internal consistency for the assessment tool was

excellent for expert observations, (a = 0.958, 0.975),

participant scoring (a = 0.924), and overall (a = 0.959).

Omitting each item did not significantly increase internal

consistency.

Discussion

With the rapid adoption of robotic surgery, the necessity of

an objective assessment tool to gauge and evaluate robotic

surgical skills has become more apparent. GEARS was

specifically developed to fulfill this very need; however,

beyond its initial validation in robotic prostatectomy, [8]

data supporting its consistency, reliability, and adaptability

are limited. Moreover, in recognizing the vital role that

GEARS will likely play in the future of robotic surgical

education, this relative lack of validation becomes critical.

Thus, the primary goals of the current study were to

externally evaluate the construct validity and interobserver

reliability of GEARS in an in vivo animal model.

Indeed, excellent construct validity was demonstrated in

this study. In this model, not only was GEARS able to

Table 1 Participant

demographics

Presented as median (range) or

counts (%)

* p\ 0.05
¥ 5-point Likert scale with one

being novice, five being expert

Novice Intermediate Expert

n 24 14 9

Age (years)* 30 (28–36) 30.5 (29–41) 42.5 (34–53)

# Female (%) 6 (25) 3 (21.4) 0 (0)

Classification (%)

Residents 23 (95.8) 14 (100) 0 (0)

Fellows 1 (4.2) 0 (0) 1 (11.1)

In practice 0 (0) 0 (0) 8 (88.9)

MIS fellowship* 0 (0) 0 (0) 7 (77.8)

Robotic experience

Years of experience* 0 (0–2) 1.5 (0.5–4.0) 5.5 (4–9)

Case number

Surgeon* 0 (0–3) 10 (5–30) 350 (150–2,000)

Assistant* 17.5 (0–150) 20 (4–100) 100 (60–250)

Self-rated skill level¥ 2 (1–4) 3 (2–4) 5 (3–5)

Previous robotic course* 0 (0) 3 (12.5) 3 (33.3)

Laparoscopic experience

Years of experience* 2 (0–6) 2.5 (0–4) 10 (4–15)

Case number

Surgeon* 2.5 (0–40) 20 (5–60) 600 (100–1,500)

Assistant* 20 (9–80) 30 (0–100) 200 (30–800)

Self-rated skill level¥ 2 (1–4) 3 (2–3) 5 (3–5)

Previous laparoscopic course 4 (16.7) 2 (14.3) 4 (44.4)

Table 2 Pairwise comparison of GEARS performance scores across groups

GEARS Novice (24) Intermediate (14) Expert (9) p values

Novice versus int. Int. versus expert Novice versus expert

Overall Score 19.0 (11–27) 20.75 (16.5–27) 30 (29–30) 0.0505 \0.0001 \0.0001

Depth Perception 3.5 (2–4.5) 3.5 (3–4.5) 5 (5–5) 0.1115 \0.0001 \0.0001

Bimanual dexterity 2.5 (1–5) 3.25 (2–5) 5 (5–5) 0.0555 \0.0001 \0.0001

Efficiency 2.75 (1–4.5) 3 (2–5) 5 (4.5–5) 0.0280 \0.0001 \0.0001

Force sensitivity 3 (1–4.5) 3.25 (2.5–4.5) 5 (4.5–5) 0.1660 \0.0001 \0.0001

Autonomy 3.5 (2–5) 4 (3–5) 5 (5–5) 0.0425 \0.0001 \0.0001

Robotic control 3.5 (2–4.5) 3.5 (2.5–4.5) 5 (5–5) 0.0910 \0.0001 \0.0001

Data presented as median (range)
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differentiate between experts and novices but also experts

and intermediates. An ability to discern between interme-

diate and novice skill levels was also identified, although

the difference overall only trended toward statistical sig-

nificance. It is likely that an expanded cohort would allow

for confirmation of this finding. Nevertheless, in the con-

text of surgical education, such excellent construct validity

will prove critical in tracking and evaluating trainee per-

formance over time. Currently, the number of cases per-

formed during training and the subjective assessment of

expert surgeons are the predominant methods for deter-

mining surgical proficiency. Although surgical skill may

increase with the number of cases, a direct correlation to

surgical competency may not be present [15]. Our findings

can help to establish minimum proficiency levels for dif-

ferent experience levels so that trainees have an objective

measure of surgical competence. Even in the postgraduate

re-training and maintenance of skills settings, acceptable

proficiency levels can be developed to ensure that a mini-

mal standard is met.

Additionally, with growing interest in skills acquisition

outside of the operating room, our findings further support

the use of GEARS in the evaluation of novel training

models. Many robust surgical simulators have been

developed for laparoscopic- and robot-assisted surgery,

with proven face, content, and construct validity [4–8].

However, in the absence of a standardized method to assess

surgical skills, none of these simulators have been able to

accurately demonstrate concurrent or predictive validity.

Without the correlation of simulator scores with clinical

performance, the real educational impact of these training

tools cannot be defined. In order to validate and compare

performance between these new simulators, a standard

assessment method needs to be widely adopted.

Adding to the strength of GEARS as an assessment tool,

this study confirms excellent interobserver reliability

between expert scorers. The reliability of any assessment

tool hinges on its reproducibility regardless of the qualified

evaluator. Interestingly, participants self-scoring did not

correlate as well with experts, likely reflecting a participant

self-scoring bias overall. This finding was further exag-

gerated with regards to trainee self-assessment, which may

speak to relative trainee inexperience in evaluating tech-

nical skills. However, this trainee expert assessment dis-

crepancy may be useful in highlighting what aspects of

surgery the individual finds challenging. Further investi-

gation with observers of different skill levels may help to

clarify the influence of surgical skill on scoring results.

There were limitations to this study that deserve discussion.

While this was a prospective study, our cohort size was

defined by personnel availability and external logistical

factors and, as such, groups were not equal. Additionally,

although the overall sample size was modest, it was larger

than the initial validation study. We also examined the use

of GEARS for a single task. Future investigation will be

directed toward application of GEARS as a tool to track

robotic skill acquisition over time. Finally, while we have

reported an absolute difference between the scoring of the

different skill levels, a larger dataset is required to develop

benchmarks for expert performance. Nevertheless, this

study confirms that GEARS is a robust skills assessment

tool and suggests that it may have applicability for a range

of surgical procedures and training tasks.

In conclusion, GEARS was able to differentiate between

different robotic skill levels, while maintaining consistency

and reliability for an in vivo robotic surgical task. The

results of this study, combined with previous development

and validation studies, support GEARS as a valid, reliable,

and versatile skills assessment tool. As such, GEARS may

be applied to provide formative feedback to trainees in a

range of training environments and may be used to evaluate

surgical simulators and measure their impact on clinical

performance.
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