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Abstract

Introduction Over the past decade, simulation-based

training has come to the foreground as an efficient method

for training and assessment of surgical skills in minimal

invasive surgery. Box-trainers and virtual reality (VR)

simulators have been introduced in the teaching curricula

and have substituted to some extent the traditional model of

training based on animals or cadavers. Augmented reality

(AR) is a new technology that allows blending of VR

elements and real objects within a real-world scene. In this

paper, we present a novel AR simulator for assessment of

basic laparoscopic skills.

Methods The components of the proposed system

include: a box-trainer, a camera and a set of laparoscopic

tools equipped with custom-made sensors that allow

interaction with VR training elements. Three AR tasks

were developed, focusing on basic skills such as perception

of depth of field, hand-eye coordination and bimanual

operation. The construct validity of the system was eval-

uated via a comparison between two experience groups:

novices with no experience in laparoscopic surgery and

experienced surgeons. The observed metrics included task

execution time, tool pathlength and two task-specific

errors. The study also included a feedback questionnaire

requiring participants to evaluate the face-validity of the

system.

Results Between-group comparison demonstrated highly

significant differences (\0.01) in all performance metrics

and tasks denoting the simulator’s construct validity.

Qualitative analysis on the instruments’ trajectories high-

lighted differences between novices and experts regarding

smoothness and economy of motion. Subjects’ ratings on

the feedback questionnaire highlighted the face-validity of

the training system.

Conclusions The results highlight the potential of the

proposed simulator to discriminate groups with different

expertise providing a proof of concept for the potential use

of AR as a core technology for laparoscopic simulation

training.

Keywords Augmented reality � Laparoscopy �
Simulation � Performance assessment

In medical education, the Halstedian principle ‘‘see one-do

one-teach one’’, is for more than a century the main

apprenticeship model of training, where trainees observe

how a task is performed by an expert clinician and then

repeat the same task under guidance [1, 2]. During the past

decades however, following the popular paradigm of pilot

training in modern aviation [3], simulation has been

introduced into medical education as an alternative to the

traditional model of training [4]. In general, medical sim-

ulation refers to a wide range of educational tools and

practices that allow trainees to practice their skills in a safe

environment before refining them in the real world. Man-

nequins, synthetic bench models, animal and human

cadaver tissues, human actors playing the patient’s role,

and virtual reality (VR) simulation are some of the most

popular training tools employed in several medical spe-

cialties [5, 6].

In minimally invasive surgery (MIS), the initial step

towards simulation-based training was the introduction of

box-trainers, where surgeons can practice their skills on
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synthetic models or inanimate models of human organs.

These systems allow the acquisition and enhancement of

fundamental surgical skills, such as hand-eye coordination

and perception of depth of field, via the use of the actual

endoscopic tools. Consequently trainees experience a

realistic sense of force feedback during tool–tissue inter-

action, which provides a better training experience. A

negative aspect is that training on box-trainers can prove

impractical and costly since the models need replacement

after each trial (e.g. cutting tissue), and performance

assessment is obtainable only via expert supervision or

review of the recorded videos [7].

Over the last decade, VR simulators have been intro-

duced as an alternative paradigm for training in MIS. In

principle, VR-based training refers to the graphical repre-

sentation of 3D anatomical structures on a 2D monitor,

with which the trainee is able to interact by manipulating a

mechanical interface that captures the necessary kinematic

parameters. The existing state-of-the-art VR simulation

systems employ highly sophisticated multisensory equip-

ment, advanced computer graphics and physics-based

modeling techniques, aiming to reproduce tasks that imi-

tate real-life surgical scenarios [8]. Based on the growing

evidence that computer-based simulation training leads to

improved patient care, VR simulators are now acknowl-

edged as a certified tool for teaching fundamental as well as

advanced technical and cognitive skills in MIS [9, 10]. A

significant advantage of VR simulators against box trainers

is that the former provide flexibility on the selection of the

training scenario, which can be tailored to the trainee’s

educational needs. Additionally, the capability for real-

time data collection allows the acquisition of various

important parameters related to the tool kinematics and

errors occurred, providing an automated and objective

assessment of performance [11, 12]. Despite these advan-

tages though, VR simulators are often criticized for poor

representation of some anatomical organs and tasks, and

also for providing a moderate sense of haptics during

interaction [13]. Furthermore, in contrast to box trainers

VR-based training requires significant financial investment,

the return on which remains ambiguous [14].

Augmented reality (AR) is a relatively new, hybrid

technology that allows superimposition of VR elements into

a scene captured by a camera, resulting in a realistic mixture

of real and virtual elements. To date, AR has gained wide

spread attention for an increasing number of technological

developments. Characteristic examples include: assembly

instructions for automotive manufacturing [15], virtual

representation of missing parts in archeological monuments

[16], instructions delivery for aerospace maintenance [17],

and AR mobile applications [18]. In the field of MIS, sig-

nificant research works have been conducted, mostly on the

visual enhancement of the surgical field with 3D anatomical

models that are pre-constructed from CT or MRI data [19–

21]. In this context, the AR systems are based on two core

elements: a display device that performs superimposition of

the 3D (virtual) models onto the real world scene, and a

technique for continuous estimation of the spatiotemporal

relationship (i.e. tracking) between the real and virtual

worlds. Typical display technologies include video moni-

tors [19], head-mounted displays [22] and projection-based

devices [23], whereas tracking is usually achieved by means

of electromagnetic (EM) sensors [24], optical-infrared

sensors [25], visual pattern-markers [12] and color tags [26].

Despite the significant developments in AR-assisted

surgery, there is a significant gap in the literature regarding

studies that explore AR technology for skills training in

MIS. Most relevant studies are focused on the enhancement

of the scene with features that provide visual instructions

and guidance information to the trainee. The only com-

mercially available AR system having these qualities is the

ProMIS simulator [27], which has been employed for

performance assessment of technical skills such as lapa-

roscopic suturing [28, 29].

Although the aforementioned studies have opened the

opportunity for introducing core elements of AR technology

into surgical education, the presented implementations do

not allow the trainee to interact with virtual training models

rendered on the screen. If such a systemwas to be developed,

the VR elements should had the ability to respond to colli-

sions and other type of forces applied by the actual endo-

scopic tools, similarly to the training models used in box-

trainers (e.g. pegs, cutting tissue, etc.). Reproducing these

tasks in an AR environment though is not trivial due to a

series of interrelated technical challenges such as: tracking

and pose estimation of the tools, tracking and geometric

modeling of the physical world, 3D rendering of the virtual

objects, and physics-based simulation of the interactions

occurred between theVRobjects and the physical world (e.g.

collisionswith the box surface and endoscopic tools). Hence,

implementing tasks that involve interaction between the

actual endoscopic tools and the (training) VR models would

clearly signify an important step towards the development of

a genuine AR surgical simulator. In addition, important

assets that apply in VR simulation, such as automated per-

formance assessment and flexibility in modifying the diffi-

culty level of the tasks, would also be applicable inAR-based

training. Initial studies towards this direction have recently

been published by our group, and promising results were

obtained regarding the potential of developing AR tasks

based solidly on computer vision algorithms [12, 26].

However, key degrees of freedom (DOF) such as grasping

and tip rotation could not be captured under that framework,

thus limiting the training value of the implementedAR tasks.

The aim of this paper is to propose the development of a

simulation system for training and assessment of basic
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laparoscopic skills in an AR environment. In contrast to our

previous works where tool tracking was based on image

analysis techniques, in this paper we present a multisensory

interface that can be easily attached to the handle of the

endoscopic tool providing sufficient information about the

tool kinematics. The proposed system allows the imple-

mentation of training scenarios for technical skills acqui-

sition such as perception of depth of field, hand-eye

coordination and bimanual operation. Based on this sys-

tem, the trainee is able to interact with various virtual

elements introduced into the box-trainer, using the actual

laparoscopic instrumentation (camera and tools). Ulti-

mately, our goal is to bridge the gap between box-trainers

and VR simulators, and demonstrate that an AR-based

training system could utilize the important assets of both

training modalities: the increased sense of visual realism

and force-feedback provided by the endoscopic tools,

combined with the flexibility of VR in the development of

training scenarios and the opportunity for automated per-

formance assessment based on real-time data collection.

Methods

Hardware setup

The main components of the system include: a standard PC

with a monitor (Intel� CoreTM 2 Duo 3.1 GHz), a fire-wire

camera with appropriate wide-angle lenses (PtGrey

Flea�2), a box-trainer, a pair of laparoscopic tools (Fig. 1),

and three different types of sensors attached to the lapa-

roscopic tool. The sensors (Fig. 2) are used to provide eight

DOF information regarding the tool kinematics: 3D pose of

the tool (6 DOF), shaft rotation (1 DOF), and opening

angle of the tooltip (1 DOF). Moreover, a fiducial pattern

marker is placed on the bottom surface of the box trainer to

help us define the global coordinate system of the simu-

lation environment.

To obtain the pose of the tool, trakStarTM (Ascension

Tech Corp., Burlington, VT) EM position-orientation sen-

sors are employed. The EM transmitter is placed at a fixed

position within the box-trainer, (see Fig. 1) whereas the

sensors are attached to the tool handles as shown in Fig. 2.

The pose of the receivers with respect to the tool as well as

the pose of the transmitter with respect to the global ref-

erence frame are obtained through a calibration process.

A custom-made rotary encoder controlled via an Ardu-

ino1 microcontroller board is employed to measure the

rotation of the shaft. In particular, the encoder consists of a

magnetic rotor firmly attached to the shaft, and a plastic

stator attached to the handle as shown in Fig. 2. Inside the

stator, two Hall effect sensors (HFs), positioned with an

approximate 90� angle separation, detect changes on the

sinusoidal waveform that the magnetic rotor generates

during rotation. The voltage output of the HFs is digitally

converted using a microcontroller’s analog to digital con-

verter (ADC). Calculation of the shaft rotation angle is

obtained with the CORDIC algorithm [30]. This setup

allows us to obtain angular measurements for the full 360�
range of the shaft revolution. The microcontroller is

equipped with a 10 bit resolution ADC, corresponding to

an angle resolution of 0.35�.

Fig. 1 Experimental setup, consisting of a box-trainer, a pc, two

laparoscopic instruments and a fire-wire camera

Fig. 2 A close-up of the laparoscopic instruments sensors. The

illustrated setup provides a total of eight degrees of freedom that fully

describe the instrument’s kinematics

1 http://www.arduino.cc/.
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The opening angle of the tooltip is acquired via a spe-

cially designed IR proximity sensor attached to the trigger

of the tool as shown in Fig. 2. The sensor consists of an IR

Led emitter–receiver pair. The receiver measures the

amount of the emitted IR light reflected to the handle of the

instrument. The voltage output of the IR receiver is

inversely proportional to the distance between the trigger

and the handle. In order to translate distance information

into an angle value, a pre-calibration process is required.

This process provides the maximum and minimum amount

of IR reflectance corresponding to the maximum and

minimum opening angle respectively. Additionally, the

maximum opening angle of the tooltip has to be known.

For the laparoscopic tools employed, the tooltip angle

range varies from 0� to 45�. The output of the IR proximity

sensor is fed to the microcontroller ADC, and the trans-

formation of the measured reflectance into angle units is

provided by:

ucurr ¼ Rcurr �
Rmax � Rmin

umax

ð1Þ

where ucurr is the calculated rotation angle, Rcurr is the

reflectance measurement, umax is the maximum opening

angle of the tooltip, and Rmax;Rmin are the maximum and

minimum reflectance values respectively obtained from the

pre-calibration process.

Simulation engine

The software engine for the VR-based laparoscopic tasks

was developed using Ogre3D2 as a framework for man-

aging both the creation of the graphical user interface and

the rendering of the mixed reality scene for the tasks. The

ARToolkitPro3 library was used to calculate the spatial

relationship between the camera and the box-trainer ref-

erence frame in terms of rotation and translation, by

tracking the pose of the pattern marker described earlier.

Simulation of the physical behavior of the virtual objects

(such as collision detection, response between tools and

virtual objects, and soft body deformations), was imple-

mented with the Bullet4 real-time physics engine. In order

to meet the specific needs of each task and achieve realistic

behavior of the virtual objects, several modifications and

supplementary algorithms to the Bullet source code were

applied. Finally, the 3D models of the virtual objects

employed in the simulation tasks, were performed in

Blender3D.5

Task description

Based on the aforementioned simulation engine, three

training tasks were developed, targeting different technical

skills in laparoscopic surgery (Fig. 3).

Task 1: instrument navigation (IN)

A total of eight rounded white buttons, each one enclosed in a

black cylinder, is introduced to the center of the box-trainer

(Fig. 3A). The task requires the user to hit the buttons in a

sequential order,when each one of them is highlighted in green.

The order on which the buttons get highlighted is random and

also varies randomly among training sessions. The user is given

a time limit of 8 s for each button. Two types of error were

recorded during this task: the number of missed targets due to

time expiration, and the number of tooltip collisions with either

the base of the box-trainer or the black cylinders.

Task 2: peg transfer (PT)

This task is based on a virtual peg-board consisted of four

cylindrical targets and an equal number of torus-shaped

pegs introduced sequentially into the scene (Fig. 3B). Each

target has a distinctive color. The trainee has to lift and

transfer each peg to the target with the same color. When a

peg has been transferred, another peg of different color is

introduced. Two types of error were recorded during this

task: unsuccessful transfer attempts and peg drops.

Unsuccessful attempts occur when a peg is dropped away

from the center of the box-trainer or when it is transferred

to a target with a different color, while peg drops occur

each time a peg is dropped accidentally during transferring.

Task 3: clipping (CL)

A virtual vein is introduced into the scene as shown in

Fig. 3C. The center of the vein is highlighted in green and

two different locations on either side of its center are high-

lighted in red. The width of each highlighted region is 5 mm.

The goal is to apply a clip at the center of each of the red

regions using a virtual clip applicator. Once clipped, then the

user has to use virtual scissors to cut at the center of the green

region. Two different metrics were recorded during this task:

The distance error during CL/cutting with respect to the

center of the corresponding region, and the number of

unsuccessful CL/cutting attempts, which are recorded when

the user clips/cuts outside the highlighted area.

Study design and statistical analysis

We collected data from subjects with two different levels

of expertise: ten experienced surgeons (experts), and ten

2 http://www.ogre3d.org.
3 http://www.artoolworks.com.
4 http://bulletphysics.org.
5 http://www.blender.org.
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individuals with no experience in laparoscopic surgery

(novices). Each participant performed two trials of each

task. Prior to performance, each subject performed a trial

session of each task to enhance familiarization.

The collected data regarding the performance of the two

groups were statistically analyzed using the MATLAB�

Statistics toolbox (MathWorks, Natick, MA, USA).

Between-group comparison of performance metrics was

undertaken with the Mann–Whitney U test (5 % level of

significance).

Questionnaire

To further investigate the training value of the simulator,

the subjects from both experience groups were asked to

complete a questionnaire after the completion of the study

protocol. Using a 5-point Likert scale scoring system, the

provided choices were ‘‘none’’, ‘‘low’’, ‘‘medium’’, ‘‘high’’

and ‘‘very high’’. Each of the three training tasks was

assessed based on the following criteria:

1. How do you rate the realism of the graphical

representation of the VR objects?

2. How do you rate the realism of the interaction

between the instruments and the VR objects?

3. How do you rate the difficulty of the task?

4. How important was the lack of force feedback during

tool-object interaction?

5. How restrictive in performing a task was the attach-

ment of sensors on the laparoscopic tool?

Results

To evaluate the construct validity of the proposed system a

statistical comparison of the two experience groups was

performed with regard to the three tasks described previ-

ously. The performance metrics included the two types of

errors for each task, the task completion time, and the total

pathlength of the laparoscopic tools. Figures 4, 5 and 6

illustrate bar charts of the four performance metrics for the

three training tasks respectively. It is clear that experts

outperform novices in all tasks and metrics. Table 1 depicts

the median values of each group and the p values obtained

from the between-group comparison test. It can be noticed

that in almost all performance metrics, the p values denote

a highly significant performance difference between the

groups (\0.01). The only metric that demonstrates a

slightly reduced difference between the groups is error 1

for PT, although the measured p value is also significant

(\0.05). From the same figures, it can also be noticed that

the interquartile difference of experts is clearly smaller

than that of the novices, indicating a robust performance.

This is especially noticeable for time and pathlength, where

the results for the experts group demonstrate a very small

interquartile difference across all tasks. Additionally, for

the PT task one can notice that error 1 for experts is 0 %,

which indicates that none of them missed a peg across the

attempted trials. Similarly, for the CL task the error 2 of the

experts group is 0 %, indicating that none of them missed a

target during the trials. It is also important to notice that for

the novices group the completion time and instrument

pathlength are two to three times higher than that of the

experts group for all training tasks, indicating the potential

of these metrics to capture the difference in experience

between the two groups. The actual numerical results for

this comparison are provided in Table 1.

Figure 7 illustrates a plot of the trajectory of the

instrument controlled by the dominant hand of the subject

that is closest to the median of the total pathlength. It is

clear that the expert’s trajectory is smoother and more

confined compared to that of the novice. Especially for the

CL task, the expert demonstrates a fine pattern of move-

ments, whereas the novice performs multiple retractions of

the tool to locate the targets. Moreover, the tool trajectory

of the novice is less targeted compared to that of the expert

Fig. 3 Screenshots of the three augmented reality training tasks: A instrument navigation, B peg transfer, C clipping

2228 Surg Endosc (2015) 29:2224–2234

123



subject, and it is also accompanied by a significant amount

of jitter.

Table 2 illustrates the subjects’ ratings for the face validity

of the proposed training system. With regard to the graphical

representation and the physics-based behavior of theAR tasks,

the subjects fromboth groups agreed that the attributed realism

was more than sufficient (high–very high) to provide the

expected training qualities. The subjects also found the diffi-

culty of the IN task to be lower compared to PT and CL. For

these two tasks, the novices group encountered greater diffi-

culty in performing them compared to experts. Regarding the

sense of force feedback, both groups seem to agree that its

absence does not play a significant role for the tasks that do not

involve soft-tissue deformations (IN and PT). For the CL task

however, force feedback seems to be important, based on the

subjects’ ratings. The subjects also concluded that the sensors

attached to the laparoscopic instruments do not seem to restrict

themaneuvers performed by the user during task performance.

Discussion

In this paper we describe the development of an AR lap-

aroscopic simulator that focuses on the assessment of basic

surgical skills. In contrary to the existing AR-based train-

ing platforms (ProMIS [28]), our system is a genuine AR-

based training system that allows the user to interact in

real-time with rigid and deformable VR models. An

important advantage of the proposed system is the

increased sense of visual realism, emerging from the

realistic mixture of real world and VR models that AR

technology provides. The improved visual feedback pro-

vides better understanding about the position of the VR

elements, which in turn provides the trainee enhanced

perception of depth compared to purely virtual environ-

ments. In addition to the visual realism however, the pro-

posed system allows trainees to gain better familiarization

with the actual operating conditions due to the actual lap-

aroscopic instrumentation employed to perform the tasks.

Another advantage of the proposed simulator is that its cost

is significantly less than that of a commercial VR laparo-

scopic simulator, since it employs custom-made low-cost

sensors and open-source graphics libraries. Hence the

proposed system seems a low-cost alternative to the com-

mercial VR simulators for recognizing users with different

experience in laparoscopic surgery.

A potential drawback of the proposed simulator is the

lack of force feedback during interaction. Although there

Fig. 4 Instrument navigation:

box plot comparison for time,

pathlength, error 1 and error 2

between the two experience

groups
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are a few options for commercially available force feed-

back devices, it would be problematic to integrate them

into the proposed AR setup since they are bulky and thus

they would obscure the visual field of view if they were

placed inside the box trainer. To overcome this limitation,

a device that would provide force feedback without

affecting the camera field of view could be employed, but

to the best of our knowledge a device with such charac-

teristics is not currently available. Nevertheless, the

importance of force feedback in the acquisition of basic

surgical skills is subject to controversy [26]. Studies indi-

cate that for basic skills, force feedback does not play a

critical role in the efficiency of a training platform [31, 32].

In addition, some studies claim that an inaccurate imple-

mentation of force feedback results in poor quality of

simulation that could lead to adverse effects and bad habits

[33]. However, there are studies that reporting that even a

simulator without force feedback can provide effective

transfer of training [34]. To assess its significance in the

proposed setup, we asked the participants to rate the impact

of the lack of force feedback for each task practiced. Based

on the replies received, it was concluded that although

feedback would be and important asset, it is not crucial for

training tasks that do not involve interaction with soft tis-

sues. This may be due to the fact that interaction with soft

tissue requires gentle hand movements, and hence force-

feedback would provide better realization of the applied

forces, helping the surgeon not to damage the tissue.

Besides the importance of force feedback, the ques-

tionnaire statements aimed to rate other key aspects of our

simulator such as its realism, difficulty of the training tasks

and the potential motion-restrictive effects that the

attachment of sensors to the tool may produce. First, we

asked the participants to evaluate the visual representation

and physics-based behavior of the virtual models. The two

experience groups seemed to agree that the proposed

simulator provides in overall more than a sufficient sense

of realism. Additionally, novices faced greater difficulties

in achieving the goals of the proposed tasks compared to

the experts group. Both experience groups also agreed that

the attachment of the sensory equipment to the laparo-

scopic tools did not reduce their freedom to perform the

required hand maneuvers, and consequently did not

impeded task performance. In overall, the questionnaire

replies indicate that the AR simulator was well accepted

both by novices and experts.

Fig. 5 Peg transfer: box plot

comparison for time,

pathlength, error 1 and error 2

between the two experience

groups
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With regard to the training tasks, they focus on basic

surgical skills such as perception of depth of field and hand

eye coordination. These tasks were designed so as to be

similar to those offered by commercial VR simulators and

box trainers. Although one could certainly develop more

complex tasks, our main purpose here was to provide a

proof of concept about the educational potential of these

tasks in an AR setting. Similarly, the observed metrics are

to some extent similar to the metrics employed for per-

formance evaluation in the current VR simulators.

The between-group comparisons of the two experience

groups show that the proposed tasks exhibit construct

validity. For all metrics, and especially for time and

pathlength, our results show significant performance

Fig. 6 Clipping: box plot

comparison for time,

pathlength, error 1 and error 2

between the two experience

groups

Table 1 Performance results

(medians) and between-group

comparison of the three training

tasks and the four observed

metrics

Values in parenthesis indicate

the range between the 25th and

the 75th quartile for each metric

Task Metric Experts Novices p value

Instrument navigation Path (m) 0.71 (0.64–0.81) 1.79 (1.35–2.06) \0.01

Time (s) 24.04 (20.42–28.46) 63.26 (52.01–65.96) \0.01

Error 1 12.50 (0–25) 43.75 (25–62.5) \0.01

Error 2 3 (2–5) 6.50 (5–11) \0.01

Peg transfer Path (m) 1.66 (1.50–1.94) 3.78 (3.11–5.39) \0.01

Time (s) 36.88 (32.26–37.54) 122.43 (96.15–172.61) \0.01

Error 1 0 (0) 0 (0) \0.05

Error 2 2 (0–4) 12 (7–24) \0.01

Clipping Path (m) 1.81 (1.61–2.54) 5.33 (2.98–6.03) \0.01

Time (s) 26.24 (24.68–35.08) 101.15 (81.62–142.94) \0.01

Error 1 1.07 (0.98–1.39) 2.55 (2.10–2.84) \0.01

Error 2 (%) 0 (0) 33.3 (0–66.66) \0.01
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Fig. 7 Instrument trajectories

obtained from the subjects that

were closer to the pathlength

median in the three training

tasks

Table 2 The feedback questionnaire statements and mean ratings for each task and experience group

Statements Instrument

navigation

Peg transfer Clipping

Novices Experts Novices Experts Novices Experts

1. How do you rate the realism of the graphical representation of the VR objects? 4.5 4 4.5 4.5 4 4

2. How do you rate the realism of the interaction between the instruments and the

VR objects?

4.4 4.2 4.2 4 4 3.8

3. How do you rate the difficulty of the task? 2.5 2.5 4.0 3 4.5 3.5

4. How important was the lack of force feedback during tool–object interaction? 3 3.5 2.5 3 4 4

5. How restrictive in performing a task was the attachment of sensors on the

laparoscopic tool?

1 1.5 1 1.5 1 1.5
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differences between experts and novices. These results can

be interpreted as indicative of the simulator’s potential to

discriminate groups with different level of surgical

experience.

Since AR and VR have in essence the same capabilities,

the presented system allows the same flexibility in task

prototyping that a VR platform would offer. Consequently,

besides the three training tasks demonstrated in this paper,

our future work includes the implementation of additional

scenarios that will allow further investigation of the sim-

ulator’s training efficiency as well as the transferability of

the skills acquired with the proposed system to the oper-

ating environment. In the same context, we aim to conduct

a comparison study that will compare the training value of

our simulator with regard to that achieved by a commercial

VR simulator. Finally, to further enhance the robustness of

our simulator, we aim to improve the stability of the sen-

sors employed, and also improve their design in a modular

setup with portable characteristics.
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