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Abstract

Background As surgical robots begin to occupy a larger

place in operating rooms around the world, continued

innovation is necessary to improve our outcomes.

Methods A comprehensive review of current surgical

robotic user interfaces was performed to describe the

modern surgical platforms, identify the benefits, and

address the issues of feedback and limitations of

visualization.

Results Most robots currently used in surgery employ a

master/slave relationship, with the surgeon seated at a

work-console, manipulating the master system and visu-

alizing the operation on a video screen. Although enormous

strides have been made to advance current technology to

the point of clinical use, limitations still exist. A lack of

haptic feedback to the surgeon and the inability of the

surgeon to be stationed at the operating table are the most

notable examples. The future of robotic surgery sees a

marked increase in the visualization technologies used in

the operating room, as well as in the robots’ abilities to

convey haptic feedback to the surgeon. This will allow

unparalleled sensation for the surgeon and almost eliminate

inadvertent tissue contact and injury.

Conclusions A novel design for a user interface will

allow the surgeon to have access to the patient bedside,

remaining sterile throughout the procedure, employ a head-

mounted three-dimensional visualization system, and allow

the most intuitive master manipulation of the slave robot to

date.

Keywords Surgical robot � Minimally invasive surgery �
Surgical user interface

Enormous advances have been made in robotic surgery in

the short time that it has been in clinical use. The operating

field can be seen three-dimensionally, in high definition,

and surgeons can sit comfortably at a console while per-

forming major surgery. Some major limitations must be

overcome for the field of robotics to reach its full potential

in terms of safety and efficacy. Most of the current surgeon/

robot interfaces rely on a master/slave orientation. When a

surgeon moves their wrist or arm with the da Vinci Surgical

System�, the robot mimics that same action. The PHANTOM

Omni employs a master/slave relationship and uses an

intuitive pencil-type interface to convey the surgeon’s

motions to the robot. Other interfaces in development and

production, such as the neuroArm, combine the movement

of the Phantom with an additional lever for grasping

functions to take place.

The purpose of this study was to identify the benefits of

current surgical robotic platforms, specifically the sur-

geon’s user interface, maximum degrees of freedom and

force feedback while assessing the limitations that they

possess, such as restricted motion, vision, or compromised

surgical quality.

As robotic surgical technology develops, in an effort to

improve patient outcomes, the focus will be on novel

interfaces that address and rectify issues that current

robotic systems lack, most notably haptic feedback, and

that the robots give surgeons the best opportunity to per-

form an operation successfully without hindrance from the

technology they choose to employ. Upon examination of

the elements of a successful surgical control interface, a

novel user interface can be proposed.
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Methods

A comprehensive review of current surgical robotic user

interfaces was performed to describe the modern surgical

platforms, identify the benefits, and address the issues of

feedback and limitations of visualization.

Current robotic platforms and interfaces

da Vinci Surgical System

The da Vinci Surgical System� (Intuitive Surgical, Inc.,

Sunnyvale, CA; Fig. 1) is the most widely used robotic

surgical system in the world, with more than 55,000 radical

prostatectomies performed with its assistance in 2007 [1].

It has achieved this by utilizing wristed instrumentation

(EndoWrist; Intuitive Surgical, Inc.), which allows seven

degrees of freedom (DOF), tremor filtration, a high-reso-

lution, three-dimensional visualization system, and a

comfortable user console (Fig. 2) that allows for quick

learning of even complex reconstructive tasks [2]. The da

Vinci system uses a master/slave manipulator, with finger-

cuff telemanipulators for your index and thumb to create

the familiar grasping motion. This design is meant to be

intuitive for a first-time user, which allows for rapid

training of novices.

The da Vinci Surgical System� has comfortable ergo-

nomics, offering a padded head rest and arm bars, adjust-

able finger loops, and an intraocular distance that can be

adjusted based on the individual’s needs, making it a

valuable tool for surgeons [3].

Despite the system’s advantages, two main criticisms of

the da Vinci exist. With the da Vinci system, the surgeon is

seated at a work station, removed from the bedside, dis-

tancing them from the other members of the operating

team. The second issue not addressed by the da Vinci

system is the lack of haptic feedback. Shah et al. [4]

showed that the lack of haptics does not seem to affect

surgical margin rates in robotic-assisted laparoscopic

prostatectomy (RALP). This is largely due to its improved

three-dimensional visualization system that allows for

better representation of the tissue being manipulated.

While the introduction of the high-definition, three-

dimensional display has greatly helped the surgeon’s

visualization for tissue manipulation, the da Vinci still

lacks force feedback. Force feedback in delicate proce-

dures, especially those involving the bowel, heart, lungs, or

other fragile tissues, is absolutely necessary to maximize

surgical outcomes. The surgeon must know how much

pressure he is applying to a tissue, to avoid causing

potentially life-threatening surgical complications. Without

this feedback, the surgeon must base his or her intraoper-

ative decisions solely on visual cues encountered in the

dissection [5].

Fig. 1 da Vinci Surgical System� (Intuitive Surgical, Inc., Sunnyvale, CA)

Fig. 2 da Vinci Surgical System� surgeon work-console (Intuitive

Surgical, Inc.)
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The MASTER, a master–slave transluminal endoscopic

robot

The MASTER is a novel robotic-enhanced endosurgical

system designed for natural orifice transluminal endoscopic

surgery (NOTES) and endoscopic submucosal dissection

(ESD) [6]. Surgeons strive to perform surgeries that leave no

visible scars by implementing these approaches. The

MASTER consists of a master controller, a telesurgical

workstation, and a slave manipulator that holds two end-

effectors: a grasper, and a monopolar electrocautery hook.

The master controller, connected to the manipulator by

electrical and wire cables, is attached to the wrist and fingers

of the operator. Movements of the operator are detected and

converted into control signals, driving the slave manipulator

(Fig. 3) via a tendon-sheath power transmission mechanism,

allowing nine DOF [7]. The new platform is slightly larger

than the size of the endoscope, which can pass through an

overtube with an inner diameter of 16.7 mm (Fig. 4). The

MASTER system’s nine DOF allow the operator to reach,

position, and orient the attached manipulators at any point

within the workspace. Providing effective triangulation, the

platform can facilitate bimanual coordination of surgical

tasks by minimizing the need to maneuver the endoscope and

exerting off-axis force on the site of interest.

The maneuverability of the platform includes two

aspects: one of the endoscope and one of the robotic sys-

tems. Although the robotic manipulators are attached to the

tip of endoscope, its maneuverability is not affected. The

endoscope still has the ability to maneuver in all planes,

including vertical, horizontal, and lateral, and the shaft can

perform 1800 retroflexion. The maneuvering of the robotic

manipulators is controlled intuitively by a human/machine

interface, the master console. Successful ESD and wedge

hepatic resections have been performed on live porcine

models. The MASTER exhibited good grasping and cutting

efficiency throughout, and surgical maneuvers were

achieved with ease and precision. There was no incidence

of excessive bleeding or stomach wall perforation [8, 9].

MiroSurge robotic system

The MiroSurge robot provides the surgeon with seven DOF

inside the patient. It consists of four arms, designed to

mimic human arms at approximately 10 kg each, with two

of these arms providing force feedback (Fig. 5). A third

arm is equipped with two cameras that allow for a three-

dimensional display (DLR Institute of Robotics and

Mechatronics, Germany) [10, 11].

The MiroSurge interface is one that closely mimics the

da Vinci, with its finger loops for the index finger and

thumb and free movement of the end-effectors. The

MiroSurge is different in that the images of the operation

are displayed on a video monitor right in front of the

operating surgeon, instead of the surgeon sitting at a con-

sole with their head looking down into a display. To its

advantage, MiroSurge allows free movement of the surgi-

cal arm autonomously while keeping the end-effector in

place. This function allows a member of the team to move

a joint or provide for more room at the operating table,

without disturbing the placement or location of one of the
Fig. 3 MASTER. The exoskeleton with two steerable articulating

arms, Nanyang Technological University

Fig. 4 MASTER. The robotic slave manipulator adapted to the

endoscope, Nanyang Technological University
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arms. A biopsy attachment allows for the positioning and

execution of a biopsy as dictated by a preoperative plan

laid out by the surgeons [10, 12].

The MiroSurge, although not commercially available at

this time, seems to have a good vision for their robot. The

MiroSurge, allows three-dimensional visualization and

force feedback, giving surgeons the best opportunity to

visualize the tissue being worked on and feel tension

applied to that tissue [13]. Each joint contains torque

sensing capabilities, position sensors, and programmable

software technology.

RAVEN Surgical System/PHANTOM Omni

Despite all the benefits of the da Vinci Surgical System, it

was not designed for harsh environments. With a reduced

size, weight, and wireless connection, the RAVEN robot

was designed and tested in field experiments. It is equipped

with articulated arms, made of aluminum, and can utilize a

variety of surgical tools: scalpels, graspers, scissors, and

clip appliers (Fig. 6). The many joints provide six DOF.

The arms are designed with embedded steel cables, similar

to da Vinci, but the brushless DC motors running them are

mounted outside the arms. This design allows the arms to

be smaller and lighter.

During three days of intense trials in a desert environ-

ment, exposed to high temperatures and dust winds, two

surgeons tested the robot. The robot performed precise sur-

gical skills while operated remotely via wireless connection.

A 100-meter distance was set between the robot and the

surgeon, with wireless connection provided via an airborne

communication link, an unmanned aircraft vehicle, flying in

circles 200 m above the experimental area [14, 15].

Surgeons operated the robot from a tent set 100 meters

away, via two SensAble
TM

PHANTOM� Omni (SensAble

Technologies, Inc., Woburn, MA) haptic controllers with

three DOF and force feedback capabilities (Fig. 7). It has

two pen-like controllers that sense and translate their

position and orientation in a mechanically constrained

volume of 1,340 cm3. The controllers can apply a force, in

any direction, up to 3.3 Newtons [16].

The actual position of the robot is reported via encoders

mounted on the six brushless motors. The computer uses

the encoder positions to calculate whether the robot has

reached a mechanical limit, or if there has been a collision

between the robot parts, and then uses the force feedback

capabilities of the controllers to apply a corresponding

force to the surgeons’ hands, alerting the surgeon of an

obstruction [17].
Fig. 5 MiroSurge robot, DLR Institute of Robotics and Mechatronics,

Germany

Fig. 6 RAVEN surgical robot has aluminum arms, utilizes a variety

of surgical tools: scalpels, graspers, scissors, clip appliers, University

of California Santa Cruz

Fig. 7 Phantom Omni (SensAble
TM

PHANTOM Omni� haptic

device, � Copyright SensAble Technologies, Inc., Woburn, MA)
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Two buttons on the pen end-effector are used to control

the open/close position of the robotic gripper. Pressing the

far button closes the gripper and pressing the near button

opens the gripper. With no force measurement of the grip-

ping force, the surgeon must use visual feedback to control

the force, which for tissue is usually identified by both

deformation information and color changes [18]. The sur-

geons successfully accomplished the tasks, despite the

extremes of the surrounding environment and the presence

of slight video picture pixelation and connection delays [15].

NeuroArm

The neuroArm is a master/slave robot that utilizes features

of both the da Vinci [19] and the Phantom robotic surgical

systems. This MRI-compatible, image-guided, computer-

assisted robot is designed specifically for neurosurgery and

utilizes a pencil-type master control (Fig. 8). The neuro-

Arm has a lever for grasping objects, as well as an easily

accessible button for use with instruments that are merely

on/off, such as cautery. The console is what sets the neu-

roArm apart. The surgeon has access to numerous screens

for viewing of CT, MRI, and other images that they may

want to reference during an operation (Fig. 9). A binocular

area allows the surgeon to view their working space via the

surgical microscope.

The neuroArm can easily exchange instrumentation,

visualize the operative field, as well as access any neces-

sary radiologic images. Through its custom-made titanium

Fig. 8 NeuroArm controllers allow haptic feedback, three-dimensional visualization, an intuitive pencil-type interface, and the ability to

visualize radiologic images with the operation (Calgary, AB)

Fig. 9 MRI-compatible, image-guided, computer-assisted device

NeuroArm, Calgary, AB

Surg Endosc (2012) 26:2117–2125 2121

123



tool tips with three DOF, the neuroArm can provide haptic

feedback [20]. Each of the tools incorporates two strain-

gauges that convey force feedback upon the user interface

[21].

By allowing haptics, three-dimensional visualization, a

fairly intuitive pencil-type interface, and the ability to

visualize radiologic images with the operation, the neuro-

Arm interface design incorporates some of the most

instrumental aspects of surgery, maximizing the results

obtained from the robotic interface.

UCSC Exoskeleton—prototype 3

The University of California Santa Cruz is developing an

exoskeleton robot (Fig. 10) of interesting design, with

surgical possibilities [22, 23]. Designed to be an assistive

device for patients who are weakened or disabled, the

exoskeleton has joints that mimic the operator’s joints and

assist in bearing the load that the patient bears [24]. The

idea is to evolve eventually to controlling the robot at the

neuromuscular level for assisting motion.

Joints linking the movements of the exoskeleton to that

of the operator could easily be transmitted to the corre-

sponding joints of a slave robot. Highly intuitive, surgeons

would merely have to mimic a procedure as though they

were doing it as an open procedure. The full movements of

the surgeon could be scaled down to allow for more precise

operations and it would allow the surgeons more freedom

of motion [assessment of surgical skills].

Because this robot was not intended for surgical use,

critiquing its value as a surgical robot is difficult. However,

aspects of this robot can be expounded upon for use and

integration into the field of robotic surgery. A future iter-

ation would need to include some force feedback, a more

ergonomic design, and an exoskeleton that fits closer to the

operator’s body. This way, theoretically, the surgeon could

be standing near the operating table, draped in the normal

sterile fashion, with the robot master underneath their

gown. The end goal would be a design that eliminates

constraint on the surgeon, so that they are not bothered or

hindered by the robotic interface, and can focus all of their

efforts on the operation at hand.

CAST, University of Nebraska Medical Center—

Grasper Interface

The team at the University of Nebraska Medical Center’s

Center for Advanced Surgical Technology (CAST) is

developing a miniature in vivo robot, capable of perform-

ing numerous operations within the abdominal cavity

(Fig. 11). Once inside the body, the surgeon controls the

robot using standard laparoscopic-type grasper handles,

attached to a pivoting arm system [25]. This system

(Fig. 12) mimics the joints of the human arm and allows

for the motion of the surgeon’s arm and hand to be trans-

mitted to the robot, which has six DOF [26].

The graspers are familiar to surgeons accustomed to

laparoscopic surgery and do not take much time getting

used to. However, this interface attached to the robot

master-end has produced numerous obstacles and is largely

responsible for the research behind the current paper. The

pivoting arm causes problems, especially when the surgeon

performs complex maneuvers that involve multiple joints.

The master arms are fixed to a chair that the surgeon is

sitting in and, therefore, unable to swivel out of the way

when they get placed in certain positions. The surgeon’s

own hand and wrist often are constrained by the placement

of the robotic arms, restricting movement.

Fig. 10 Exoskeleton, University of California Santa Cruz

Fig. 11 Surgical robot, University of Nebraska Medical Center

CAST
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Data Gloves

The medical applications for virtual reality (VR) platforms

are just starting to be fully realized as the field of robotic

medicine has grown. Various types of VR include im-

mersive and augmented. In immersive VR, the user wears

goggles or some type of visual screen, which conveys an

image of the desired place; the user feels as though they are

fully within the environment, able to interact with their

surroundings. In augmented VR, a layer of computer

images are placed over the real world to enhance or

highlight certain features. Augmented VR can be seen as

the integration of computer-generated images (possibly

from preoperative MRI, etc.) with live video or other real-

time images [27]. The da Vinci system and other surgical

robots utilize some sort of VR platform to give surgeons

the feeling of operating directly on the patient. Surgeons

are able to feel fully immersed in the operation, as though

the procedure were being done in an open manner [28, 29].

VR and three-dimensional devices allow a user to

interact with a virtual world. Data gloves, such as the

image-based data glove (Fig. 13) or the CyberGlove II

(Fig. 14) can be used for VR simulation (CyberGlove II

Systems LLC, San Jose, CA). The CyberGrasp can

accompany the CyberGlove as an exoskeleton to provide

force feedback in the virtual environment. This wireless

system allows full range of motion of the hand without

restricting movement, and the glove has flexible sensors

that can measure position and movement of the fingers and

wrist of the operator.

The possibility of adding preoperative mapping and

‘‘no-go’’ zones would allow a surgeon to map out areas

preoperatively that they do not want the robot to intrude.

With the help of sensors on the glove, as well as the aug-

mented VR that could display the operative window,

surgeons could perform the operation and minimize

unwanted consequences.

Discussion

As robotic surgery gains popularity in market share of

future surgical procedures, in the United States and abroad,

surgeon/robot interaction will be emphasized. This is not a

trivial issue, as evidenced by a number of different options

available both to engineers and physicians [30]. The robots

will become more sophisticated and more capable,

requiring highly intuitive control systems to be built, for a

surgeon to take advantage of all the opportunities.

Innovations in robotic surgery strive to improve patient

outcomes and should address and rectify issues that current

robotic systems lack, most notably haptic feedback, and

provide the surgeon with the best opportunity to perform an

operation successfully.

An interface that allows the surgeon to operate the robot

from the patient bedside would use data gloves, worn

directly over the surgeon’s hands, as the master for the

surgical robot. The surgeon could cover the data gloves

with standard sterile gowning and gloving while being able

Fig. 12 Surgical robot controllers, University of Nebraska Medical

Center

Fig. 13 Image-based data glove

Fig. 14 Wireless CyberGlove II Systems LLC, San Jose, CA

Surg Endosc (2012) 26:2117–2125 2123

123



to stand at the patient bedside to communicate and interact

with the rest of the surgical team.

This design would need to incorporate the necessary seven

DOF allowed by the human arm, as well as integrate haptics

for the design to be of maximal benefit for the patient. Haptics

have been defined by Okamura as kinesthetic (involving

forces and positions of the muscles and joints) or cutaneous

(tactile, related to the skin), encompassing texture, vibration,

touch, and temperature [31]. The gloves would have motion-

detecting sensors, as used in VR simulation and video game

production, attached to the glove at all of the critical moving

joints. This way, the sensors, and in turn the robot, would be

able to identify its position in space and its position relative to

the other sensors. This would allow the robot to move, in real

time, in the precise manner that the surgeon moves.

To account for haptic feedback, strain sensors would be

incorporated within the gears of the robot, providing a scaled

amount of feedback to the surgeon [32]. This could be

accomplished through a vibratory sensation that becomes

more intense as surgeons apply greater pressures to the tis-

sues. Advances in three-dimensional visualization have

helped to reduce unintended surgical consequences; how-

ever, it is not a substitute for force feedback. This technology

would give that advantage back to the operating surgeon.

Haptic feedback, despite the argument made by Shah et al.,

has been shown to reduce of tissue injury and suture break-

age, while at the same time maintain a reasonable operating

time, under an experienced surgeon [33–37].

The final design would include a head-mounted display

(HMD) for the surgeon that had three-dimensional capa-

bilities. This would allow the surgeon to focus on the

operation but still be able to remove the display if they

wanted to visualize something else in the operating room.

Much like standard ‘‘loops’’ that surgeons wear, an HMD

would allow for zooming, change in light contrast, and

possibly thermo-sensing to identify at-risk tissue.

As a result, a proper surgical control system must have a

number of fundamental features to allow surgeons to per-

form complicated robotic surgeries. Haptic interfaces, vir-

tual and augmented reality, natural control surfaces

allowing for surgeon movement, and the opportunity for

sterility are fundamental requirements that each engineer-

ing robotic group should consider.

Finally, as more robotic systems become purpose-built,

interfaces also will have to be purpose-built. For instance, a

control for a robot performing orthopedic and milling

maneuvers may require different specifications than a robot

used for small, fine-motor movements, such as suturing or

microscopic tissue manipulation.
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