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Abstract
Background: Previous studies have failed to establish
clear advantages for the use of stereoscopic visualization
systems in minimal-access surgery. The aim of this study
was to objectively assess whether stereoscopic visuali-
zation improves performance on bench models using the
da Vinci robotic system.
Methods: Eleven surgeons carried out a series of four
tasks. Positional data streamed from the da Vinci system
was analyzed by means of a previously validated cus-
tom-designed software-package. An independent blind-
ed observer scored errors. Statistical analysis included
the Wilcoxon signed rank test. A p < 0.05 was deemed
significant.
Results: We found significant improvements in all tasks
and for all parameters (p < 0.05). In addition, a sig-
nificantly lower number of errors was scored using the
stereoscopic mode as compared to the standard two-
dimensional image (p < 0.001).
Conclusion: Robotic-assisted performance on bench
models is more efficient and accurate using stereoscopic
visualization.
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During the last 2 decades, robotic systems have evolved
from simple instrument stabilizers, through voice-con-
trolled camera stabilizers (AESOP; Computer Motion,
CA, USA), to more comprehensive solutions, such as
telemanipulator systems (Zeus and de Vinci [Intuitive
Surgical, Mountain view, CA, USA]). At the same time,
visualization technologies followed a similar path of
evolution, with the ultimate aim of restoring the sur-
geon’s stereoscopic vision.

The application of stereoscopic visualization systems
in laparoscopic surgery has gone through several stages
of development since the early 1990s [18, 19]. The first
generation of stereoscopic vision systems, which con-
sisted of two separate video cameras attached to a single
optical channel (standard endoscope) that alternately
transmitted signals to a head-mounted device, produced
sufficient stereoscopic visualization. However, these
systems did not find much favor with the surgical
community because they were ergonomically unsuitable.
Moreover, they were associated with neurophysiological
side effects that were attributed mainly to the optical
shuttering, which caused ocular fatigue, headaches, and
nausea [4, 9, 13, 17]. The next generation of stereoscopic
vision systems relied on the same basic principle. How-
ever, the images were displayed on a monitor, while the
surgeon wore simple lightweight polarizing glasses, so
that each eye received only a single respective signal.
The right and left signals then fused in the visual cortex
to produce a three-dimensional (3D) image. Although
several studies have demonstrated the advantages of 3D
systems [3, 16], others have suggested that the benefit is
negligible. This lack of proven efficacy, together with the
excessive costs of these systems, has led experienced
surgeons to regard them as unnecessary. Also, these
studies have shown that with increasing skill and expe-
rience, the acquisition of other visual and spatial cues
adequately compensates for the lack of stereoscopic vi-
sion [3, 5, 6, 10, 11].
It was expected that surgical robotic systems would

be able to overcome most of the shortcomings of con-
ventional minimally invasive surgery (MIS). The da
Vinci telemanipulator system is a master–slave system
where the surgeon is seated at the master console, which
is equipped with ergonomically designed controls to-
gether with a stereoscopic visualisation system (Fig. 1).
The slave unit carries out the operative procedure on the
patient using two mechanical arms. The arms are
equipped with wrist-like working tips with seven degrees
of freedom of motion, almost replicating the human
wrists.Correspondence to: Y. Munz
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The da Vinci stereoscopic visualization system is
comprised of four subunits that are interconnected
(Fig. 2). The first unit features a custom-designed en-
doscope with two separate optic channels with a dis-
tance of 6 mm between their longitudinal axis; thus,
it re-creates the most important aspect of stereopsis,
which is binocular disparity. This is connected to a
camera head, which holds two three charge-coupled
device (CCD) chip cameras. The image is then proc-
essed through a noise reduction system, enhanced,
scanned, and then displayed through the stereo viewer,
which consists of two high-resolution monitors, where
the surgeon receives a fused 3D image of the operative
field.
From recent studies, it is evident that the learning

curve for robotic surgery is shorter than that for lapa-
roscopic surgery [7, 12]. The aim of this study was first
to objectively assess whether stereoscopic visualization
improves the surgeon’s performance using the da Vinci
robotic system on tasks carried out on bench models

and then to quantify these results by means of motion
analysis.

Materials and Methods

Subjects

Eleven surgeons with limited experience with the use of the da Vinci
system (all of whom participated in a previous study using benchmodels
only) took part in this study. They were randomized to begin the ex-
periment either with two-dimensional (2D) or 3D vision (using the 2D/
3D selector on the surgeon’s console) and blinded tomode selection.We
decided to use the 2D/3D selector rather than an external monocular
imaging system because the 2D mode on the da Vinci is equivalent to a
standard monitor image used for conventional laparoscopy.

System

The system used was the da Vinci Surgical System. In this study, we
used two regular-size robotic needle holders. The tasks were set up in a

Fig. 1. The da Vinci robotic system. Slave
unit—surgical cart. Vision cart—carries all the
visualization system equipment, monitor,
diathermy, and insufflator. Master unit—surgeon’s
console containing the viewfinder and all the
controls. This unit can be placed at any distance
from the patient.

Fig. 2. A scheme of the stereoscopic visualization system. Two types of
scopes are available, 0� and 30�, equipped with two separate optic
channels and light sources. The system delivers 752 (horizontal) ·582
(vertical) pixels. Image focusing is managed through a foot switch or

buttons located at surgeon console and under the surgeon’s control.
Magnification is also surgeon-controlled by adjusting the depth of the
endoscope. The assistant can watch the procedure on a standard
monitor positioned on top of the vision cart.
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standard laparoscopic box trainer. The camera angle and distance with
respect to the working surface as well as the angles of the instruments
were standardized and fixed for all subjects.

Tasks

There were four tasks designed to replicate the most common
maneuvers used in robotic-assisted laparoscopic surgery.

The first task was a transfer task. Two disks, 5 cm in diameter,
were positioned 2.5 cm apart from each other. Each disk was divided
into four quadrants with different colors and numbers. On each
quadrant there was one curved needle. Subjects were instructed to pick
a needle from the left-sided disk with the left-hand instrument and
transfer it to the right-hand instrument before placing it as gently as
possible on the corresponding colored zone/number on the right-sided
disk (Fig. 3A). The drill was repeated four times from each side.

The second task was rope passing. The subjects were instructed to
pass the rope between right- and left-hand instruments by grasping it
at predetermined marks, from one end to the other and back to the
starting point. The rope was 2 mm thick and 30 cm long, with marks at
every 1 cm (Fig. 3B).

The third task was a suturing task. Subjects were asked to insert
three consecutive sutures in a suturing pad using predetermined marks
as entry and exit points (Pharmabotics, UK ) (Fig. 3C). Each knot was
tied with four throws. The suture material was Vicryl 3/0 (USSC).

The last task was the V-box task. This task was specifically de-
signed to simulate maneuverability within a confined space, with em-
phasis on the wristed working tips. This novel model is comprised of
two standard laboratory well stands (TPPR, Europe/Switzerland).
Each stand is divided into six wells measuring 2.4 cm in diameter on
the left and 1.2 cm on the right. The stands were positioned and fixed
in a 90� angle, thus creating a V-shaped model. Subjects were asked to
grasp foam balls measuring 4 mm in diameter from the larger wells
using the left-hand instrument and then transfer them to the right-
hand instrument before placing them into the smaller wells with the
corresponding colors and back again to the larger wells (Fig. 3D).

Assessment

The assessment of performance was carried out using qualitative and
quantitative measures.

Qualitative analysis

All task performances were recorded on digitalized videotapes. A
blinded observer watched the videos and scored errors using a simple
error score. Errors were defined according to tasks (Table 1).

Quantitative analysis

The analysis was performed by recording positional data using the
system’s Application Programming Interface (API), which is a proto-
col for data streaming. It allows authorized users to access positional
data such as the x, y, and z coordinates of the master control. The data
were analyzed using specifically designed software, Robotic Video
Motion Analysis Software (RoViMAS). This package is based on the
Imperial College Surgical Assessment device (ICSAD), a previously
validated motion analysis system designed by the computing division
at Imperial College London [1, 2]. This software analyzes positional
data and other kinematics and generates results such as time taken,
number of movements made, and total distance traveled by each hand,
number of occurrences of distances traveled per unit time, average
distance traveled per movement, trajectory calculations, densities of
movements per unit surface, etc. (Fig. 4).

Statistical analysis

Since the data were nonparametric, the Wilcoxon signed rank test was
used and a p < 0.05 was deemed significant.

Fig. 3. Tasks 1–4. A Pick and
place—moving curved needles from
right to left to corresponding
colors/numbers (used in case of
color blindness). B Rope
passing—‘‘walking along the rope’’
by grasping it on the marks, from
top to bottom, and returning to
top, C Intracorporeal knot
tying—inserting three stitches in a
suturing pad following
standardized instructions. Suture
material used was Vicryl 3/0.
D V-box—similar to the first task
but within very limited space,
moving delicate foam balls
measuring 4 mm in diameter.

Table 1. Types of errors made in tasks 1–4

Tasks Errors

1 Missed attempts of picking, dropping needles,
non-gentle placing

2 Missed attempts of grasping, inaccurate grasping
3 Missed attempts of picking, dropping needles,

entry/exit >1 mm from mark, loose knots
4 Missed attempts of picking, dropping needles,

non-gentle placing
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Results

Eleven surgeons completed the four tasks under both
conditions (2D and 3D imaging). Significant differ-
ences in performance were found between 2D and 3D
in all of the tasks for time taken, total number of
movements made, total distance traveled by both
hands, and number of errors made (Fig. 5A–D). Per-
centage improvements were highly significant, as noted
in Table 2. Even more interesting were the findings of
a significantly higher average movement path length
by each hand when the subject was performing with
stereoscopic visualization (Fig. 6A,B). This pattern
was consistent throughout the study. The surgeons’
hands traveled longer distances, but targeting was
better and fewer movements were needed to complete
the tasks.
In summary, we found significant improvements in

performance for all parameters when stereoscopic visu-
alization was used, as analyzed by both quantitative and
qualitative methods of assessments.

Discussion

With the advent of laparoscopic surgery, surgeons have
had to adapt to the loss of direct vision, as a 3D image,
of the operative site, the lack of tactile feedback and
compromised hand–eye coordination. The use of long
instruments, with limited degrees of freedom, through
fixed ports (the fulcrum effect) further reduced the sur-
geon’s dexterity. It is well established that in open sur-
gery most of the sensory input is derived from vision,
whereas the remainder comes from tactile feedback.
However, in laparoscopic surgery, the surgeon is forced
to rely even more on the visual input as tactile feedback
decreases [8, 14, 15]. Thus, the prolonged learning curve
associated with laparoscopic surgery is partly due to the
lack of stereoscopic vision.
Although the da Vinci system provides true stereo-

scopic vision, there is a total lack of tactile feedback;
thus, the operator has to rely solely on the visual input.
However, this study clearly demonstrates, by means of
objective measures, that performance using the 3D
mode was significantly better than that in 2D—mainly
because visualization mode was the only condition
changed throughout the experiment. Time taken for the
execution of all tasks was reduced by as much as a third.
Dexterity improved by as much as 25%, as reflected by
the reduction in the total number of movements made
and distance traveled by both hands. Accuracy also
improved by nearly 100%, as demonstrated by the re-
duction in the number of errors made.
The finding of higher average movement path length

in the 3D mode, coupled with the reduction in the total
number of movements made, as compared to the 2D
mode for all the tasks suggests that surgeons have less
difficulty in targeting the instruments and do so with
higher precision and in less time. The use of motion
analysis provides us with quantitative measures of per-
formance, thus enabling us to objectively assess dexter-

Fig. 4. RoViMAS output sheet. The analysis includes
all positional data processed per task and per subject.
The tracing seen in the upper part represents the hand
movements, and a zoom-in option is available at any
given point on the tracing. There is a 3D reconstruction
of hand movements, trajectories, and flight path. It can
be synchronized with video in real time.

Table 2. Improvement of performance from 2D to 3D

Task

Time taken
for task
completion (%)

No. of
movements
made (%)

Total
distance
traveled (%)

No. of
errors
made (%)

1 17
p = 0.045

9
p = 0.185

12
p = 0.026

63
p = 0.003

2 36
p = 0.005

25
p = 0.005

19
p = 0.003

100
p = 0.005

3 26
p = 0.003

22
p = 0.004

25
p = 0.003

86
p = 0.003

4 24
p = 0.003

18
p = 0.021

13
p = 0.021

83
p = 0.003

Calculated as [(2D–3D)/2D] · 100 per person and analyzed using the
Wilcoxon signed rank test
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Fig. 5. A–D Box plots for time taken, total number of movements, total path length, and number of errors made. In each box plot, all four tasks are
represented. The median is the horizontal dark line, the interquartile range is the colored box and the whiskers represent the whole range. Outliers
are presented as marked and numbered dots. The p values are inserted in the box plots.

Fig. 6. A, B Average distance traveled per movement for both hands. The average distance traveled per movement was significantly higher with 3D.
The p values are inserted in the box plots.
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ity parameters such as number of movements, path
length, and time taken to complete a task, as well as
other parameters.
One of the limitations of this study is the use of the

error score, which was developed due to the inability of
motion analysis to assess quality of performance. One
observer carried out the error scoring. This is a visual
count of performance errors, anchored by a number of
clear descriptors, which could be subject to bias. How-
ever, this potential bias was minimized by the fact that
the observer was blinded.
Future studies should integrate more performance

parameters, such as trajectories of instrument tips (flight
path) and densities of instrument location throughout a
task (demonstrating the actual working perimeter), as
well as concentrating on the development of objective
methods for the assessment of the quality of the final
product.
In conclusion, this study has demonstrated the ad-

vantage of stereoscopic (3D) vision over monocular
(2D) vision in a dry lab experiment with the da Vinci
system. In view of the complete lack of tactile feedback,
the reliance on visual cues necessitates the development
of visualization systems of the highest quality to en-
hance the performance of surgical procedures with
telemanipulator systems.
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