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Abstract
In this paper, we study the convex-straight-skeleton Voronoi diagrams of line seg-
ments and convex polygons. We explore the combinatorial complexity of these dia-
grams, and provide efficient algorithms for computing compact representations of 
them.

Keywords  Voronoi diagram · Polygon offset distance · Straight skeleton

1  Introduction

Voronoi diagrams are well studied in a variety of fields, primarily computational 
geometry, but including as well biology, astrophysics, robot motion planning, medi-
cal diagnosis, and many others (see, e.g., [3, 5]). Given a collection of disjoint geo-
metric objects, such as points, segments, or polygons, which are called sites, the 
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Voronoi diagram is a subdivision of the plane into cells, such that all the points in 
the same cell have the same nearest site according to some distance function.

There are many different types of metrics that can be used to determine the near-
est site (see, e.g., [5, 16, 22, 25]), depending on the application. In this paper, we 
focus on a distance function (which is not even a metric), which is based on off-
sets of a convex polygon. Conceptually, this distance function is measured by locally 
translating the edges of an underlying convex polygon by some amount (keeping 
them parallel to their original versions), either inward or outward. Such offset dis-
tance functions are motivated by applications to problems in three-dimensional 
modeling and folding (see, e.g., [1, 7, 8]), and are related to a structure known as 
the straight skeleton [2, 10, 13]. Throughout this paper, we refer to such functions as 
convex-straight-skeleton distance functions.

In this paper, we focus on Voronoi diagrams of line segments and convex poly-
gons. We study the combinatorial complexity of the convex-straight-skeleton Voro-
noi diagrams (CSSVD), and provide efficient algorithms for computing compact rep-
resentations (in which Voronoi edges, which are polygonal chains, are represented 
implicitly) of these diagrams.

1.1 � Related work

Using the Euclidean metric, the combinatorial complexity of the Voronoi diagram 
is O(n), where the sites are n points [12] or n disjoint line segments [4, 21]. These 
diagrams can be constructed in O(n log n) time, which is worst-case optimal. For a 
set of n disjoint convex polygonal sites, each of complexity k, the Voronoi Diagram 
under the Euclidean metric has combinatorial complexity O(kn) [14, 17, 25].

McAllister et  al. [18] introduced the concept of a compact representation of a 
Voronoi diagram of convex polygonal sites, with distance defined either by the stand-
ard Euclidean metric or by scaling a convex polygon. (The latter metric is related to, 
but nevertheless different from the convex-straight-skeleton distance function stud-
ied in this paper.) They represent chains of piecewise-algebraic curves as single seg-
ments, and show that their compact representation can be used to quickly answer 
nearest-site queries. Given a compact representation of a Voronoi diagram, one can 
compute the original diagram in time proportional to its combinatorial complexity. 
They show that such a compact Voronoi diagram can be stored in O(n) space, where 
n is the number of sites, irrespective of the complexities of the sites. They provide 
an algorithm, whose running time is O(n(log n + log k) logm + m) , for construct-
ing such a compact Voronoi diagram of n convex polygons, each of size k, using a 
scaled distance function based on a convex m-gon. Cheong et al. [11] showed that 
under the Euclidean metric, the farthest-site compact Voronoi diagram of n convex 
polygons, each of complexity k, also has combinatorial complexity O(n), and it can 
be computed in O(n log3 n) time.

The combinatorial complexity of the convex-straight-skeleton Voronoi diagram 
of a set of n points is shown [7] to be O(nm), where m is the combinatorial complex-
ity of the underlying convex polygon defining the convex-straight-skeleton distance. 
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Furthermore, it is shown [ibid.] that compact representations of such diagrams can 
be computed in O(n(log n + log2 m) + m) time.

1.2 � Our Contributions

In this paper, we generalize the definition of the convex-straight-skeleton dis-
tance function, DP(z, �) , to be from a point z to an object � (either a line segment or 
a convex polygon, rather than just another point), where P is, as before, an m-sided 
convex polygon. Next, we study the properties and complexities of both nearest- and 
farthest-site convex-straight-skeleton Voronoi diagrams of disjoint line segments 
and convex polygons.

We show that the combinatorial complexity of the nearest-site convex-straight-
skeleton Voronoi diagram (NSCSSVD) of n disjoint line segments is O(nm), which 
is asymptotically the same as that of the nearest-site Voronoi diagram of n point 
sites. Next, we prove that the combinatorial complexity of the nearest-site Voronoi 
diagram of n polygonal sites, each having at most k sides, is O(n(m + k)) . Then, we 
show that the farthest-site Voronoi diagrams for both line segments and convex pol-
ygons are tree-like structures (in the sense that the diagram does not contain any 
finite cells), and that they have the same combinatorial complexity as their nearest-
site counterparts.

Finally, we show that one can compute a compact representation of NSCSSVD of 
n line segments in O(n(log n + log2 m) + m2) time, and a similar structure for n con-
vex polygon sites, each of complexity at most k, in O(n(log n + log k log2 m) + m2) 
time.

Our algorithms are based on new insights into the geometry of convex-straight-
skeleton distance functions with respect to line segment and convex polygon, which 
allow us to show how to compute efficiently a number of geometric primitives for 
these types of sites. For instance, we present an O(logm)-time algorithm for com-
puting the distance DP(z, s) between a point z and a line segment s, using the offset 
distance defined by a convex m-gon P . We also present an O(log2 m)-time algorithm 
for computing another elementary query, vertex(s1, s2, s3) : Given three line segments 
s1 , s2 , and s3 , find the point that is equidistant from the three segments. Our data 
structures for answering both types of queries require O(m2) preprocessing time. 
For convex polygon sites, we show that the elementary query operation DP(z, q) 
can be answered in O(log k logm) time, where z is a point and q is a convex poly-
gon with at most k sides. We also show that the primitive vertex(q1, q2, q3) , which 
returns the point equidistant from three sites, runs in O(log k log2 m) time, where 
qi ( i ∈ {1, 2, 3} ) is a convex polygon with at most k sides. Both operations use data 
structures requiring O(m2) preprocessing time.

1.3 � Organization

The paper is organized as follows. First, we give some relevant definitions and pre-
liminaries in Sect. 2. In Sect. 3, we introduce some properties and definitions of the 
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distance function DP . Then, the combinatorial complexity of NSCSSVD of line seg-
ments and convex polygons is studied in Sect. 4. We introduce necessary primitive 
tools for computing NSCSSVD in Sect. 5. We illustrate the computation of the com-
pact representation of NSCSSVD in Sect. 6. Finally, the farthest-site convex-straight-
skeleton Voronoi diagram (FSCSSVD) is studied in Sect. 7. We end in Sect. 8 with 
some concluding remarks.

2 � Preliminaries

Let us borrow a few definitions from an earlier paper [7]. Given a convex polygon 
P , described as the intersection of m closed half-planes {Hi} , an offset copy of P 
(offset by � ), denoted by OP,� , is defined as the intersection of the closed half-planes 
{Hi(�)} , where Hi(�) is the half-plane parallel to Hi with bounding line translated by 
� in a direction orthogonal to the line. Depending on whether the value of � is posi-
tive or negative, the translation is done, respectively, outward or inward of P ; see 
Fig. 1a. Let 𝜀0 < 0 be the value for which OP,�0

 degenerates into a single point c (or a 
line segment s). We say that r = |�0| is the radius of P , and the point c (or any point 
on s) is the center of P.

Using the above concept, the convex-straight-skeleton distance function DP from 
one point to another point, and to a general object, is defined as follows.

Definition 1  (Point-to-point distance [7]) Let z1 and z2 be two points in ℝ2 , and OP,� 
be an offset of P , such that z2 lies on the boundary of the translated copy of OP,� 
centered at z1 . The convex-straight-skeleton distance from z1 to z2 is defined as 
DP(z1, z2) =

�+|�0|
|�0|

=
�

|�0|
+ 1.

Note that this distance function is not a metric since it is not symmetric. On the 
other hand, observe that DP(z1, z2) = D−P(z2, z1) , where (−P) = {−z|z ∈ P} is a 
“flipped” copy of P ; see Fig. 1b. This fact is widely used to compute the Voronoi 
diagram of point sites [7].

P

(a) (b)

v1

v2 v3

v4

v5v6
v7

v8
v9c

−P

Fig. 1   a Offsets of a convex polygon P , drawn along its straight skeleton (which is identical to the 
medial axis of P ); b Offsets of the convex polygon (−P) along the straight skeleton of P
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Definition 2  (Point-to-object distance) Let z and � be a point and an object, 
respectively, in ℝ2 . The convex-straight-skeleton distance from z to � is defined as 
DP(z, �) = minz�∈� DP(z, z

�).

Let us generalize our distance function to an object-to-point distance as 
follows.

Definition 3  (Object-to-point distance) Let � and z be an object and a point, 
respectively, in ℝ2 . The convex-straight-skeleton distance from � to z is defined as 
DP(�, z) = minz�∈� DP(z

�, z).

The following lemma is crucial for our analysis.

Lemma 1  DP(z, �) = D−P(�, z).

Proof  Let z1 be a point in � , such that DP(z, z1) = DP(z, �) . Since 
DP(z, z1) = D−P(z1, z) , and D−P(�, z) = minz�∈� D−P(z

�, z) by Definition 3, we have 
that D−P(�, z) ≤ DP(z, �).

Similarly, let z2 be a point in � , such that D−P(z2, z) = D−P(�, z) . Since 
D−P(z2, z) = DP(z, z2) , and DP(z, �) = minz�∈� DP(z, z

�) by Definition 2, we have that 
DP(z, �) ≤ D−P(�, z) . The claim follows.	�  ◻

2.1 � Basic Properties of DP

The following properties hold for the generalized distance function DP.

Property 1  [7, §3.1, Prop. 1] The distance function DP induces a Euclidean topol-
ogy in the plane. In other words, each small neighborhood of a point contains an L2
-neighborhood of it, and vice versa.

Property 2  [7, §3.1, Prop. 2] The distance between every pair of points is invariant 
under translation.

Property 3  [7, Thm.  6] The distance function DP is complete, and for 
each pair of points z1, z3 ∈ ℝ

2 , there exists a point z2 ∉ {z1, z3} such that 
DP(z1, z2) + DP(z2, z3) = DP(z1, z3).

Property 4  [7, Thm.  7] For each pair of points z1, z2 ∈ ℝ
2 , there exists a point 

z3 ≠ z2 , such that DP(z1, z2) + DP(z2, z3) = DP(z1, z3).

It is also easy to observe the following property of DP.
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Observation 1  Let z be a point and � be a convex object. Then, the function DP(z, �) 
increases monotonically when z moves along any ray originating at a point on the 
boundary of � and never crossing it again.

2.2 � The Convex‑Straight‑Skeleton Voronoi Diagram (CSSVD)

Under the convex-straight-skeleton distance function, the bisector of two points (as 
defined originally in Ref. [7]) can be 2-dimensional instead of 1-dimensional in 
degenerate situations. (Figure 2 illustrates this phenomenon. Since the edge of the 
underlying polygon P , that is facing the two segments, is parallel to � , the line join-
ing the two near endpoints of the segments, the offset versions of P can slide along 
� without affecting the offset distance. Hence, the bisector has a nonzero area.) This 
makes the Voronoi diagram of points unnecessarily complicated. To make it simple, 
as is also done by Klein and Woods [16], we redefine the bisector and Voronoi dia-
gram with respect to the offset distance function DP as follows.

Let z be a point, and Σ = {�i} a set of objects in the plane. In order to avoid 
2-dimensional bisectors between two objects in Σ , we define the index of the objects 
as the “tie breaker” for the relation ‘ ≺ ’ between distances from z to the objects. That 
is, DP(z, 𝜎i) ≺ DP(z, 𝜎j) if DP(z, 𝜎i) < DP(z, 𝜎j) , or, in case DP(z, �i) = DP(z, �j) , if 
i < j.1 Note that the relation ‘ ≺ ’ does not allow distance equality if i ≠ j . Therefore, 
the definition below uses the closure of portions of the plane in order to have proper 
boundaries between the regions of the diagram.

Definition 4  (Nearest-Site Convex-Straight-Skeleton Voronoi Diagram) Let 
Σ = {�1, �2,… , �n} be a set of sites in ℝ2 . For a pair of sites �i, �j ∈ Σ , the region 
of �i with respect to �j is NV𝜎j

P
(𝜎i) = {z ∈ ℝ

2|DP(z, 𝜎i) ≺ DP(z, 𝜎j)}. The bisecting 

(c)(b)(a)

Fig. 2   a Three different positions of the offset polygons from where both line segments are equidistant; 
b The bisector of two line segments according to the definition used in [7]; and c The bisector according 
to our definition

1  A disadvantage of this approach is that relabeling of the input sites may change the diagram. One can 
adopt the rule of Klein and Wood [16], who break ties by the lexicographic order of the input points, 
that is, by the actual coordinates of the points, but with such a solution, the Voronoi diagram will not be 
invariant under rotation of the plane.
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curve BP(�i, �j) is defined as NV�j

P
(�i) ∩ NV

�i

P
(�j)

 , where X is the closure of X. The 
region of a site �i in the convex-straight-skeleton Voronoi diagram of Σ is

The nearest-site convex-straight-skeleton Voronoi diagram is the union of the 
boundaries of the regions

In other words, the diagram NVP(Σ) is a partition of the plane, such that if a point 
p ∈ ℝ

2 has more than one closest site, then it belongs to the region of the site with 
the smallest index. The bisectors between regions are defined by taking the closures 
of the open regions. The farthest-site convex-straight-skeleton Voronoi diagram, 
FVP(Σ) , is defined analogously.

3 � DP and the Straight Skeleton of (−P)

3.1 � Points

The medial axis of a polygon P is defined as the set of points inside P that have more 
than one closest point among the points of �P . A strong relationship was observed 
[7] between the continuous change of OP,� (as a function of � ) and the medial axis of 
P . It is well-known that the straight skeleton and the medial axis identify for convex 
polygons. Outside P , we simply extend this structure by the bisectors of the exter-
nal angles of P . It was noticed that if we vary continuously the value of � , then the 
vertices of OP,� slide along the edges of the medial axis of P . This observation was 
used for computing efficiently the convex-straight-skeleton distance in the plane. In 
fact, for our purposes, we need the straight skeleton of (−P).

Lemma 2  [7, Thm. 10] Allowing O(m) time for preprocessing the polygon (−P), the 
distance DP(z1, z2) can be computed in O(logm) time, where z1 and z2 are two points 
in ℝ2.

3.2 � Line Segments

Let (−P)s be the convex polygon obtained by taking the union of translated copies of 
(−P) centered at all points belonging to the line segment s. The Split-and-Extruded 
(SaE) �-offset copy of (−P)s , denoted by O(−P)s,� , is defined to be the convex poly-
gon obtained by taking the union of translated copies of O−P,� centered at all points 
in s. Note that (−P)s (resp., O(−P)s,� ) is the convex-hull of two translated copies of 
(−P) (resp., O−P,� ) centered at the two endpoints of s. Note also that for �0 = −r , 
where r is the radius of (−P) , we have that O(−P)s,�0

 degenerates to s. We refer to s 

NVP(𝜎i) = {z ∈ ℝ
2 |DP(z, 𝜎i) ≺ DP(z, 𝜎j) ∀j ≠ i}.

NVP(Σ) =
⋃

i≠j

(
NVP(�i) ∩ NVP(�j)

)
.
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as the center of O(−P)s,� , for � ≥ �0 . Furthermore, note that even in the worst case, 
the complexity of (−P)s is not twice the complexity of P , but at most |P| + 2 . (The 
complexity of (−P)s can be smaller than |P| + 2 in the degenerate case in which 
a common tangent supports an edge of P .) If we fix the center of O(−P)s,� at s and 
increase the value of � continuously (starting from �0 ), then the moving vertices 
of O(−P)s,� in (−P)s (as � varies) define the extruded medial axis of (−P)s . In other 
words, if we change the value of � continuously, the vertices of O(−P)s,� slide along 
the edges of the extruded medial axis (see Fig. 3a). Finally, note that the extruded 
medial axis of (−P)s may be different from the medial axis of (−P)s (see Fig. 3a, b 
for a comparison).

�ε1

�ε2

uε1

uε2

(a)

(b)

Fig. 3   a  A convex polygon (−P)s (colored in red), and O(−P)s ,� for different values of � ; the extruded 
medial axis of (−P)s is colored in blue; and b The medial axis of (−P)s (colored in blue) (Color figure 
online)
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Let us define the following distance function.

Definition 5  (D(−P)s(s, z) ) Let z and s be a point and a line segment, respectively, in 
ℝ

2 , and let O(−P)s,� be an SaE offset copy of (−P)s (centered at s), such that O(−P)s,� 
contains z on its boundary. The offset distance from s to z (with respect to P ) is 
defined as D(−P)s(s, z) =

�+|�0|
|�0|

=
�

|�0|
+ 1.

Lemma 3  D−P(s, z) = D(−P)s(s, z).

Proof  Let z1 be a point in s, such that D−P(s, z) = D−P(z1, z) . Let O(−P),� be the offset 
copy of (−P) , centered at z1 , that contains z on its boundary. Since O(−P)s,� is the 
union of translated offset copies O−P,� , centered at all points z� ∈ s , it follows that 
O(−P)s,� contains z. According to Definition  5, we have that D(−P)s(s, z) ≤

�

|�0|
+ 1 . 

Note that according to Definition 1, we also have that D−P(z1, z) =
�

|�0|
+ 1 . Combin-

ing these two assertions, we conclude that D(−P)s(s, z) ≤ D−P(s, z).
Conversely, let O(−P)s,� be the smallest offset copy that contains z on its boundary, 

so that D(−P)s(s, z) =
�

|�0|
+ 1 . Since O(−P)s,� is the union of translated offset copies of 

O(−P),� , centered at all points z� ∈ s , it follows that there exists a point z2 ∈ s , such 
that the offset copy O(−P),� , centered at z2 , contains z on its boundary. According to 
Definition 1, we have that D−P(z2, z) =

�

|�0|
+ 1 . On the other hand, according to Def-

inition  3, we have that D−P(s, z) ≤ D−P(z2, z) . We conclude that 
D−P(s, z) ≤ D(−P)s(s, z) . The claim follows. 	�  ◻

Combining Lemmata 1 and 3, we conclude the following.

Lemma 4  DP(z, s) = D(−P)s(s, z) . 	�  ◻

We now illustrate the properties of the extruded medial axis of (−P)s . Fix some 
value of � . Place two translated copies T1,� and T2,� of the offset polygon O−P,� , cen-
tered at the two endpoints z1 and z2 of the line segment s (see Fig. 3a). Let u�

1
 and u�

2
 

be the two vertices of the upper common tangent2 of T1,� and T2,� . Observe that u�
1
 

and u�
2
 are the same vertex of the original offset polygon O−P,� . Similarly, let ��

1
 and 

�
�

2
 be the two vertices of the lower common tangent of T1,� and T2,� . Note that if we 

vary continuously the value of � , then both u�
i
 and ��

i
 move continuously along the 

medial axis of Ti,� , i ∈ {1, 2} , and the upper and lower common tangents also move 
but always stay parallel to s. Thus, the extruded medial axis of (−P)s is a subset of 
the union of the medial axes of T1,� and T2,� . Specifically, the portion of the medial 
axis of Ti,� , that lies between u�

i
 and ��

i
 and whose end vertices are in the convex hull 

2  A common tangent of two convex polygons is a line that passes through points on the boundaries of 
both polygons, such that both polygons are completely contained by one of the two closed halfplanes 
defined by the line. For two convex polygons, there are exactly two common tangents. We refer to the 
tangent that lies above the line segment s as the upper common tangent, and to the other one as the lower 
common tangent. If s is vertical, then we arbitrarily choose the left tangent as the upper one.
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of T1,� and T2,� , belongs to the extruded medial axis of (−P)s . We refer to this part 
of the medial axis of Ti,� as the ith medial region of O(−P)s,� . We define the paral-
lel region as the part of the polygon O(−P)s,� that does not have dominating edges 
from the medial region. (See Fig. 8 for an illustration of these terms.) Note that the 
parallel region is empty if and only if the line segment s is a point. In this case, the 
extruded medial axis of (−P)s is identical to the medial axis of (−P)s.

3.3 � Convex Polygons

We now generalize the tools described above from line segments to convex poly-
gons. Let q be a convex polygon with k sides, and denote its boundary by �q . Let 
(−P)q be the convex polygon that is the union of the translated copies of (−P) cen-
tered at all points z ∈ q . Similarly to Sect. 3.2, define the Split-and-Extruded (SaE) 
offset copy of (−P)q , denoted by O(−P)q,� , as the convex polygon obtained by uniting 
the translated copies of O−P,� centered at all points z ∈ q . Note that (−P)q (resp., 
O(−P)q,� ) is the convex hull of k translated copies of (−P) (resp., O−P,� ) centered 
at the vertices of q. Also note that when � takes the value �0 , the inverse of the 
radius of (−P) , we have that O(−P)q,�0

 degenerates into the polygon q. We refer to the 
(entire) polygon q as the center of O(−P)q,� , for � ≥ �0 . Obviously, the complexity 
of (−P)q is at most |(−P)q| = |P| + k because each side of (−P) can appear at most 
once along the boundary of (−P)q , and there are exactly k common tangents. If we 
fix the center at q and increase the value of � continuously (starting from �0 ), then 
the moving vertices of O(−P)q,� in (−P)q (as � varies) define the extruded medial axis 
of (−P)q (see Fig. 9).

We define the following distance function.

Definition 6  (D(−P)q (q, z) ) Let z and q be a point and a convex polygon, respectively, 
in ℝ2 , and let O(−P)q,� be an SaE offset copy of (−P)q (centered at q), such that 
O(−P)q,� contains z on its boundary. The offset distance from q to z (with respect to 
P ) is defined as D(−P)q (q, z) =

�+|�0|
|�0|

=
�

|�0|
+ 1.

Lemma 5  D−P(q, z) = D(−P)q (q, z).

Proof  The proof of this lemma is similar to the proof of Lemma 3. 	�  ◻

Combining Lemmata 1 and 5, we conclude the following.

Lemma 6  DP(z, q) = D(−P)q (q, z) . 	�  ◻

Let us illustrate the properties of the extruded medial axis of (−P)q . Fix some 
value of � . Place k translated copies Ti,� , i ∈ {1,… , k} , of the offset polygon O−P,� 
centered at the k vertices {zi} , i ∈ {1,… , k} , of the polygon q (see Fig. 9a). Here, 
Ti−1,� , Ti,� , and Ti+1,� are three clockwise consecutive copies of O−P,� . Let ti be the 
outer common tangent of Ti,� and Ti+1,� , where indices are taken modulo k. Let u�

i,2
 

(resp., u�
i,1

 ) and u�
(i+1),1

 (resp., u�
(i−1),2

 ) be the two vertices of the outer tangent of the 
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convex hull joining Ti,� and Ti+1,� (resp. Ti−1,� ). Observe that the pair u�
i,2

 and u�
(i+1),1

 
(as well as the pair u�

i,1
 and u�

(i−1),2
 ) represent the same vertex of the original offset 

polygon O−P,� . Note that if we vary continuously the value of � , then all vertices u�
i,j

 
move continuously along the medial axis of Ti,� , i ∈ {1, 2,… , k} , j ∈ {1, 2} , and all 
k outer tangents also move parallel to themselves. Thus, the extruded medial axis of 
(−P)q is a subset of the union of the medial axes of Ti,� , i ∈ {1, 2,… , k} (see 
Fig. 9b). Specifically, the portion of the medial axis of Ti,� , that lies between u�

i,1
 and 

u�
i,2

 and whose end vertices appear as vertices in O(−P)q,� , belongs to the extruded 
medial axis of (−P)q . As with the segment case in Sect. 3.2, we refer to this part of 
the medial axis of Ti,� as the ith medial region of (−P)q . We define the ith parallel 
region as the part of the polygon O(−P)q,� that does not have dominating edges from 
the medial region and that lies between Ti,� and Ti+1,� . (See Fig. 9b for an illustration 
of these terms.) Like with sites that are line segments, the case in which copies of P , 
centered at vertices of q, have a non-empty intersection, is insignificant. This is 
because the parallel regions never vanish. Actually, they disappear only if an edge of 
q has length 0, but we naturally assume that this never happens.

4 � Combinatorial Complexity

4.1 � Abstract Voronoi Diagram

We extend the abstract-Voronoi-diagram paradigm of Klein and Wood [16, 
Thm. 4.1] to the case of a set of objects, for which the following version of Prop-
erty 4 is satisfied:

Property 5  For every pair of object � and a point z in ℝ2 , there exists a point z′ ≠ z , 
such that DP(�, z) + DP(z, z

�) = DP(�, z
�).

Lemma 7  Property  5 holds for objects that are either line segments or convex 
polygons.

Proof  Consider the SaE �-offset copy of (−P)� and its extruded medial axis. 
Depending on the position of z, we can find a point z′ ≠ z which satisfies the 
required property.

•	 The point z lies in a parallel region (see Fig. 4a). Let Bi be one of the two bound-
aries defining the parallel region, and q∗ be the projection of z on � , parallel to 
Bi . Any point z′ away from z along this direction of projection satisfies the prop-
erty: Indeed, DP(�, z) + DP(z, z

�) = DP(�, z
�) since q∗ is the point of object � that 

is DP-closest to both z and z′.
•	 The point z lies in the ith medial region, where i ∈ {1, 2} if � is a line seg-

ment, and i ∈ {1, 2,… , k} if � is a k-sided polygon (see Fig.  4b, c). In this 
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case, the extreme point zi of the object � is the DP-closest point to z. Con-
sider the partition imposed by the extruded medial axis. In this parti-
tion, let C be the cell containing z. If the line segment ziz is completely 
contained in cell C (see Fig.  4b), then any point z′ on the extension of ziz 
contained in C satisfies the equality DP(�, z) + DP(z, z

�) = DP(�, z
�) . Oth-

erwise, if ziz is not completely contained in C (see Fig.  4c), we can find a 
point xi in an infinitesimal extension of the line segment ziz (beyond 
z) in the same cell C, such that DP(𝜎, z) + DP(z, xi) < DP(𝜎, xi) , i.e., 
DP(𝜎, xi) − DP(z, xi) > DP(𝜎, z) . In the same cell C, we can also find a point 
xj which is closer to zi than z (according to DP ). For this point, we have that 
DP(𝜎, z) + DP(z, xj) > DP(𝜎, xj) , i.e., DP(𝜎, xj) − DP(z, xj) < DP(𝜎, z) . Now, 
define a function g(x) = DP(�, x) − DP(z, x) . Since DP is continuous along any 
path from xi to xj , the function g(x) is also continuous along any such path. 
Choose a path from xi to xj that is completely contained in C and does not pass 
through z. Finally, according to the mean-value theorem, we can find a point z′ 
along this path, for which we have that g(x) = DP(�, z).

•	 The point z lies on a path of the extruded medial axis (see Fig.  4d). in this 
case, it is easy to verify that any point z′ on that path of the extruded medial 
axis beyond z satisfies the required property.	�  ◻

We now give a few definitions, following the terminology of Ref. [16].

q∗

z
z′

σ

Bi

zz′

σ

zi

(b)(a)

z

σ

zi
xi xj

z

σ

zi
z′

(d)(c)

Fig. 4   Different cases of the position of z (in the proof of Lemma 7)
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Definition 7  (DP -straight directed path) A directed path 𝜋( ���⃗zz�) is called a DP

-straight directed path if for each triple of points z1, z2, z3 , which are consecutive 
along ���⃗zz′ , we have that DP(z1, z2) + DP(z2, z3) = DP(z1, z3).

Note that a DP-straight directed path 𝜋( ���⃗zz�) is the minimum DP-length path 
among all curves connecting z to z′ , i.e., it is a DP-shortest path. In addition, 
since DP(z, z

�) = D−P(z
�, z) , the reverse directed path 𝜋( ���⃗z�z) is a D(−P)-straight 

directed path of the same length.

Definition 8  (DP-starshaped region) A set R is called a DP-starshaped region with 
respect to a site � if for each point z ∈ R , every DP-straight directed path ���⃗zz′ , where 
z� ∈ � is such that DP(z, z

�) = DP(z, �) , is entirely contained in R.

Note that if R is a DP-starshaped region with respect to a site � , then R is a con-
nected region.

Theorem 1  If the underlying distance function, applied to some set of objects, has 
Properties 1, 3, and 5, then all regions in the respective Voronoi diagram are simply 
connected.

Proof  Consider the Voronoi region NVP(�) of some site � . First, we prove that 
NVP(�) is DP-starshaped with respect to � , using Properties  1 and  3. Let z be a 
point in NVP(�) and z� ∈ � satisfying DP(z, z

�) = DP(z, �) . Due to Property 3, the 
existence of a DP-straight directed path ���⃗zz′ between z and z′ is guaranteed [16, 20, 
24]. For proving the starshapedness of NVP(�) , assume for contradiction that ���⃗zz′ is 
not entirely contained by this region. Hence, there exists a point z∗ along the path ���⃗zz′ 
that is closer to some other site �′ , i.e., DP(z

∗, 𝜎�) ≺ DP(z
∗, 𝜎) = DP(z

∗, z�) . There-
fore, DP(z, z

∗) + DP(z
∗, 𝜎�) ≺ DP(z, z

∗) + DP(z
∗, z�) = DP(z, z

�) = DP(z, 𝜎). This 
implies that DP(z, 𝜎

�) ≺ DP(z, 𝜎) , which is a contradiction since z is inside NVP(�) . 
Thus, NVP(�) is a DP-starshaped region.

Next, using Property 5, we prove that each region NVP(�) is simply connected. 
Consider any simple closed curve C in NVP(�) . Proving that the region I(C) encir-
cled by C is entirely contained by NVP(�) suffices for proving the claim. We prove 
this by showing that any point z ∈ I(C) is contained by NVP(�) . Let z� ∈ � be a 
point which satisfies D−P(z

�, z) = D−P(�, z) . Now, due to Property  3, the D(−P)

-straight directed path ���⃗z′z exists, and due to Property 5, this D(−P)-straight directed 
path, originally from z′ to z, can be prolonged to a D(−P)-straight directed half-
path (infinite on one side) � . Being unbounded in the sense that it must go to 
infinity (since it is based on a distance function), � cannot wind forever within a 
finite region, and therefore it must intersect C at some point z�� ∈ NVP(�) . Now, 
we have that D−P(z

�, z��) = D−P(�, z
��) . As a result, due to Lemma 1, we have that 

DP(z
��, z�) = DP(z

��, �).
Since the path �z′z′′ is a D(−P)-straight directed path, the inverse directed path 

�z′′z′ is a DP-straight directed path as well. Since NVP(�) is a DP-starshaped region 
and �z′′z′ is a DP-straight directed path with DP(z

��, z�) = DP(z
��, �) , the path �z′′z′ is 
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entirely contained by NVP(�) . Therefore, z is also contained by NVP(�) , which is 
exactly what we needed to show. Hence, NVP(�) is a simply-connected region. 	�  ◻

4.2 � Line Segments

Let S = {s1, s2,… , sn} be a set of n line segments in ℝ2 . First, we study the combi-
natorial complexity of the nearest-site Voronoi diagram NVP(S) with respect to DP , 
where P is an m-sided convex polygon.

Lemma 7 tells us that Property 5 is satisfied for a set of line segments. There-
fore, as a direct consequence of Theorem 1, we have the following.

Corollary 1  Every Voronoi region NVP(si) in NVP(S) is simply connected.

Let s1, s2 be two line segments in the plane, and BP(s1, s2) be the bisector of 
s1 and s2 with respect to the convex-straight-skeleton distance function DP . In 
the sequel, we will use the term polycurve to denote a curve, all of whose basic 
pieces are described by low-degree geometric polynomials.

Lemma 8 

	 (i)	 Let s1, s2 be two line segments in the plane. The bisecting curve BP(s1, s2) is a 
polycurve with O(m) arcs and line segments.

	 (ii)	 Two different bisecting curves intersect O(m) times.

As part of the proof, we will need the following definition, which is useful by 
its own for understanding the offsetting process.

Definition 9  (Skeleton order) Let P be a convex polygon. The (clockwise) skele-
ton order of P is a total (cyclic) order on the vertices of the straight skeleton of P , 
obtained by combining all the partial orders on these vertices imposed by offset ver-
sions of P , and all ordered triples (v1, v2, v3) implied by pairs of vertices v1, v3 col-
lapsing into a vertex v2 by offsetting P inward.

It is easy to verify that the skeleton order of any convex polygon is 
unique. For example, the skeleton order of the polygon shown in Fig.  1a is 
(v1, v8, v2, v3, v9, v4, v5, v7, v6).

Proof 

	 (i)	 Let us sweep a point t along the bisector BP(s1, s2) from end to end, and 
characterize every position of t by (a) the elements (vertices or sides) of the 
current offset of P (which now touches simultaneously s1 and s2 ) that touch 
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the two segments; and (b) the location of the touching points on the two seg-
ments (either one of the endpoints, or a point internal to the segment, in which 
case we also distinguish between the two sides of the segment). We call this 
characterization the status of the bisector at t; see Fig. 5a for an illustration. 
During this sweep, a new basic piece of the bisector is manifested by a change 
in the status. In between such changes, the piece of the bisector is described 
by a low-degree geometric polynomial. Bounding from above the complexity 
of the bisector boils down to setting an upper bound on the total number of 
such changes in the status. There are two crucial issues to observe.

•	 First, when t is swept along BP(s1, s2) , the offset-distance from BP(s1, s2) 
to s1 (or s2 ) first decreases monotonically until a minimum point (or an 
interval of the same minimum value, in the degenerate case of two par-
allel segments whose mutual orthogonal projection is non-empty), and 
then it increases monotonically. Indeed, the minimum occurs where the 
smallest possible offset of P touches simultaneously the two segments. In 
the degenerate case, in which the two segments are parallel and an off-
set version of P touches simultaneously the interiors of the two segments, 
the minimum offset occurs in a continuous section of BP(s1, s2) , whose 
endpoints correspond to two translated copies of the same offset version 
of P that touch an endpoint of one of the segments. All other cases are 
nondegenerate, and exhibit a single minimum in which an offset version 
of P touches either an endpoint of one segment and an internal point of 
the other segment, or endpoints of the two segments. In either case, going 
further away (to either side) along the bisector allows P to open up, and, 
hence, the offset to increase. The above discussion implies that while slid-
ing t along BP(s1, s2) , the polygon P first shrinks continuously (a process 
in which sides only “disappear”) and then expands (the opposite process in 
which sides only “appear”). During this process, the touching vertex moves 
cyclically around the skeleton order of P . Hence, the status can change 

t
P

s1
s2

a

b

c d

x

y

z
p1 p2

t

Px

y

z

a

b

c

d

e f
g

(b)(a)

Fig. 5   Status configurations at position t. a For line segments: Vertices x and y of P , and the endpoints b 
and d of segments s1 and s2 , respectively; and b For convex polygons: vertices x and y of P , and the end-
points b and g of polygons p1 and p2 , respectively
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O(m) times due to which element of OP,� touches each segment. Merging 
two lists, each of complexity O(m), results in a list of the same complexity. 
The fact that OP,� first shrinks and then expands does not change this upper 
bound—it only implies that some elements of P are skipped without con-
tributing to these changes.

•	 Second, the touching point on each segment also rotates about it. For exam-
ple, in Fig. 5a, when the offset polygon sweeps in the marked direction, it 
first touches the lower side of s2 , and later its upper side. This means that 
each segment contributes an additional constant number of changes to the 
status.

		     In conclusion, the total number of changes of the status during the sweep 
is O(m), and, hence, the complexity of the bisector BP(s1, s2) is O(m) as well.

	 (ii)	 The proof of this item uses the same idea as the proof of the previous item, 
with only some additional bookkeeping. Let BP(s1, s2) and BP(s3, s4) be the 
two respective bisectors of two pairs of segments s1, s2 and s3, s4 . It is easy to 
verify that each bisector can be divided into at most 7 pieces, each of which 
is classified by the same features (endpoint or a side) of the corresponding 
segments. (See Fig. 6 for an illustration of this fact.) Therefore, there are at 
most 49 pairs of such portions, one of each bisector, that we need to consider. 
(In reality, intersections of the two bisectors can occur between much less 

p1 s1

q2

q1

s2

p2

(s1, q2)

(s1, s2)

(s1, p2)

(p1, p2)

(s1, ŝ2)

(s1, p̂2)

(q1, p̂2)

Fig. 6   A symbolic drawing of the (at most) seven different parts of a bisector BP(s1, s2) . Each part is 
defined by a pair of features (one of each segment), either the interior of a segment  (si ) or a segment 
endpoint ( pi or qi ). The distinction between the two sides of a segment is done by the notation si and ŝi . 
Similarly, the two ways to arrive at a segment endpoint are distinguished by pi and p̂i (or qi and q̂i)
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than these 49 portions of bisections, but this does not change the asymptotic 
count.) Let us then ignore the constant factor of 49, and focus on a single pair 
of portions, one of each bisector, in which the involved features of the seg-
ments (endpoints or sides) remain unchanged. As in the proof of the previous 
item, note that in each such portion of a bisector, the touching vertex of the 
offset polygon, OP,� , moves cyclically along the skeleton order of P . This time, 
we have four moving touching points: Two points along the boundary of the 
offset polygon touching simultaneously s1 and s2 , and two other points along 
the boundary of the offset polygon touching simultaneously s3 and s4 . Again, 
the measure that we seek is the number of changes of the configurations, this 
time of two bisectors instead of one. This process resembles a merge of four 
ordered lists, each one of complexity O(m): The complexity of the merged list 
is O(m) as well. Between two successive changes of the combined configura-
tion (of the two bisectors), we have two basic pieces (described by trigono-
metric polynomials). Such a pair of pieces can intersect at most some constant 
amount of times. The total count of intersections is, therefore, O(m). 	�  ◻

Remark  It is easy to construct examples in which (i)  the complexity of a single 
bisector, or (ii) the number of intersections of two bisectors, is �(m) . For (i), simply 
put two segments perpendicular to each other, such that two of their endpoints are 
almost touching, and design the underlying polygon P so that while it sweeps along 

S1

S2

BP(s1, s2)

v1

v2
v3

v4

v5

v6

v7

v8

v9

nogyloP(b)rotcesibelgniS(a) P

Fig. 7   In this orientation, in order to squeeze into the small gap between s1 and s2 , polygon P needs to be 
offset inward significantly. Therefore, while sliding the center of P along the bisector from bottom-right 
to top-left, the feature which touches s1 will be (in order) v1 , then v7 , v8 , and v9 . Note that when P shrinks, 
some of its edges disappear. For example, v7 will appear when v1 and v2 will be united
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the bisector from an initial small size (near the almost-touching segment endpoints) 
further away, almost all vertices of P “appear” and become the feature touching one 
of the segments. See Fig. 7 for a demonstration. For (ii), design P and fix the four 
segments so as to have �(m) intersections between the two extreme portions of the 
bisectors, in which the features of the segments, which control the bisectors, are an 
endpoint of each segment. Such a construction is identical to the case of two point 
sites, for which it is already known [7, Thm. 3(c)] that one can obtain �(m) intersec-
tions between two different bisectors.

Theorem 2  [16, Thm. 2.5] Assume that a distance function DP induces the Euclid-
ean topology in the plane. Furthermore, assume that each bisector of two sites con-
sists of disjoint simple curves, and curves belonging to different bisectors can inter-
sect only finitely often within each bounded area. Finally, assume that all possible 
Voronoi regions are connected sets. Then, NVP(S), where S  is a set of n sites, has 
n faces and O(n) edges and vertices. 	�  ◻

Property 1, Corollary 1, and Lemma 8(i) ensure that all the premises of Theo-
rem 2 are satisfied. As a corollary to the theorem above, and due to Lemma 8(ii), we 
have the following.

Theorem 3  The combinatorial complexity of the Voronoi diagram NVP(S), where 
S  is a set of n line segments and P is a convex m -gon, is O(nm). 	�  ◻

Remark  The bound O(nm) on the complexity of the diagram is attainable. For exam-
ple, put n line segments aligned horizontally and well spaced, so that most of the 
bisector of every pair of consecutive segments is present in the diagram, for a total 
complexity of �(nm) . Hence, the complexity of the diagram is �(nm) in the worst 
case.

4.3 � Convex Polygons

We can easily extend the discussion from line segments to convex polygons. Let 
Q = {p1, p2,… , pn} be a set of n convex polygonal sites, each having at most k 
sides, and let NVP(Q) be the nearest-site Voronoi diagram of these sites with respect 
to the convex-straight-skeleton distance function DP , where P is an m-sided convex 
polygon.

As in the segments case, Lemma 7 tells us that Property 5 is satisfied for con-
vex polygonal objects. Therefore, as a consequence of Theorem  1, we have the 
following.

Corollary 2  Every Voronoi region NVP(pi) in the nearest-site Voronoi diagram 
NVP(Q) is simply-connected. 	�  ◻
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In the same manner, the following generalizes Lemma 8 to deal with polygonal 
sites.

Lemma 9 

	 (i)	 The bisecting curve BP(p1, p2) of a pair of convex polygons p1, p2, each having 
at most k sides, is a polycurve with O(m + k) arcs and segments.

	 (ii)	 Any two such bisecting curves intersect O(m + k) times.

The proof of the lemma above is identical to that of Lemma 8 with the following 
refinements (see Fig. 5b). 

1.	 The offset of P can touch any of the k corners and k sides of each of the sites.
2.	 When sweeping the point t along the bisector, the touching points on the two 

sites move sequentially along their boundaries without turning back, therefore, 
decomposing the bisector according to the touching points contributes at most 
4k additional pieces.

3.	 Except that, the proofs of the two parts of the lemma are identical. Therefore, the 
complexity O(m) is replaced by O(m + k).

In the polygonal-site case, similarly to the argument in the proof of Theorem 3, 
we have that Property 1, Corollary 2, and Lemma 9 also ensure that all the prem-
ises of Theorem 2 are satisfied, and due to Lemma 9(ii), we have the following.

Theorem 4  For a set Q of n convex polygons, each having at most k sides, the com-
binatorial complexity of the Voronoi diagram NVP(Q) is O(n(m + k)), where m is 
the number of sides of P . 	�  ◻

5 � Algorithmic Tools

5.1 � Line Segments

Our current goal is to preprocess the underlying polygon and to compute a data 
structure which will enable us to answer efficiently distance queries, that is, to 
compute DP(z, s) for a point z and a line segment s in ℝ2.

Let us now show how to compute efficiently the point-to-segment distance, 
DP(z, s) , from a point z to a line segment s in ℝ2 . From Lemma 4, we know that 
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this operation is equivalent to computing D(−P)s(s, z) . We show below that, pro-
vided that the extruded medial axis of (−P)s is computed in a preprocessing step, 
the distance D(−P)s(s, z) can be computed in the same running time as in Lemma 2. 
Note that DP(z, s) is a primitive operation for the computation of the compact 
Voronoi diagram (a term which will be explained in Sect. 6). Thus, simply pre-
processing the extruded medial axis of (−P)s for every segment s ∈ S  would 
result in increased preprocessing space (i.e., O(nm) space in total). However, we 
prove that even with preprocessing only the medial axis of (−P) , we can compute 
the point-to-segment distance DP(z, s) with the same query time as that of com-
puting a point-to-point distance DP(z, z

�) , z, z� ∈ ℝ
2.

Let z1 and z2 be the two endpoints of a line segment s. For a point z that lies 
in the ith medial region, i ∈ {1, 2} , note that DP(z, s) can be calculated by simply 
computing DP(z, zi) . For a point z which lies in the parallel region of O(−P)s,� , 
let z′ be the projection of z on the boundary between the medial region of Ti,� , 
i ∈ {1, 2} , and the parallel region. (Note that one can equally choose i = 1 or i = 2 
since the two boundaries are identical.) Then, DP(z, s) can be calculated by sim-
ply computing DP(z

�, zi).

Lemma 10  Let z and s be a point and a line segment, respectively. Allowing O(m2) 
time and space for preprocessing the m -gon (−P), the distance DP(z, s) can be 
computed in O(logm) time. Within this amount of time, a point q∗ ∈ s, satisfying 
DP(z, q

∗) = DP(z, s), can be reported.

Proof  We keep two copies, T1 and T2 , of the processed medial axis of (−P) as 
required by Lemma 2. In addition, we preprocess (−P) , such that both traversing and 
binary searching are possible along every vertex-to-center path of (−P) . Since there 
are m vertices, there are m such paths. By simply storing each path as a sorted list, 
we need a total of O(m2) space and time for preprocessing this data structure.

To answer the query DP(z, s) , we proceed as follows. 

Step 1	 Compute the upper and lower common tangents of the two translated copies 
T1 and T2 , centered at z1 and z2 , respectively, where z1 and z2 are the endpoints of 
the line segment s. Let ui and �i be the points in which the upper and lower com-
mon tangents Ti , i ∈ {1, 2} , touch the two polygons.

Step 2	 (2.1) If z lies in the ith medial region, then set the value of DP(z, s) by invok-
ing DP(z, zi) , and return the point q∗ . (2.2) Otherwise (if z is in the parallel region), 
invoke a ray-shooting query on the boundary Bi between the medial region of Ti 
and the parallel region of (−P)s in order to find z′ , the projection of z on Bi (see 
Fig. 8). Set the value of DP(z, s) by invoking DP(z

�, zi) . Then, find and return the 
point q∗ by translating the point zi by |zz′| along s, where |zz′| is the Euclidean 
distance between z and z′.
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Step 1 takes O(logm) time, assuming that (−P) is available as a cyclic list of verti-
ces. Step 2.1 can be performed in O(logm) time, as in Lemma 2. Since Bi is a path 
from a vertex to the center along the medial of (−P) , we can perform a binary search 
and find z′ in O(logm) time. Hence, Step 2.2 takes O(logm) time as well. In total, the 
query time complexity is O(logm) . This completes the proof. 	�  ◻

Another primitive operation computes the Voronoi vertex v∗ , around which the 
Voronoi cells for sites s1, s2, s3 , with respect to the polygon-offset distance DP , occur 
in a counter-clockwise order. Applying the tentative prune-and-search paradigm 
[15], we can find v∗ in the same manner as in Ref. [7]. The only difference is that 
here, three different polygons (−P)s1 , (−P)s2 , and (−P)s3 are involved in the computa-
tion instead of three identical copies of (−P) . However, this does not affect the per-
formance of the general paradigm. Thus, we have the following:

Lemma 11  Given three line segments s1, s2, s3 and a convex m -gon P in the plane, 
the Voronoi vertex v∗, where the Voronoi cells for sites s1, s2, s3, with respect to the 
polygon-offset distance DP, occur in counter-clockwise order, can be computed in 
O(log2 m) time (allowing O(m2) time for preprocessing P). 	�  ◻

5.2 � Convex Polygonal Sites

Let q be a convex polygon with k vertices {zi} , for i ∈ {1, 2,… , k} , and z be any 
point in ℝ2 . First, we show how to compute the distance DP(z, q) efficiently. Simi-
larly to the line-segment case, for a point z that lies in the ith medial region, for 
i ∈ {1, 2,… , k} , note that DP(z, q) can be calculated by simply computing DP(z, zi) . 
For a point z which lies in the ith parallel region of O(−P)q,� , let z′ be the projection 
of z on the boundary between the ith medial region and the ith parallel region. (As in 
the segment case, one can equally project z onto this boundary or onto the boundary 
between the ith parallel region and the (i + 1) st medial region.) Then, DP(z, q) can 
be calculated by simply computing DP(z

�, zi).

Lemma 12  Let z and q be a point and a convex polygon of (at most) k sides, respec-
tively. Allowing O(m2) time and space for preprocessing the m -gon (−P), the 

Fig. 8   The extruded medial axis 
of (−P)s : The medial regions 
and the parallel region are 
colored with seagreen and light 
blue, respectively (Color figure 
online)

z1

q∗

z

z′
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distance DP(z, q) can be computed in O(log k logm) time. Within this amount of 
time, a point q∗ ∈ �q, satisfying DP(z, q

∗) = DP(z, q), can be reported.

Proof  We keep three copies Tj , j ∈ {−1, 0, 1} of the processed medial axis of (−P) 
as required by Lemma 2. In addition, we preprocess (−P) , such that both traversing 
and binary searching are possible along every vertex-to-center path of (−P) . Since 
there are m vertices, there are m such paths. By simply storing each path as a sorted 
list, we need a total of O(m2) space and time for preprocessing this data structure.

In order to answer a query DP(z, q) , we perform a binary search along the cyclic 
list of vertices of q. At each step of the search, we pick zi , the ith vertex of q, and 
decide whether either (i) z is in the medial region; (ii) z is in the parallel region of 
the corresponding translated copy of (−P) ; or (iii) z is to the left or to the right of zi 
in the cyclic order of vertices of q.

To decide whether z is in the medial region or in the parallel region of the corre-
sponding translated copy of (−P) , centered at the ith vertex, we proceed as follows. 

Step 1	 Let zi be the ith vertex of q. Place three copies Tj of the processed medial 
axis of (−P) , j ∈ {−1, 0, 1} , at the (i−1)st, ith, and (i+1) st vertices of q.

Step 2	 Find the outer common tangents of T−1, T0 and of T0, T1 . This will allow us 
to detect the medial region and parallel region of T0 with respect to q.

Step 3	 (3.1) If z is in the medial region of T0 , then set the value of DP(z, q) by invok-
ing DP(z, zi) , and return the point q∗.

	   (3.2) Otherwise, if z is in the parallel region (see Fig. 9b), invoke a ray-shooting 
query on the common boundary Bi between the medial region and the parallel 
region of Ti in order to find z′ , the projection of z on Bi . Set the value of DP(z, q) by 
computing DP(z

�, zi) . Then, find and return the point q∗ by translating the point zi 
by d(z, z�) along the ith edge of q, where d(z, z�) is the Euclidean distance between 
z and z′.

	   (3.3) Otherwise, determine whether z lies to the left or to the right of zi in the 
cyclic list of vertices of q, and continue accordingly the binary search.

uεi,2

uεi,1

uεi−1,2

uεi+1,1
Ti,ε

Ti−1,ε

Ti+1,ε

zi q∗

zz′

(b)(a)

Fig. 9   a (−P)q : the polygon q is colored gray. Translated copies of (−P) , centered at the vertices of q, are 
shown with dotted lines. The extruded medial axis of (−P)q is marked with blue. b The medial regions 
and parallel regions are colored light green and light blue, respectively (Color figure online)
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Step  1 takes constant time. Step  2 takes O(logm) time, assuming that (−P) is 
available as a cyclic list of vertices. Step 3.1 can be performed in O(logm) time, 
as in Lemma 2. Since Bi is a path from a vertex to the center along the medial of 
(−P) , we can perform a binary search and find z′ in O(logm) time. Hence, Step 
3.2 takes O(logm) time as well. Step 3.3 takes constant time. Thus, each step of 
the binary search requires O(logm) time. In total, the query time complexity is 
O(log k logm) . This completes the proof. 	�  ◻

Another primitive operation computes the Voronoi vertex v∗ , around which 
the Voronoi cells for polygonal sites q1, q2, q3 , with respect to the polygon-offset 
distance DP , occur in a counter-clockwise order. As in the line-segments case, 
by applying the tentative prune-and-search paradigm [15], we can find v∗ in the 
same manner as in Ref. [7]. The main difference is that here, three different poly-
gons (−P)q1 , (−P)q2 , and (−P)q3 are involved in the computation instead of three 
identical copies of (−P) . However, this does not affect the performance of the 
general paradigm. Nevertheless, each O(logm)-time distance evaluation func-
tion is replaced by an O(log k logm)-time operation for evaluating DP(z, q) (by 
Lemma 12). Thus, we have the following:

Lemma 13  Given three polygons p1, p2, p3, each having at most k sides, and a con-
vex m -gon P in the plane, the Voronoi vertex v∗, where the Voronoi cells for sites 
p1, p2, p3, with respect to the polygon-offset distance DP, occur in counter-clockwise 
order, can be computed in O(log k log2 m) time (allowing O(m2) time for preprocess-
ing P). 	�  ◻

6 � Compact Voronoi Diagram

As mentioned earlier, McAllister et al. [18] presented an algorithm for computing a 
compact representation of the nearest-site Voronoi diagram of a set of convex polyg-
onal sites with respect to a convex (scaling) distance function. Here, we show how 
to adapt their method to obtain the compact representation of NVP(Q) , where Q is 
a set of n convex polygonal sites, each having at most k sides, and P is an m-sided 
convex polygon.

For any point z and a polygonal site q, spoke(z, q) is defined as the line segment 
z, z∗ with z∗ ∈ q , such that DP(z, z

∗) = min
z�∈q

DP(z, z
�) . Here, z∗ is referred to as the 

attachment point of the spoke. Note that spoke(z,  q) can be computed in 
O(log k logm) time (with O(m2) preprocessing time), where the polygon q has com-
plexity k (by Lemma 12).

For three sites q1, q2, q3 , vertex(q1, q2, q3) is defined as the point v equidistant 
from q1, q2, q3 with respect to the convex polygon-offset distance function DP . By 
Lemma 13, we know that vertex(q1, q2, q3) can be computed in O(log k log2 m) time 
(with O(m2) preprocessing time).



2268	 Algorithmica (2021) 83:2245–2272

1 3

The compact Voronoi diagram is a simplified version of the full Voronoi diagram. 
In this diagram, we maintain a set of spokes from the Voronoi vertices around the 
site, and each polygonal site q is replaced by its core, where a core is the convex hull 
of the attachment points that lie on the boundary of q (see Ref. [18, Fig. 4]). As a 
result, we obtain a compact representation whose combinatorial complexity is O(n), 
which is much smaller than O(n(m + k)) , the combinatorial complexity of the full 
diagram NVP(Q).

Note that each cell of this compact diagram is actually composed of portions of 
two cells of the full Voronoi diagram. Thus, we can answer point-location queries 
as follows. Given a point z, we can obtain the cell in the compact diagram, and the 
two corresponding candidate sites qi and qj , in O(log n) time. Then, by spending 
additional O(log k logm) time for comparing between DP(z, qi) and DP(z, qj) , we can 
determine the identity of the cell of the full Voronoi diagram in which z is located.

As observed earlier [7, §4], the geometric properties of the compact Voronoi dia-
gram are preserved when we use a convex polygon-offset distance function instead 
of a convex distance function. Hence, we can apply Theorem  3.10 of Ref. [18], 
which states that the compact representation of the Voronoi diagram can be com-
puted in O(n(log n + Tv)) time, where Tv is the time needed for performing primi-
tive operations like spoke(z, q) and vertex(q1, q2, q3) . By Lemmata 12 and 13, we 
know that Tv = O(log k log2 m) for convex polygonal sites. Thus, we can compute in 
O(n(log n + log k log2 m) + m2) time a compact representation for NVP(Q) , where 
Q is a set of n disjoint convex polygonal sites, each having at most k sides. Thus, we 
have the following.

Theorem 5  Let P be a convex m -gon. For a set Q of n convex polygonal sites, each 
having at most k sides, a compact representation of NVP(Q) can be computed in 
expected O(n(log n + log k log2 m) + m2) time. 	�  ◻

Following the same arguments as in the proof of Theorem 5, we also obtain the 
following.

Theorem 6  For a set S  of n line segments, a compact representation of NVP(S) 
can be computed in O(n(log n + log2 m) + m2) time, where m is the complexity of a 
convex m -gon P . 	�  ◻

7 � Farthest‑Site Voronoi Diagrams

We are given a set S = {�1, �2,… , �n} of n sites (line segments or convex poly-
gons) in ℝ2 . In this section, following the framework of Mehlhorn et al. [19] (and 
generalizing the approach of Barequet et  al. [7, §5]), we obtain the combinatorial 
complexity of the farthest-site Voronoi diagram of S  with respect to the distance 
function DP , where P is a convex polygon with m sides.
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Let �i , �j be a pair of sites in S  . As in Sect. 2, we define NV�j

P
(�i) to contain all 

the points in the plane that are closer to �i than to �j with respect to DP . Let us also 
define the dominant set M(�i, �j) to be the region of NV�j

P
(�i) except the bisecting 

curve �M(�i, �j) = BP(�i, �j).
Consider the family M = {M(�i, �j)|1 ≤ i ≠ j ≤ n} . The family M is called a 

dominance system if for all �i, �j ∈ S , the following properties are satisfied: 

1.	 M(�i, �j) is open and non-empty;
2.	 M(�i, �j) ∩M(�j, �i) = � and �M(�i, �j) = �M(�j, �i) ; and
3.	 �M(�i, �j) is homeomorphic to the open interval (0, 1).

Similarly to the argument given in Ref. [7, Thm. 16], we can prove the following.

Lemma 14  The family M is a dominance system.

Proof  We argue why the properties of a dominance system are satisfied. 

1.	 M(�i, �j) is open and non-empty because it is precisely one of the two portions of 
the plane bounded by the infinite Jordan curve BP(�i, �j).

2.	 Centering P at any point r ∈ ℝ
2 , if we “pump” P up, then either it hits �i first, or �j 

first, or hits simultaneously �i and �j . In the first case, r ∈ M(�i, �j) ; in the second 
case, r ∈ M(�j, �i) ; and in the third case, r ∈ M(�i, �j) or r ∈ M(�j, �i) , depending 
on whether i < j or j < i . Hence, M(�i, �j) ∩M(�j, �i) = � . On the other hand, 
�M(�i, �j) = BP(�i, �j) = NV

�j

P
(�i) ∩ NV

�i

P
(�j) = BP(�j, �i) = �M(�j, �i).

3.	 �M(�i, �j) is homeomorphic to the open interval (0, 1) since BP(�i, �j) is a poly-
curve [see Lemma 9(i)].	�  ◻

A dominance system is admissible if it also satisfies the following properties. 

4.	 Any two bisecting curves intersect finitely-many times.
5.	 For all non-empty subsets S′ of S, and for every re-ordering of indices in S, 

(a)	 The (nearest neighbor) Voronoi cell of every site �i ∈ S� (with respect to 
S′ ) is connected and it has a non-empty interior; and

(b)	 The union of all the (nearest neighbor) Voronoi cells of all sites �i ∈ S� 
(with respect to S′ ) is the entire plane.

A dominance system which satisfies only Properties  4 and  5(b) is called 
semi-admissible.

It is easy to verify from Corollary 2 and Lemmata 9(ii) and 14 that the family M 
is admissible. Thus, we have the following.

Theorem 7  The family M is admissible. 	�  ◻
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The fact that M is semi-admissible suffices for our purposes. Consider now the 
family M∗ , the “dual” of M, in which the dominance relation and the ordering of the 
sites are reversed. We have the following theorem.

Theorem 8  [19, Lemma 1] If M is semi-admissible, then M∗ is semi-admissible too. 
Moreover, the farthest site Voronoi diagram that corresponds to M∗ is identical to 
the nearest site Voronoi diagram that corresponds to M. 	�  ◻

As a consequence, we obtain the following.

Theorem 9  Let P be a convex polygon with m sides. 

	 (i)	 For a set of n line segments, the combinatorial complexity of the farthest-site 
Voronoi diagram (with respect to DP) is O(nm);

	 (ii)	 For a set of n convex polygons, each having at most k sides, the combinato-
rial complexity of the farthest-site Voronoi diagram (with respect to DP) is 
O(n(m + k)) . 	�  ◻

Since the farthest-site Voronoi diagram can be defined as a dominance system, 
we can adopt the framework of Ref. [19]. Thus, the farthest site Voronoi diagram 
is a tree, and we can compute it by using a randomized algorithm in expected 
O(n log nTv + m) time, where Tv is the time needed for computing a primitive func-
tion that computes the diagram of five sites. With O(m2) preprocessing time, this 
primitive takes O(log2 m) time for line-segment sites, and O(log k + log2 m) time 
for polygonal sites, each having at most k sides (applying the same technique of 
Lemmata 11 and 13, respectively). Thus, the diagram FVP(S) can be computed in 
expected O(n log n log2 m + m2) time, where S  is a set of n disjoint line segments, 
and FVP(Q) can be computed in expected O(n log n(log k + log2 m) + m2) time, 
where Q is a set of n disjoint convex polygons, each having at most k sides.

For computing the diagram in a deterministic manner, we can apply the three-
dimensional plane-sweep approach of Rappaport [23]. In this method, we have poly-
hedral cones emanating from each site, and the plane sweep detects their intersec-
tions and produces the corresponding Voronoi vertices. For a line-segment site s, 
the base of the polyhedral cone is the convex polygon (−P)s . Considering the plane 
H� at height � , the intersection of H� with the polyhedral cone is an SaE �-offset 
copy of (−P)s , denoted by O(−P)s,� . Since, with a preprocessing time of O(m2) , we 
can find the intersection of any three such SaE �-offset copies in O(log2 m) time (by 
Lemma 11), and the total number of events (i.e., vertices of the diagram) is O(n), we 
can enumerate all the vertices of FVP(S) in O(n(log2 m + log n) + m2) time. (Note 
that O(log n) time is needed for each queue operation.) One can store FVP(S) com-
pactly by representing each bisecting curve by a list of the relative positions of their 
respective sites.

Similarly, for a convex polygonal site q, the base of the polyhedral cone is the 
convex polygon (−P)q , and the intersection of H� with the polyhedral cone is an SaE 
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�-offset copy of (−P)q , denoted by O(−P)q,� . We can compute a compact representa-
tion of FVP(Q) in O(n(log k log2 m + log n) + m2) time.

8 � Conclusion

We discuss the structural complexity and algorithms for computing the nearest- and 
farthest-site Voronoi diagram of line segments or convex polygons under the convex 
polygon-offset distance function. It would be challenging to reduce the time needed to 
compute the diagrams by improving the query times of elementary operations. Another 
interesting direction for future research is the investigation of higher-order Voronoi dia-
gram in a similar setting.

References

	 1.	 Abel, Z., Demaine, E.D., Demaine, M.L., Itoh, J., Lubiw, A., Nara, C., O’Rourke, J.: Continuously 
flattening polyhedra using straight skeletons. In: Proc. 30th Ann. Symp. on Computational Geom-
etry, Kyoto, Japan, pp. 396–405 (2014)

	 2.	 Aichholzer, O., Aurenhammer, F.: Straight skeletons for general polygonal figures in the plane. In: 
Proc. 2nd Ann. Int. Conf. on Computing and Combinatorics, Hong Kong, pp. 117–126 (1996)

	 3.	 Aurenhammer, F.: Voronoi diagrams—a survey of a fundamental geometric data structure. ACM 
Comput. Surv. 23(3), 345–405 (1991)

	 4.	 Aurenhammer, F., Drysdale, R.L.S., Krasser, H.: Farthest line segment Voronoi diagrams. Inf. Pro-
cess. Lett. 100(6), 220–225 (2006)

	 5.	 Aurenhammer, F., Klein, R., Lee, D.-T.: Voronoi Diagrams and Delaunay Triangulations. World 
Scientific, Singapore (2013)

	 6.	 Barequet, G., De, M.: Voronoi diagram for convex polygonal sites with convex polygon-offset dis-
tance function. In: Proc. 3rd Int. Conf. on Algorithms and Discrete Applied Mathematics, Goa, 
India, pp. 24–36 (2017)

	 7.	 Barequet, G., Dickerson, M.T., Goodrich, M.T.: Voronoi diagrams for convex polygon-offset dis-
tance functions. Discret. Comput. Geom. 25(2), 271–291 (2001)

	 8.	 Barequet, G., Goodrich, M.T., Levi-Steiner, A., Steiner, D.: Contour interpolation by straight skel-
etons. Graph. Models 66(4), 245–260 (2004)

	 9.	 Barequet, G., De, M., Goodrich, M.T.: Computing convex-straight-skeleton Voronoi diagrams for 
segments and convex polygons. In: Proc. 24th Int. Conf. Computing and Combinatorics, Qingdao, 
China, pp. 130–142 (2018)

	10.	 Cheng, S.-W., Mencel, L., Vigneron, A.: A faster algorithm for computing straight skeletons. ACM 
Trans. Algorithms 12(3), 44:1–44:21 (2016)

	11.	 Cheong, O., Everett, H., Glisse, M., Gudmundsson, J., Hornus, S., Lazard, S., Lee, M., Na, H.-S.: 
Farthest-polygon Voronoi diagrams. Comput. Geom. Theory Appl. 44(4), 234–247 (2011)

	12.	 Fortune, S.: A sweepline algorithm for Voronoi diagrams. Algorithmica 2, 153–174 (1987)
	13.	 Huber, S., Held, M.: A fast straight-skeleton algorithm based on generalized motorcycle graphs. Int. 

J. Comput. Geom. Appl. 22(5), 471–498 (2012)
	14.	 Kirkpatrick, D.G.: Efficient computation of continuous skeletons. In: Proc. 20th Ann. Symp. on 

Foundations of Computer Science, San Juan, Puerto Rico, pp. 18–27 (1979)
	15.	 Kirkpatrick, D.G., Snoeyink, J.: Tentative prune-and-search for computing fixed-points with appli-

cations to geometric computation. Fundam. Inform. 22(4), 353–370 (1995)
	16.	 Klein, R., Wood, D.: Voronoi diagrams based on general metrics in the plane. In: Proc. 5th Ann. 

Symp. on Theoretical Aspects of Computer Science, Bordeaux, France, Lecture Notes in Computer 
Science, vol. 294, pp. 281–291. Springer, Berlin (1988)



2272	 Algorithmica (2021) 83:2245–2272

1 3

	17.	 Leven, D., Sharir, M.: Planning a purely translational motion for a convex object in two-dimensional 
space using generalized Voronoi diagrams. Discret. Comput. Geom. 2, 9–31 (1987)

	18.	 McAllister, M., Kirkpatrick, D.G., Snoeyink, J.: A compact piecewise-linear Voronoi diagram for 
convex sites in the plane. Discret. Comput. Geom. 15(1), 73–105 (1996)

	19.	 Mehlhorn, K., Meiser, S., Rasch, R.: Furthest site abstract Voronoi diagrams. Int. J. Comput. Geom. 
Appl. 11(6), 583–616 (2001)

	20.	 Menger, K.: Untersuchungen über allgemeine Metrik. Mathematische Annalen 100, 75–163 (1928)
	21.	 Papadopoulou, E., Dey, S.K.: On the farthest line-segment Voronoi diagram. Int. J. Comput. Geom. 

Appl. 23(6), 443–460 (2013)
	22.	 Papadopoulou, E., Zavershynskyi, M.: The higher-order Voronoi diagram of line segments. Algo-

rithmica 74(1), 415–439 (2016)
	23.	 Rappaport, D.: Computing the furthest site Voronoi diagram for a set of discs (preliminary report). 

In: Proc. 1st Int. Workshop on Algorithms and Data Structures, Ottawa, Canada, Lecture Notes in 
Computer Science, vol. 382, pp. 57–66 (1989)

	24.	 Rinow, W.: Die innere Geometrie der Metrischen Räume, Grundtehren der Mathematischen Wis-
senschaften in EinzeldarstelItmgen, vol. 105. Springer, Berlin (1961)

	25.	 Yap, C.-K.: An O$(n \log n)$ algorithm for the Voronoi diagram of a set of simple curve segments. 
Discret. Comput. Geom. 2, 365–393 (1987)

Publisher’s Note  Springer Nature remains neutral with regard to jurisdictional claims in published 
maps and institutional affiliations.


	Convex-Straight-Skeleton Voronoi Diagrams for Segments and Convex Polygons
	Abstract
	1 Introduction
	1.1 Related work
	1.2 Our Contributions
	1.3 Organization

	2 Preliminaries
	2.1 Basic Properties of 
	2.2 The Convex-Straight-Skeleton Voronoi Diagram (CSSVD)

	3  and the Straight Skeleton of 
	3.1 Points
	3.2 Line Segments
	3.3 Convex Polygons

	4 Combinatorial Complexity
	4.1 Abstract Voronoi Diagram
	4.2 Line Segments
	4.3 Convex Polygons

	5 Algorithmic Tools
	5.1 Line Segments
	5.2 Convex Polygonal Sites

	6 Compact Voronoi Diagram
	7 Farthest-Site Voronoi Diagrams
	8 Conclusion
	References




