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Abstract In this paper, we study the online unweighted knapsack problem with re-
moval cost. The input is a sequence of items u1, ua, ..., u,, each of which has a size
and a value, where the value of each item is assumed to be equal to the size. Given the
ith item u;, we either put u; into the knapsack or reject it with no cost. When ; is put
into the knapsack, some items in the knapsack are removed with removal cost if the
sum of the size of u; and the total size in the current knapsack exceeds the capacity of
the knapsack. Here the removal cost means a cancellation charge or disposal fee. Our
goal is to maximize the profit, i.e., the sum of the values of items in the last knapsack
minus the total removal cost occurred.

In this paper, we consider two kinds of removal cost: unit and proportional cost.
For both models, we provide their competitive ratios. Namely, we construct optimal
online algorithms and prove that they are best possible.
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1 Introduction

The knapsack problem is one of the most classical problems in combinatorial opti-
mization and has a lot of applications in the real world [11]. The knapsack problem
is that: given a set of items with values and sizes, we are asked to maximize the total
value of selected items in the knapsack satisfying the capacity constraint.

In this paper, we study the online version of the unweighted knapsack problem
with removal cost. Here, “online” means (i) the information of the input (i.e., the
items) is given gradually, i.e., after a decision is made on the current item, the next
item is given; (ii) the decisions we have made are irrevocable, i.e., once a decision has
been made, it cannot be changed. Given the ith item u;, we either accept u; (i.e., put
u; into the knapsack) or reject it with no cost. When u; is put into the knapsack, some
items in the knapsack are removed with removal cost if the sum of the size of u; and
the total size in the current knapsack exceeds 1, i.e., the capacity of the knapsack.
Here the removal cost means a cancellation charge or disposal fee. Our goal is to
maximize the profit, i.e., the sum of the values of items in the last knapsack minus
the total removal cost occurred.

1.1 Related Works

The online knapsack problem (under no removal condition) was first studied on aver-
age case analysis by Marchetti-Spaccamela and Vercellis [13]. They proposed a linear
time approximation algorithm such that the expected difference between the optimal
profit and the one obtained by the algorithm is O (log>/? n) under the condition that
the capacity of the knapsack grows proportionally to the number of items n. Lueker
[12] improved the expected difference to O (logn) under a fairly general condition
on the distribution.

Iwama and Taketomi [9] studied the online knapsack problem on worst case anal-

ysis. They obtained a # ~ 1.618-competitive algorithm for the online knapsack
when (a) the removable condition (without removal cost) is allowed and (b) the value
of each item is equal to the size (unweighted), and showed that this is best possible
by providing a lower bound 1.618 for the case. We remark that the problem has un-
bounded competitive ratio, if at least one of the conditions (a) and (b) is not satisfied
[9, 10]. For other models such as minimum knapsack problem and knapsack problem
with limited cuts, refer to papers in [7, 8, 14].

The concept of removal costs was introduced in the buyback problem [1-6]. In
the problem, we observe a sequence of bids and decide whether to accept each bid
at the moment it arrives, subject to constraints on accepted bids such as single item
and matroid constraints. Decisions to reject bids are irrevocable, whereas decisions
to accept bids may be canceled at a cost which is a fixed fraction of the bid value.
Babaioff et al. [3] showed that the buyback problem with matroid constraint has
1 +2f+2f(+ f))-competitive ratio, where f > 0 is a buyback factor. Ash-
winkumar [1] extended their results and show that the buyback problem with the

constraint of X matroid intersections has k(1 + f)(1+4,/1 — ,((%m)z-competitive ra-

tio. Babaioff ef al. [3, 4] also studied the buyback problem with (weighted) knapsack
constraints. They show that if the largest item is of size at most y, where 0 <y < 1/2,

then the competitive ratiois (1 +2f + 2/ f (1 + f))/(1 —2y).
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1.2 Our Results

In this paper, we study the worst case analysis of the online unweighted knapsack
problem with removal cost. We consider two kinds of models of removal cost:the
proportional and the unit cost models. In the proportional cost model, the removal
cost of each item u; is proportional to its value (and hence size), i.e., itis f - s(u;),
where s(u;) denotes the size of u; and f > O is a fixed constant, called buyback
factor. Therefore, we can view this model as the buyback problem with knapsack
constraints. In the unit cost model, the removal cost of each item is a fixed constant
¢ > 0, where we assume that every item has value at least ¢, since in many appli-
cations, the removal cost (i.e., cancellation charge) is not higher than its value. We
remark that the problem has unbounded competitive ratio if no such assumption is
satisfied (see Sect. 3).

We show that the proportional and unit cost models have competitive ratios A(f)
and u(c) in (1) and (2), respectively, where A(f) and wu(c) are given in Figs. 1 and
2. Namely, we construct A(f)- and w(c)-competitive algorithms for the models and
prove that they are best possible.

() 2 (1/2= f>0), "
- 1+f+«/£2+2f+5 (f > 1/2),

max{n(k). £k + D} (11— /E3 <c<1— /Z5.k=12.),

pc) = 1 £(1) (1—%5@1/2), ()
1/c (c=1/2),

where
k(c+1 K2(1 — ¢)2 + 4k 1 1 4
Ny = K€t )-;k(l —(kc)C) T nd E=5+5)1+- O

The main ideas of our algorithms for both models are:

— We may reject items (with no cost) many times, but in at most one round, we
remove items which from the knapsack.

— Some items are removed from the knapsack, only when the total value in the re-
sulting knapsack gets high enough to guarantee the optimal competitive ratio.

The rest of the paper is organized as follows. In the next section, we consider the
proportional cost model, and in Sect. 3, we consider the unit cost model.

2 Proportional Cost Model

In this section, we consider the proportional cost model, where each item u; has
removal cost f -s(u;) for some positive constant f. We first show that L(f) is a lower
bound of the competitive ratio of the problem, and then propose a A(f)-competitive
algorithm, where A(f) is given in (1).
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Fig. 1 The competitive ratio ‘X(f) T
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Fig. 2 The competitive ratio
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2.1 Lower Bound

In this subsection, we show a lower bound of the competitive ratio A(f) for the prob-
lem.

Theorem 1 There is no online algorithm with competitive ratio less than L(f) for
the online unweighted knapsack problem with proportional removal cost.

Proof According to the value of f, we separately consider the following two cases.
Case 1: 1/2 > f > 0. Let A denote an online algorithm chosen arbitrarily. For a
sufficiently small ¢(> 0), our adversary (see Fig. 3) requests the sequence of items
whose sizes are

1+ 1+s 1 €
~ &, = A
2 2

2 .”’E—}_W’ “4)
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Fig. 3 The adversary for the case 1/2> f >0

until A rejects some item in (4). If A rejects the item with size % + &, then the adver-
sary stops the input sequence. On the other hand, if it rejects the item with size % + 7
for some k > 1, then the adversary requests an item with size % — 1 and stops the
input sequence.

We first note that algorithm A must take the first item, since otherwise the com-
petitive ratio of A becomes infinite. After the first round, A always keeps exactly one
item in the knapsack, since all the items in (4) have size larger than % (i.e., a half of
the knapsack capacity) and for any j < k we have (% + ?) + (% — 1) is larger than
1. This implies that A removes the old item from the knapsack to accept a new item.
If A rejects % + ¢ for some k > 1, the competitive ratio is at least 1/( % + 1), which
approaches 2(= A(f)) as € — 0. Finally, if A rejects no item in (4), then its profit is

1 /1 1 1 Fl/ﬂl
st f (—+5><——f2—<0 5)
2 [1/f1+1 P 2 k)™ = 2~

while the optimal profit for the offline problem is % + ¢, which completes the proof
for1/2> f > 0.
Case 2: f > 1/2. Let A denote an online algorithm chosen arbitrarily, and let x =

3+f—A/f2H2f+5

2057 . For a sufficiently small ¢ (> 0), our adversary requests the following
sequence of items

x,1—x+e1—x, (6)

until A rejects some item in (6), and if A rejects the item then the adversary immedi-
ately stops the input sequence. We remark that x < 1/3 for f > 1/2, and the second
and third items do not fit in the knapsack together.

Note that A must accept the first item x, since otherwise the competitive ratio
becomes infinite. If A rejects the second item, then the competitive ratio is at least

1—x+821;xzk(f). )

X

If A takes the second item 1 — x + ¢ (and removes the first item), the competitive

ratio is at least ﬁ since the second and third items do not in the knapsack
together, which approaches to A(f) (= ﬁ) as ¢ — 0, which completes the proof
for f > 1/2. g
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Algorithm 1 An online algorithm for proportional cost model
1: Bp=90
2: for all items u;, in order of arrival, do

3 if s(Bij—1) +s(u;) <1 then

4: B; < Bi_1 U{u;}

5: if s(B;) > 1/A(f) then STOP

6: elseif 3B/ | CBj_;sdt. %f) + £ (s(Bi—))—s(B/_)) <s(B]_))+su;) <
1

then B; < B/ , U{u;} and STOP
7: else B; < Bj_j
8: end for
Here STOP denotes that the algorithm rejects the items after this round.

2.2 Upper Bound

In this subsection, we show Algorithm 1 is A( f)-competitive for the problem. Note
that the total profit becomes small (even negative), if we remove many items from the
knapsack. Intuitively, our algorithm accepts the new item if the knapsack has room to
put it. If we can make the profit sufficiently high by accepting the item and removing
some items from the current knapsack, then our algorithm follows this, and after this
iteration, it rejects all the items. Otherwise, the algorithm simply rejects the item.
Let u; be the item given in the ith round. Define by B;_; the set of items in the
knapsack at the beginning of ith round, and by s(B;_1) the total size in B;_1.

Lemma 2 If s(B;_1) + s(u;) > 1 and some B]_| C B;_1 satisfies .(f) - s(B;_1) <
s(Bl.’_l) + s(u;) < 1, then the sixth line of Algorithm 1 is executed in the i th round.

Proof Since s(Bij—1) +s;) > 1 and A(f) - s(Bi—1) < s(Bl(_l) + s(u;), we obtain

L +f- (S(Bi_l) - S(Bi/—l))

ACf)
(Bi—1) + s(u;) /
B —s(BL)
L+ fAC)) — A2 ., L+ fACf) +A(f)
Pt )\];(f)f f s(B_)) + fﬂ{f) / s(u;). ®)
As Az(f) > 14 fA(f) + A(f) by the definition of A(f), we have
LMD = 22 1+ AN =2
A2(f) T 14 A+ AN
L+ MO+
A2(f) - r

Let OPT denote an optimal solution for the offline problem whose input sequence
1S UL, ..., U;.

@ Springer



82 Algorithmica (2014) 70:76-91

Lemma 3 If s(B;) < 1/A(f) then we have |OPT \ B;| < 1.

Proof B; contains all the items smaller than 1/2 seen so far, since s(B;) < 1/A(f) <
1/2. Any item u € OPT \ B; has size greater than 1 — 1/A(f) > 1/2. Therefore,
|OPT \ B;| <1 holds by s(OPT) < 1. O

Theorem 4 The online Algorithm 1 is A(f)-competitive.

Proof Suppose that the sixth line is executed in round k. Then it holds that %f) +f-
(s(Br—1) —s(B;_;)) < s(B;_,) + s(ur) = s(By). Since s(B;) = s(By) holds for all
i >k, we have
s(OPT) _ 1
s(Bi) — f - (s(Bk—1) = s(B;_1)) ~ s(Bx) — f - (s(Bk—1) —s(B;_}))

<A(f).

We next assume that the sixth line has never been executed. If s(B;) > 1/A(f), we
have the competitive ratio s(OPT)/s(B;) < 1/s(B;) < A(f). On the other hand, if
s(B;) < 1/A(f), |OPT \ B;| =0 or 1 holds by Lemma 3. If |OPT \ B;| =0, we
obtain the competitive ratio 1. Otherwise (i.e., OPT \ B; = {i;} for some /), Lemma
2 implies that A(f) - s(Bj—1) > s(B)_,) + s(u;) for B, _; = OPT N B;_;. Therefore
we obtain

s(OPT) _ s(Bj_) 4+ s(u;) +s(B; \ Bj_1)
s(B) ~ s(Bj—1) +s(B; \ Bi—1)
{S(Bl/_l)‘f‘s(ul) s(Bi \ Bi—1)
< max R
s(Bj—1) s(Bi \ Bi—1)

}S)\(f)' H

Before concluding this section, we remark that the condition in the sixth line can
be checked efficiently.

Proposition 5 We can check the condition in the sixth line in O(|B;_1| + 2)‘2(f))
time.

Proof Letx = ﬁ(#) + fs(Bi_1)—s(u;)) and y = 1 —s(u;). Our goal is to decide
whether there exists B/ | € B;_1 such that x < s(B/_,) <y in O(|Bi_1| + 2A2(f))

time. As s(B;_1) < 1/A(f), s(u;) < 1,and A2(f) > (14 f)A(f)+ 1 by the definition
of L(f), we get

1- ! _
AMHA+f 1+ f

y—x= (s(ui) +s(Bi-1))

5 T )
1- - 1+
ANHA+ ) 1+f A(f)
_MH-1=f A 1 1
AOA+ T 22(H -1 A B —r) ~ A3

©))
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Fig. 4 An input sequence to accept [1/c] items

prove the competitive ratio is EyEy. vy E 1
unbounded if the input contains reject r[1/c] items

items with size smaller than ¢

STOP

Let Bi_1 = {b1,b2,..., by} satisfy s(b1) > --- > s(by) >y — x > s(bgy1) >
-+ > 5(by). Then we claim the existence of Blf_ | 18 equivalent to the existence of
A C{b1,by, ..., by} such that x — > 70 s(b;) < s(A) <y.If such an A exists,
then Bl./_1 = AU {bg+1, ..., b} satisfies the conditions, where / = min{l > k + 1 |
s(A) + Z§=k+l s(b;) > x}. If there exists B/_, such that x < s(B]_,) <y, then
A= Bi/_1 \ {bk+1, ..., by} satisfies x — Z;":k_H s(bi) <s(A) <y.

Therefore we need to check the condition x — /7, 115(bi) <s(A) <y for at
most 2K < 2%°() subsets, since k < s(Bij_1)/(y — x) < A2(f) holds by s(B;_) <
1/A(f) and y — x > 1/A3(f). Thus we can check the condition in the sixth line in
O(1Bi—1] +2+° ), O

3 Unit Cost Model

In this section, we consider the unit cost model, where it costs us a fixed constant
¢ > 0 to remove each item from the knapsack. Recall that every item has size at least
c. In this section, we show that the online unweighted knapsack problem with unit
cost is u(c)-competitive, where (c) is defined in (2). We note that w(c) attains the
maximum 1 + +/2 when ¢ =1 — 1/+/2.

We remark that the problem becomes unbounded competitive ratio if items are
allowed to have size arbitrarily smaller than c.

Lemma 6 For any positive number r, there is no online algorithm with competitive
ratio less than r for the knapsack problem with unit removal cost without the size
assumption.

Proof Let ¢ denote a positive number such that & < 1/([1/c] - r). For an online algo-
rithm A chosen arbitrarily, our adversary (see Fig. 4) keeps requesting the items with
size ¢, until A accepts [1/c] items or rejects r - [1/c] items. If A rejects r - [1/c]
items (before accepting [1/c] items), the adversary stops the input sequence; other-
wise, it requests an item with size 1 and stops the input sequence. In the former case,

the competitive ratio is at least r(rll//g; = r. In the latter case, the competitive ratio
becomes Tlds > r if A rejects the last item (with size 1). Otherwise, A removes the

[1/c] items to take the last item. This implies that the profitis 1 — [1/c]-¢ <0. U

3.1 The Case c > 1/2

We first consider the case where ¢ > 1/2. In this case, it is not difficult to see that the
problem is 1/c(= u(c))-competitive.
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Theorem 7 If the unit removal cost c is at least 1/2, then there is no online algorithm
with competitive ratio less than 1/c for the online unweighted knapsack problem.

Proof For an online algorithm A chosen arbitrarily, our adversary first requests an
item with size c. If A does not accept it, the adversary stops the input sequence.
Otherwise, it next requests an item with size 1 and stops the input sequence. It is clear
that A must take the first item, since otherwise the competitive ratio becomes infinite.
If A rejects the second item, then we have the competitive ratio 1/c. Otherwise (i.e.,
A accepts the second item by removing the first item), the competitive ratio is 1/(1 —
¢) > 1/c, since ¢ > 1/2. O

Theorem 8 There is a 1/c-competitive algorithm for the online unweighted knapsack
problem with unit removal cost.

Proof Consider an online algorithm which takes the first item u; and rejects the
remaining items. Since s(u#1) > ¢ and the optimal value of the offline problem is at
most 1, the competitive ratio is at most 1/c. 0
3.2 The Case c < 1/2

In this section we consider the case in which ¢ < 1/2.

3.2.1 Lower Bound

For 0 < ¢ < 1/2, we show that p(c) is a lower bound of the competitive ratio for the
problem by starting with several propositions needed later.

Proposition 9 For any positive integer k, we have

1 k+1 k 1
— <l -J" and 1-— <— (10)
2k +4 k+2 k+1  2k+1

Proof Note that

1\/k—|—1_«/k+2—\/k+1_ 1
k+2 VEk+2 CVEkF2WEkH2+Vk+ D)
1
> = ,(11)
VE+2Wk+2+Vk+2)  2k+4
and
| ko k1= 1
k+17  Vk+1  VErIWEFI+VE)
1 1 12
= < .
k+14+Vkk+1) 2k+1
0
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accept k items accept

ThyThy o, Th l—ar+e —= 1—zr (c)
STOP (a) STOP  (b)

Fig. 5 The adversary for Lemma 12

Definition 10 We define x; and y; as follows:

k+2—ke—k2(1 —c)? + 4k ke + Vk2c? + dke
Xp = > and yp = > . (13)

Proposition 11 7 (k) and & (k) in (3) satisfy the following equalities.

_l-x ket D)+ k21 — )2 + 4k

1 —xx —ke  kxg 2k(1 —kc)

sy = ——x L 1 2 (15)
T yk—kc ke 22 ke

We provide two kinds of adversaries.

n(k) = . (14)

. s [k
Theorem 12 Assume that removal cost ¢ satisfies 1 mmsc=<l—\/zmgfora

positive integer k. Then there is no online algorithm with competitive ratio less than
n (k) for the online unweighted knapsack problem with unit removal cost.

Proof Let xj, = kpakemy ;2<1_c)2+4k. For an online algorithm A chosen arbitrarily,
our adversary (see Fig. 5) keeps requesting the items with size x; until A accepts k
items or rejects [1/x;] items. If A rejects [1/x;] items before accepting k items, the
adversary stops the input sequence (a). Otherwise (i.e., A accepts k items), the adver-
sary next requests an item with size 1 — x; + ¢ where ¢ is a sufficiently small positive
number; if A rejects it, the adversary stops the input sequence (b), and otherwise, the
adversary next requests an item with size 1 — x; and stops the input sequence (¢).

[ [k
2 sc=1 ]

Note that all the items have size at least ¢, since 1 — implies

xg>cand 1 —x; >c.

In the case of (a), we have the competitive ratio at least kl 71)3" > 1 xk =n(k),
where the last ec%uallty follows from Proposition 11. In the case of (b) the competltlve
ratio is at least X"+£ > ﬂ = n(k) by Proposition 11. Finally, in the case of (c),

the competltlve ratlo isat least m. Proposition 11 implies that this approaches
nk) (= ; Xk = %) as (e > 0). g

Theorem 13 Assume that removal cost c satisfies 1 — <c<xy for a positive

k
k+1 =
integer k. Then there is no online algorithm with competitive ratio less than & (k) for
the online unweighted knapsack problem with unit removal cost.
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accept k items accept

c,Cy...,C Yk 1—c (¢
w/d items \cjjt
STOP (a) STOP  (b)

Fig. 6 The adversary for Lemma 13

Proof Let A denote an online algorithm chosen arbitrarily. Then our adversary (see
Fig. 6) keeps requesting items with size ¢ until A accepts k items or rejects [1/c]
items. If A rejects [1/c] items before accepting k items, the adversary stops the input
sequence (a). Otherwise (i.e., A accepts k items), the adversary requests an item with

size yp = ket /K c"+ ke Vl‘;cz% which is at least 1 — ¢ > ¢, since 1 — kil 2k’ if A
rejects it, the adversary stops the input sequence (b), and otherwise, the adversary
requests an item with size 1 — ¢ and stops the input sequence (c).

In the case of (a), the competitive ratio is at least kl__f) > klc > k = &(k), where
the last equality follows from Proposition 11. In the case of (b), the competitive ratio
is % = & (k) by Proposition 11. Finally, in the case of (c), the competitive ratio is at

<c<

1
least ke

= £(k), which again follows from Proposition 11. O

By Theorems 12 and 13, it holds that i(c) is a lower bound of the competitive
ratiofor 0 < c < 1/2.

3.2.2 Upper Bound

In this subsection, we show that p(c) is also an upper bound for the competitive ratio
of the problem when 0 < ¢ < 1/2. We start with several propositions needed later.

Proposition 14 For a positive integer k, let ¢ satisfy 1 — iié <c<l- %
Then we have

hK)>2 < c> 2k~ 1 (16)

CZ >
M= = 2Kk + 1)
1

k+1)>2 <+— < —. 17

&( )= =36+ D 17

Proof We can get the results by simple calculations. |

Proposition 15 For a positive integer k, let ¢ satisfy 1 — % <c<l1l- kk?
Then we have

p(e) = max{n(k), &k + D} = 2. (18)

Proof If 2k(2k+1) <c<l- kk? then by (16), the claim is correct. Otherwise (i.e.,

c< % < m), we also have (18) by (17). O
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Proposition 16 For a positive integer k, let ¢ satisfy 1 — % <c<l1-— jau g

Then we have

max[a [nax (@), &+ 1)} =max{n(k), §(k + 1)} = u(c). (19)

.....

Proof The second equality holds by the definition of @ (c). Thus we only need to
prove the first equality.
For o > 2, it holds that

o+ 1 20— 1

< (20)
a+2 20QRax+1)
since 1 — /25 < 22l = 120 (0 —2) +20(6a — 1) + (@ —2) > 0.
If K > o > 2, then it holds
alc+ 1)+ Va2l —c)? +4a
n(e) = <2< pl(o) (21)
2a(1 — ac)
byc<1—,/ k+ <1-,/ Zi 2a2(gai1) and Proposition 14.
Moreover when o =1, we have
c+D+V/A -0+
n(l) = S < () (22)

2(1—o)

for 0 < ¢ < 1/6 since FDEV U074 W52 = (1—6c)(1—c)>0.As 1 —

J3/4<1/6 <1 —4/2/3, we remain to prove (1) <n(2) for 1/6 <c <1 —/2/3.
Byc<1-42/3<1/2,

c+1+/(1—-c)2+ 2(c+1)—|—\/4(1—c)2+8

2(1 —c¢) 4(1 —20¢)
c+14+v/(1 -0+ (c+1)4m/1—1/2)2
(1-2¢) - 1-2¢)
= (6c— (1 —0o){c—5)7*+63}>0. O
Proposition 17 For a positive integer k, let ¢ satisfy 1 — ./ ﬁ; <c<l1l- kkﬁ
Then for any positive integer o < k and real x € (0, 1 — ac), it holds that
. 1 1—x
min , = n(a) = pulo). (23)
l—x—ac ax

T —ac and la;xx are respectively monotone increasing and decreasing
in x, the first inequality holds by Proposition 11. The second inequality is obtained
by Proposition 16. 0

. 1
Proof Since 5
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Algorithm 2 An online algorithm for unit cost model with ¢ > (1 — %)

1: Bp=0

2: for all items u;, in order of arrival, do

3: ifs(Bi—1) +s(u;) <1 then B; < B;_1 U{u;}

4 elseif [B;_1| =1and s(u;) > “EYCF then B; « {;} and STOP
5: else B < Bi_

6: end for

Here STOP denotes that the algorithm rejects the items after this round.

Proposition 18 For a positive integer k, let ¢ satisfy 1 — i—i‘é <c<l- %
Then for any real y € ((k + 1)c, 1], we have
i { : > }<s<k+1>< ©) (24)
min , < < u(c).
y—(k+ e’ (k+ e "

. 1 y . . .
Proof Since = De and e are respectively monotone decreasing and increas-

ing in y, the first inequality holds by Proposition 11. The second inequality follows
from the definition of 1 (c). O

We are now ready to prove that p(c) is an upper bound for the competitive ratio.
According to the size of ¢, we make use of Algorithms 2 and 3.

For 1 — Lz <c< %, we use Algorithm 2, where B;_; denotes the set of items

in the knapsack at the beginning of the ith round Let u; be the item given in the ith
round. In this case, the profit of any two items is sufficiently high. Intuitively, our
algorithm accepts the item if the knapsack has room to put it. If there is only one item
in the knapsack and the new item has sufficiently high value, the algorithm accepts
the new item and removes the item in the knapsack, and after this iteration, it rejects
all the items. Otherwise, it simply rejects the item.

Theorem 19 If 1 — % <c < i, the online Algorithm 2 is y(c)-competitive for the
online unweighted knapsack problem with unit removal cost.

Proof Let OPT denote an optimal solution for the offline problem whose input se-

quence is u1, ..., u;. If the algorithm stops at the fourth line, the competitive ratio is
2 2 .
at most 1/(# —0c)= % = u(c), since s(OPT) < 1. Assume that the

algorithm has never stopped at the fourth line and |B;| = 1. If s(B;) > 1/2, then the
competitive ratio is at most ﬁ =2 < u(c). Otherwise, the item in B; has size smaller
than 1/2, while the item u; with j <i and u; ¢ B; has size at least 1/2. This im-
plies that |OPT| = 1 and the competitive ratio is smaller than w(c), since s(B;) > ¢
and s(OPT) < Shv e VEZHC. If the algorithm has never stopped at the fourth line and
|B;| > 1, the competitive ratio is at most 21_0 < u(c),sincec>1— l/ﬁ > 1/6 im-

plies ¢ ++/cZ +4c > 1. 0
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Algorithm 3 An online algorithm for unit cost model with ¢ < (1 — %)

1: Bp=0

2: for all items u;, in order of arrival, do

3: if s(Bi—1) +s(u;) <1 then

4: B; < Bi_1 U{u;}

5. else

6: Let Bi_1 ={b1,by, ..., by} st.s(by) >s(by) > --->5(by).
7: Bl/ 1 <~

8: for j =1tom do

9: if s(B!_|) +s(bj) <1—s(u;) then B]_| < B/  U{b;}
10: end for

11: if s(B_)+s(u;) — |Bi—1 \ B/_,|c > 1/u(c) then

12: B; < B;_l U {u;} and STOP

13: else

14: B; < B;_

15: end if

16:  end if

17: end for

Here STOP denotes that the algorithm rejects the items after this round.

k2 =
our algorithm accepts the new item if the knapsack has room to put it. If we can make

the profit sufficiently high by accepting the item and removing some items from the
current knapsack by greedy manner, then our algorithm follows this, and after this
iteration, it rejects all the items. Otherwise, the algorithm simply rejects the item.

For 1 — /& <c<1— /& (k=1.2,...), we use Algorithm 3. Intuitively,

k+l k
Theorem 20 If 1 — \/i75 <c <1— /7,
competitive for the onlzne unweighted knapsack problem with unit removal cost.

the online Algorithm 3 is ju(c)-

Proof Let OPT denote an optimal solution for the offline problem whose input se-
quenceisuy, ..., u;. If the algorithm stops at the eleventh line inround ! <1i, s(B;) =
s(By) = s(Bl/fl) + s(u;) and the profit of the algorithm is s(B 1) +s(u;) — |Bi—1\
B/_,|c. Therefore, the competitive ratio is at most

s(B]_ 1)+s<u1) BB e = M)
since s(OPT) < 1. Otherwise, the algorithm has never removed old 1tems from the
knapsack. If s(B;) > 1/2, then the competitive ratio is at most 1/L2 =2 < u(c). Onthe
other hand, if s(B;) < 1/2, then any item in B; has size at most 1/2 while any item
in OPT \ B; has size larger than 1/2. This implies |OPT \ B;| <1 by s(OPT) < 1.
If |OPT \ B;| =0, then we have OPT = B;, which implies that the competitive ratio
is 1. Thus we assume that |OPT \ B;| = l Note that |B;| < k + 1 holds, since any

b € B; satisfies s(b) >c>1—,/ ],2% > 2k T where the last inequality follows from
Proposition 9. Since the algorithm has never removed items, | B;| < k 4 1 also holds
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for each [ with [ <i. Let

{u1} =OPT\ B;, a=|B-1\B_,

, x=1—=(su)+s(B_,)). 25

Since B;_1 \ B/_, # ¥, we have
>0 and x<1-—ac. (26)

Since s(B;) = s(Bj—1) +s(B; \ B—1) and s (OPT) < s(u;) +s(B;—1 NOPT) +s(B; \
B;_1), the competitive ratio is at most

s(uy) + s(Bj—1 NOPT) +s(B; \ Bi—1) - {S(u1)+S(B[_1 N OPT) }
< max 1%,
s(Bi—1) +s(Bi \ Bi-1) s(Bi-1)

. s(up)+s(Bj_NOPT
We claim that % < u(c).

Let B; = {b1, b2, ..., by} satisfy s(by) > s(b2) > --- > s(by,;). To see this claim,
we separately consider the following two cases:

Case 1. Consider the case in which there exists b; € B]_, such that b, ¢ B,_, holds
for some & > j. Let us take b; as the largest such item, i.e., b; € B/, and bg ¢ B/,
for all g(< j).

In this case, we obtain the following inequalities:

s(uy) + s(B;j—1 NOPT) _ s(bp) +1—x
s(Bi-1) = s(bp) +oax

1—x
§max{1,—}. (27)
ax

Here the numerator and denominator in the left hand side of (27) respectively satisfy
S(u;))+s(Bi—1NOPT) <1 < s(by) +s(u;) —i—s(BlLl) =s(bp)+1—xands(Bj—1) =
s(B/_) +s(Bj_1\ B/_) = s(by) + ax, since by ¢ B/_, and s(b) > x holds for any
b e B;_1 \ B/_,. Finally, we show la;xx < u(c), which completes the claim.

Since the algorithm has not stopped at the eleventh line and 1 — x — ac > 0 by
(26), we have 17x17ac = > u(c). Note that & < |B;—1 \ {b1}| <k,

1
S(B]_)+s(u))—ac
since |B;_1| < k + 1. Therefore, we obtain la;xx < u(c) by Proposition 17.

Case 2. We next consider the case in which b; € Bj_, implies b, € B/_, for all
h(>j),ie., Bl’f1 consists of the |Bl/71| smallest items of B;_;. Then we have s(b) >
1 — s(u;) for any b € B;_1 \ B/_,. This implies B;_; NOPT C B, ,, and s(B;_1 \
B/_,) > ax holds by (25).

If o <k, thus, the competitive ratio is at most

s(up) +5(B-1 NOPT) _ s(up) +s(B/_)) _l-x

s(Bi-1) =SB \B|_) ~ ax = (o), (28)

where the last inequality follows from a similar argument to Case 1. On the other
hand, if @ =k + 1, let y = s (u;) + s(B;_,). Then we have

s(up) +s(Bj—1 NOPT) <_
s(Br-1) (k4 Dc’

where the inequality follows from the fact that s(u;) + s(B;—1 N OPT) < s(u;) +
s(Bj_;) =y and s(B;_1) > s(B;—1 \ B/_;) = (k + 1)c, since B;_1 N OPT C B/,

(29)
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and any item has size at least c. Finally, since y > (k 4 1)c and the algorithm has

. . 1 . 1
not stopped at the eleventh line, it holds that Y=EFDE = 5B st > u(c).
This together with Proposition 18 implies (HL])L < u(c). g
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