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Abstract We consider graph drawings in which vertices are assigned to layers and
edges are drawn as straight line-segments between vertices on adjacent layers. We
prove that graphs admitting crossing-free h-layer drawings (for fixed h) have bounded
pathwidth. We then use a path decomposition as the basis for a linear-time algorithm
to decide if a graph has a crossing-free h-layer drawing (for fixed h). This algorithm
is extended to solve related problems, including allowing at most k crossings, or re-
moving at most r edges to leave a crossing-free drawing (for fixed k or r). If the
number of crossings or deleted edges is a non-fixed parameter then these problems
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are NP-complete. For each setting, we can also permit downward drawings of di-
rected graphs and drawings in which edges may span multiple layers, in which case
either the total span or the maximum span of edges can be minimized. In contrast
to the Sugiyama method for layered graph drawing, our algorithms do not assume a
preassignment of the vertices to layers.

1 Introduction

Layered graph drawing [6, 29, 33] is a popular paradigm for drawing graphs, and
has applications in visualization [8], DNA mapping [34], and VLSI layout [26]. In
a layered drawing of a graph, vertices are arranged in horizontal layers, and edges
are routed as polygonal lines between distinct layers. For acyclic digraphs, it may be
required that edges point downward.

The quality of layered drawings is assessed in terms of criteria to be minimized,
such as the number of edge crossings, the number of edges whose removal eliminates
all crossings, the number of layers, the maximum number of layers an edge may cross,
the total number of layers crossed by edges, and the maximum number of vertices
in one layer. Unfortunately, the question of whether a graph G can be drawn in two
layers with at most k crossings, where k is part of the input, is NP-complete [20], as is
the question of whether r or fewer edges can be removed from G so that the remaining
graph has a crossing-free drawing on two layers [17, 32]. Both problems remain
NP-complete when the permutation of vertices in one of the layers is given [17, 18].

When, say, the maximum number of allowed crossings is small, an algorithm
whose running time is exponential in this parameter but polynomial in the size of
the graph may be useful. The theory of parameterized complexity [9] addresses com-
plexity issues of this nature, in which a problem is specified in terms of one or more
parameters. A parameterized problem with input size n and parameter size k is fixed
parameter tractable, or in the class FPT, if there is an algorithm to solve the problem
in f (k) · nα time, for some function f and constant α.

In this paper we present fixed parameter tractability results for a variety of layered
graph drawing problems. To our knowledge, the conference version of this paper [10]
was the first to take this point of view. In particular, we give a linear-time algorithm to
decide if a graph has a drawing in h layers (for fixed h) with no crossings, and if so,
to produce such a drawing (we observe that recognizing such graphs is NP-complete
when h is not fixed [24]). We then modify this basic algorithm to handle many vari-
ations, including the k-crossings problem (for fixed k, can G be drawn with at most
k crossings?) and the r-planarization problem (for fixed r , can G be drawn so that
the deletion of at most r edges removes all crossings?). The exact solution of the
r-planarization problem for h ≥ 3 layers (for vertices preassigned to layers) is stated
as an open problem in a recent survey [27]. Our algorithm can be modified to han-
dle acyclic directed graphs whose edges must be drawn pointing downward. We also
consider drawings whose edges are allowed to span multiple layers. In this case, our
algorithm can minimize the total span of the edges, or alternatively, minimize the
maximum span of an edge.

Our approach is markedly different from the traditional three-phase method for
producing layered drawings, commonly called the Sugiyama algorithm, which is
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heuristic in nature and starts with an assignment of vertices to layers, following that
with repeated permutations of vertices within one layer holding an adjacent layer
fixed and trying to reduce the number of crossings between the two layers. In con-
trast, our algorithms do not assume a preassignment of vertices to layers and are
guaranteed to find the right answer. For example, in linear time we can determine
whether a graph can be drawn in h layers with at most k edge crossings (for fixed h

and k), taking into account all possible assignments of vertices to the layers.
The running time of our algorithm, however, is dominated by the cost of finding

a path decomposition of the input graph. The current best-known algorithm for this
uses linear time, but with a constant factor that makes it impractical (for the basic
h-layer recognition algorithm, the constant is 232h3

). Improving that algorithm is the
subject of active research. Our results should therefore be considered as primarily
of theoretical interest, and as a possible basis for future work of a more practical
nature. We discuss this further in the last section of the paper. As an example of how
our approach can be used in combination with common heuristics, our companion
paper [12] addresses the case of 2-layer crossing minimization without large hidden
constants being involved.

The conference presentation of this paper [10] is similar to this paper in overall
structure, but quite different in the details. Both versions use dynamic programming
on a path decomposition of the graph (a notion defined precisely in Sect. 2). In order
to keep the size of the dynamic programming table linear in n, we need to define
a representation of some of the information associated with a partial placement of
vertices on layers, but not all of the information. We believe the representation cho-
sen in the conference version to be adequate for this purpose, but in setting down
all the details, we found the case analysis of the lemmas required to justify the algo-
rithm became too lengthy. To solve this problem, we introduce in this paper another
representation that is more geometric and less combinatorial, and that facilitates the
presentation of a complete proof of correctness.

The remainder of this paper is organized as follows. Section 2 gives definitions
and discusses pathwidth, a key concept for our algorithms. The overall framework for
our algorithms is presented in Sect. 3, where we consider the problem of producing
layered drawings with no crossings. The r-planarization problem, the k-crossings
problem, and further variants are considered in Sect. 4. Section 5 concludes with
some open problems.

2 Preliminaries

2.1 Graphs and Pathwidth

To describe the graphs considered in this paper, we make use of standard graph-
theoretic notation [14]. We denote the vertex and edge sets of a graph G by V (G)

and E(G), respectively; we use n to denote |V (G)|. Unless stated otherwise, the
graphs considered are simple and without self-loops. For a subset S ⊆ V (G), we use
G[S] to denote the subgraph of G induced on the vertices in S. In order to structure
our dynamic programming algorithms, we make use of the graph-theoretic concepts
of path decomposition and pathwidth.
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Definition 1 A path decomposition P of a graph G is a sequence P1, . . . ,Pp of
subsets of V (G) that satisfies the following three properties:

1. for every u ∈ V (G), there is a t such that u ∈ Pt ;
2. for every edge (u, v) ∈ E(G), there is a t such that both u,v ∈ Pt ; and
3. for every u ∈ V (G), {t | u ∈ Pt } = {i | j ≤ i ≤ k} for some 1 ≤ j ≤ k ≤ p.

The width of a path decomposition is defined to be max{|Pt | − 1 : 1 ≤ t ≤ p}. The
pathwidth of a graph G is the minimum width w of any path decomposition of G.
Each Pt is called a bag of P . It is easily seen that the set of vertices in a bag Pt is
a separator of the graph G for 1 < t < p . Of particular interest are graphs of constant
pathwidth, for they have constant-size separators. For fixed w, path decompositions
of graphs of pathwidth w can be found in linear time [3, 5].

Definition 2 A path decomposition P = P1, . . . ,Pp of a graph G of pathwidth w is
normalized if

1. |Pt | = w + 1 for t odd;
2. |Pt | = w for t even; and
3. Pt−1 ∩ Pt+1 = Pt for even t .

Given a path decomposition, a normalized path decomposition of the same width (and
�(n) bags) can be found in linear time [22]. The proof of this result is not difficult; it
is a technical convenience that reduces the amount of case analysis necessary in the
dynamic programming recurrence that we define on the path decomposition.

2.2 Layered Graph Drawing

An h-layer drawing of a (directed or undirected) graph G consists of a partition of the
vertices V (G) into h layers L1,L2, . . . ,Lh such that for each edge (u, v) ∈ E(G),
u ∈ Li and v ∈ Lj implies i �= j ; each vertex on layer Lj , 1 ≤ j ≤ h, is positioned
at a distinct point in the plane with a Y -coordinate of j and each edge is represented
by a straight line-segment. If we further stipulate that for each edge (u, v) ∈ E(G),
u ∈ Li and v ∈ Lj implies |i − j | = 1, then G is a proper h-layer drawing.

An (a, b)-stretched h-layer drawing of a graph G is a proper h-layer drawing of
a graph G′ obtained from G by replacing each edge of G by a path with at most
a internal vertices such that the total number of interior “dummy” vertices on the
paths is at most b, and path vertices have monotonically increasing or decreasing
Y -coordinates. Of course, proper h-layer drawings are (0,0)-stretched. A graph is
said to be an (a, b)-stretchable h-layer graph if it admits an (a, b)-stretched h′-layer
drawing for some h′ ≤ h.

A layered drawing with at most k crossings is said to be k-crossing, where the
number of crossings is the number of pairs of edges that cross. A 0-crossing h-layer
drawing is called an h-layer plane drawing. A graph is ((a, b)-stretchable) h-layer
planar if it admits an ((a, b)-stretched) plane h′-layer drawing for some h′ ≤ h.
A layered drawing in which r edges can be deleted to remove all crossings is said
to be r-planarizable, and a graph that admits an ((a, b)-stretched) r-planarizable
h-layer drawing is said to be an ((a, b)-stretchable) r-planarizable h-layer graph.
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We further distinguish between proper and non-proper versions of these graphs, de-
pending on whether or not the graph admits a proper h-layer drawing of the specified
type.

For an acyclic digraph G, an ((a, b)-stretched) h-layer drawing of G is called
downward if for each edge (u, v) ∈ E(G), u ∈ Li and v ∈ Lj implies i > j .

When h is implicit and constant, we use the shorthand layered drawing to replace
“h-layer drawing” in the various terms given above.

Edge crossings in proper layered drawings do not depend on the actual assign-
ment of X-coordinates to the vertices, and we shall not be concerned with the deter-
mination of such assignments (algorithms for this purpose were presented in other
work [2, 21, 28]). For our purposes, a layered drawing can be represented by the par-
tition of the vertices into layers and linear orderings of the vertices within each layer.
The linear ordering can be extended in the obvious fashion to points that are not ver-
tices. In a layered drawing, we say a vertex u is to the left of a vertex v and v is to
the right of u, if u and v are in the same layer and u < v in the corresponding linear
ordering.

Such a partition and a set of orderings correspond to a layered plane drawing if
and only if there do not exist two edges (u1, v1), (u2, v2) with u1 < u2 in the same
layer and v1 > v2 in an adjacent layer, as such a pair of edges must cross. When there
are no crossings, the edges between two adjacent layers are also linearly ordered, by
the obvious extension of the vertex ordering. Given edges e and e′ between layers L

and L′ in a layered plane drawing, the edge-sequence from e to e′ denotes the set of
edges between e and e′ in the ordering; if e and e′ are the first and last edges between
the layers, we refer to the edge-sequence between L and L′.

3 Proper h-Layer Plane Drawings

In this section we present an algorithm for recognizing proper h-layer planar graphs;
elaborations of this basic algorithm form the basis of our subsequent results. In
Sect. 3.1, after showing that a h-layer planar graph has bounded pathwidth, we give
an overview of how dynamic programming can be used to exploit the structure by
keeping track of key visibility information. Formal definitions of visibility are pre-
sented in Sect. 3.2, along with foundational lemmas and a way of representing a pos-
sible drawing of part of the graph. Section 3.3 considers the problem of reducing the
representation in such a way that a fixed-parameter algorithm is possible. Finally, in
Sect. 3.4 the algorithm is presented.

3.1 Bounded Pathwidth and Dynamic Programming

As noted above, the algorithm, which performs dynamic programming on a path
decomposition, relies on the fact that an h-layer planar graph has bounded pathwidth,
as we now prove.

Lemma 1 If G is an h-layer planar graph, then G has pathwidth at most h − 1.
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Proof We first consider a proper h-layer planar graph G. Given an h′-layer plane
drawing of G for some h′ ≤ h, we give an algorithm to form a normalized path de-
composition of G in which each bag of size h′ contains exactly one vertex from each
layer. We initialize the path decomposition to consist of the single bag B containing
the leftmost vertices on each layer, and repeat the following step until B consists of
the rightmost vertices on each layer: find a vertex v ∈ B such that v is not rightmost
in its layer, and for all neighbors w of v, either w ∈ B or w is to the left of a vertex
in B . For u the vertex immediately to the right of v on the same layer, we append the
bag B \ {v} to the path decomposition, followed by B ∪ {u} \ {v}, and set the current
bag B ← B ∪ {u} \ {v}.

To prove that the algorithm is correct, it suffices to show that before the last iter-
ation, it is possible to find such a pair v and u; it is straightforward to verify that the
resulting normalized path decomposition is valid by checking the three conditions
of each of Definitions 1 and 2. If v does not exist before the last iteration, then for
B ′ = {b0, b1, . . . , bj } the set of vertices in B that are not rightmost on their layer,
enumerated in order of increasing layer number, each bi has a neighbor to the right
of some vertex in B ′. Suppose b0 has a neighbor to the right of some bi1 ∈ B ′, and is
connected to that neighbor by edge e1. Then bi1 is connected by edge e2 to a neighbor
to the right of some bi2 ∈ B ′, and i1 < i2, as otherwise e2 would cross e1. Continuing
this argument, some big (where g ≤ j − 1) must have a neighbor to the right of bj

and be connected to it by eg . But bj also has a neighbor to the right of some member
of B ′, and the edge to that neighbor must cross eg , a contradiction. Thus v exists in
B ′, and u is the vertex immediately to its right on the same layer.

Finally, if G is a non-proper h-layer planar graph, then we can apply the above
algorithm to a stretched h-layer drawing of G (and hence a proper h-layer drawing of
a graph G′ obtained by adding dummy vertices to G) to obtain a path decomposition
of G′ of width at most h − 1. To obtain a path decomposition of G, we choose any
linear ordering of the vertices of G, and in each bag of this path decomposition of
G′, replace a dummy vertex on the edge (u, v) by u, where u < v in the chosen
linear ordering. Again, it is straightforward to verify that the properties of a path
decomposition hold. �

As stated in Sect. 2, we can obtain a normalized width-w path decomposition of
any graph for which one exists in O(n) time (for fixed w) [3, 5, 22]. Applying this
algorithm to an h-layer planar graph will in general not result in a “nice” decomposi-
tion like that in Lemma 1 (where bags of size h contain exactly one vertex from each
layer), but we can use the fact that each bag is a separator in order to obtain a dynamic
programming algorithm. In the remainder of Sect. 3 we prove the following result.

Theorem 1 There is an f (h) · n time algorithm that decides whether a given graph
G on n vertices is proper h-layer planar, and if so, produces a drawing.

By applying the algorithms of Bodlaender and Kloks [3, 5], we can test if G has
a path decomposition of width at most h − 1. If G does not have such a path decom-
position, by Lemma 1, G is not h-layer planar. Otherwise, let P = P1, . . . ,Pp be the
normalized path decomposition of G given by the algorithm of Gupta et al. [22]. Let
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w < h be the width of this path decomposition. (Our algorithm, in fact, works on any
path decomposition of fixed width w, and in the generalizations in Sect. 4, we present
modifications of this procedure where the path decomposition has width w ≥ h.)

Our dynamic programming is structured on the path decomposition; we define
Gt = G[⋃s≤t Ps] and define subproblems for various values of t . In particular, for
each bag Pt in turn, we determine all possible ordered assignments of the vertices of
Pt to layers and, for each such assignment A (henceforth, an ordered layer assign-
ment of Pt ), we solve the subproblem of whether Gt is proper h-layer planar with
assignment A of the vertices of Pt . The answer to this subproblem is determined by
checking the answers for subproblems involving Gt−1. To ensure that the time to
process each subproblem is a function only of h, we will make use of succinct repre-
sentations of possible drawings of Gt−1. In particular, we rely on the fact that Pt−1

separates Gt−1 from the rest of the graph to obtain a representation of size a function
of h but not of n.

In order to relate each bag to the rest of the graph, we must represent not only edges
between vertices in Pt but also edges with one or more endpoints in V (Gt) \ Pt . The
placement of these edges can affect how the vertices in Pt and their associated edges
can be placed in a drawing, as due to planarity, the existence of a particular edge
precludes the existence of any edge that could cross it. Representing each edge will
require a prohibitively large amount of information as there may be O(n) such edges.
Instead, we store permissible locations for new edges as “visibility” information,
where if one point (not necessarily a vertex) is visible to another, an edge can be added
between without violating the planarity condition. Equivalently, the existence of an
edge may render certain points “invisible” to each other. We maintain the visibility
information using a reduced visibility representation (defined formally later) in which
a small number of edges will be represented explicitly and the rest will be “hidden”.
We will show that given a drawing of Gt , a reduced visibility representation can easily
be constructed, and that the number of possible reduced visibility representations is a
function only of h and not of n (thereby permitting an algorithm whose running time
is linear in n). We observe that the term “edge” has three distinct uses, which should
be clear from context: an edge in a graph, its realization in a drawing, and (if present)
its representation in a reduced visibility representation.

Our subproblem then becomes: is there a proper h-layer plane drawing of Gt

associated with a given ordered layer assignment of Pt and a given reduced visibility
representation of Gt ? We answer this question by a dynamic programming recurrence
involving Gt−1 and various pairs of assignments A and visibility representations R.
The relationship between Gt−1 and Gt depends on whether t is odd or even (because
the bags Pt form a normalized path decomposition of G). If t is odd, then Gt−1 has
one fewer vertex than Gt , namely the single vertex x in Pt \Pt−1. Thus, in setting up
the recurrence, we can confine ourselves to the pair (At−1,Rt−1) that can be created
from a pair (At ,Rt ) for Gt by deleting x. If t is even, then Gt−1 is equal to Gt , but
the single vertex x in Pt−1 \ Pt is not mentioned in At or Rt . In this case, for each
subproblem (At−1,Rt−1) for Gt−1 that yields a YES answer, we store a YES answer
for the subproblem (At ,Rt ), where At is formed by removing x from At−1 and Rt

is formed from Rt−1 by changing the role of x.
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3.2 Visibility Representations

We now proceed to more formally define our notions, and prove several lemmas
concerning visibility of vertices. To this end, we add 2h artificial boundary vertices,
one to the extreme left and one to the extreme right of each layer, and add these to
each set Pt . Furthermore, we add edges between each of these leftmost (rightmost)
vertices and the leftmost (rightmost) vertices on the layers above and below (when
those layers exist). The lemmas that follow will later be applied to the graphs Gt and
sets of vertices Pt , but we phrase them in terms of an arbitrary graph G and subset
S of vertices in the graph. We now define the notion of visibility, which allows us to
compute where edges can be added to the graph without introducing crossings.

Definition 3 In a proper h-layer plane drawing, a point x on layer L is visible to
a point y on an adjacent layer L′ (and vice versa) if it is possible to add the line
segment between x and y without causing any crossings. Equivalently, if x is visible
to y (and hence y is visible to x), then y can see x.

The following lemma is a direct consequence of the definition of visibility.

Lemma 2 Given vertices x and y on consecutive layers,

1. if there is an edge (x, y) then no vertex to the left (resp. right) of x is visible to any
vertex to the right (resp. left) of y, and

2. if x is not visible to y, then there must exist an edge (x′, y′) such that either x′ is
to the right of x and y′ is to the left of y, or x′ is to the left of x and y′ is to the
right of y.

We will show that to form a succinct representation of a possible drawing of Gt ,
it will suffice to represent the visibility information. In order that this information be
small in size, we make the key observation that either Gt−1 = Gt (for t even) or to
alter Gt−1 to form Gt , we will only need to add the single vertex x in Pt \ Pt−1 and
edges between x and vertices in Pt (for t odd). As a consequence, it is possible to
condense visibility information to focus on the vertices in Pt or, more generally, any
special set S ⊆ V (G).

Determining an entry in the dynamic programming solution will entail determin-
ing possible drawings of Gt from possible drawings of Gt−1. As Gt and Gt−1 differ
in the role of the vertex x in Pt \ Pt−1 or in Pt−1 \ Pt , and as the representations
focus on vertices in Pt and Pt−1, respectively, the critical information includes the
positions of the vertices of S on the layers and the presence (or absence) of edges
that block visibility. As implied by Lemma 2, the exact placement of edges is unim-
portant, as is determining which vertices of G are the endpoints of the edges (except
for those in S). Moreover, certain edges of the drawing of a graph are unimportant,
allowing us to remove them to form a compact representation. We can think of the
remaining edges as defining regions (where each region is delimited by two consec-
utive remaining edges between the same pair of layers); a region is given a color to
indicate whether in the original drawing there were (black) or were not (white) any
other edges appearing between the remaining edges in the edge-sequence. Each layer
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L can then be associated with the ordering of the left sides of region boundaries, the
right side of the last region, and the subset of S on layer L.

In giving the formal definitions of the parts of the representation, as we present
each concept we consider its relation to a drawing. In the following definition of
a region, the color is as described above and the shape indicates relationships among
endpoints of boundary edges.

Definition 4 A visibility region R is a pair (shape(R), color(R)) where shape(R) ∈
{�,�,�} and color(R) ∈ {white,black}. We say that R is realized at Lj in a drawing
if there exists a pair of edges e and e′ between layers Lj and Lj+1 such that:

1. if shape(R) =�, then e and e′ have a common endpoint on Lj+1;
2. if shape(R) = �, then e and e′ have a common endpoint on Lj ;
3. if shape(R) = �, then e and e′ share no endpoints;
4. if color(R) = white, then e and e′ are consecutive edges in the edge-sequence

between Lj and Lj+1; and
5. if color(R) = black, then e and e′ are not consecutive edges in the edge-sequence

between Lj and Lj+1.

We say that R is realized by e and e′, and that e and e′ are the boundaries of R (or e

and e′, and by extension, their endpoints, bound R).

For convenience, we say that R is white, black, triangular, or square if color(R) =
white, color(R) = black, shape(R) �= �, or shape(R) = �, respectively, and that
R is an up-triangle, down-triangle, or square if shape(R) =�, shape(R) = �, or
shape(R) = �, respectively. At times, we will write �, �, �, �, �, and � as short-
hand for (�,white), (�,black), (�,white), (�,black), (�,white), and (�,black), re-
spectively. The common endpoint of the boundaries of a triangular region is an apex.

As a direct consequence of the definition above, we can extract visibility informa-
tion from regions.

Lemma 3 For a visibility region R realized by edges e and e′ in the edge-sequence
between Lj and Lj+1,

1. if shape(R) =� and v is the apex of R, then v is the only point on Lj+1 visible to
points between the endpoints of e and e′ on Lj ;

2. if shape(R) = � and v is the apex of R, then v is the only point on Lj visible to
points between the endpoints of e and e′ on Lj+1; and

3. if R = �, the set of points between and including the endpoints of e and e′ on
Lj+1 (Lj ) is exactly the set of points visible to all points between the endpoints of
e and e′ on Lj (Lj+1).

We will frequently refer to sequences of regions; in a sequence σ = [R1, . . . ,R�]
we use prev(Ri) to denote Ri−1 (for 1 < i ≤ �) and next(Ri) to denote Ri+1 (for
1 ≤ i < �). We can generalize the notion of regions being realized by edges to apply to
a sequence of regions by requiring that consecutive pairs of regions share boundaries.
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Fig. 1 Upward and downward
projections of a sequence of
visibility regions

Definition 5 Given a sequence of regions σ = [R1, . . . ,R�], if each Ri is realized at
Lj by edges ei and e′

i and e′
i = ei+1 for all 1 ≤ i < �, we say that σ is realized by the

sequence [e1, e2, . . . , e�, e
′
�] or that σ is realized at Lj .

In order for our representation to indicate the relative positions of sequences of
regions with respect to vertices in S as well as other sequences of regions, we need
notation that indicates the ordering of endpoints of boundaries that occur on a partic-
ular layer. The key observation is that if R is triangular, in the realization the apex of
R is an endpoint of the left boundary of the following region in the sequence. Apply-
ing this observation to a sequence σ = [R1,R2, . . . ,R�] where R1 through R�−1 are
either all up-triangles or all down-triangles, we can view R� as a representative of all
regions in σ on the layer containing the apex. Regions are associated with their left
boundaries, and a special symbol is used to denote the right boundary of the rightmost
region in the sequence.

Definition 6 For a sequence of visibility regions σ = [R1,R2, . . . ,R�], the up-
ward projection of σ, UP(σ ), is the sequence of symbols ui for each i such that
shape(R) �=� followed by the special symbol ulast. For any i, up(Ri) is defined as
the symbol uj for the smallest value of j greater than or equal to i such that uj is
in UP(σ ) (or ulast if no such j exists). The downward projection of R down(R) is
defined as above but with � replacing � and dlast replacing ulast.

Figure 1 illustrates the realization of a sequence σ of visibility regions as well as its
upward and downward projections. In this example, since u1 and u5 are consecutive
entries in UP(σ ), up(R2) = up(R3) = up(R4) = up(R5) = u5. Since u9 represents R8
in UP(σ ), up(R8) = u9.

Definition 7 For a sequence σ of visibility regions realized by the sequence of
edges E = [e1, e2, . . . , e�, e

′
�] between Lj and Lj+1, the upward (downward) projec-

tion of E , UP(σ )[E] (DOWN(σ )[E]) is the sequence of vertices formed from UP(σ )

(DOWN(σ )) by replacing each ui (di ) by the endpoint of ei on Lj+1 (Lj ) and ulast

(dlast) by the endpoint of e′
� on Lj+1 (Lj ).

In our representation we need all vertices in S as well as all edges in G[S] to be
represented. The first step is to assign the vertices to layers and to choose orderings
among the vertices on each layer.

Definition 8 An ordered layer assignment A of S is an assignment of the vertices of
S to layers such that there is an ordering imposed on the vertices of S in each layer.
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Fig. 2 A visibility
representation and an underlying
drawing

We use A[j ] to denote the sequence of vertices in S on layer Lj in the order imposed
by A. A drawing D is consistent with A if the vertices of S appear in D on the layers
and in the order specified by A.

In the drawing of Fig. 2, for S = {s1, . . . , s6}, A[1] = [s5, s6], A[2] = [s4], A[3] =
[s3], and A[4] = [s1, s2]. Figure 2 has the vertices of S marked by black circles. The
other vertices of the graph are not drawn in, but we can infer their position, since there
must be a vertex at the intersection of a horizontal layer-line and a non-horizontal line
representing an edge. Edges are drawn as solid when they are involved in defining
visibility regions with respect to S and dashed otherwise.

To represent the ordering of points on a particular layer, we next relate the pro-
jections, upward and downward, of sequences of visibility regions onto that layer,
both with each other and with vertices in S. We can view the two projections and
the vertices in S as three sequences such that elements can be identified (that is, as-
signed to be the same point) as long as the order within each sequence is preserved,
as formalized in the next definition.

Definition 9 Given k sequences λ1, . . . , λk of disjoint elements, the sequence λ is
formed by a merge-and-identify operation if each element of λ is associated with at
least one element of some sequence and at most one element of each sequence such
that the order within each λi is preserved.

As there are many different merge-and-identify operations possible on a set of se-
quences, specifying the orderings at each layer is necessary.

Thus, any potential drawing of a graph can be represented in a way that high-
lights a subset S of the vertices, using the definition below. To show the relationships
between G[S] and the rest of the graph, when a vertex s in S is identified with an
endpoint of a boundary, it is required that in any realization, that endpoint must map
precisely to the vertex s. We can then use this notion to require that each edge in G[S]
is represented explicitly.

Definition 10 An h-layer visibility representation with respect to A and S consists
of:

• σ1, σ2, . . . , σh−1, sequences of visibility regions, and
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• π1,π2, . . . , πh, layer orderings, where each πj is formed by a merge-and-identify
operation of the sequences A[j ], UP(σj−1) (defined to be empty for j = 1), and
DOWN(σj ) (defined to be empty for j = h),

such that for each edge (u, v) ∈ E(G[S]), u and v are identified, respectively, with
the two endpoints of a boundary of a visibility region.

For convenience, if an element v of UP(σj−1) or DOWN(σj ) is identified with the
same element of πj as an element s of A[j ] (and hence an element of S), we say that
v is S-identified or, more specifically, s-identified. If v is not S-identified, we say that
v is S-free.

If an element of A[j ] appears in πj−1 or πj but is not identified with an endpoint
of a boundary, we view it as being inside a region, as detailed in the formal definition
below.

Definition 11 For any a ∈ A[j ] that is not identified with any element of UP(σj−1)

(DOWN(σj )), if ui (di ) is the rightmost element of UP(σj−1) (DOWN(σj )) to the left
of a, element a is said to be inside Ri in UP(σj−1) (DOWN(σj )). For a given region
R in σ , we say that there is an element inside R if there is an element inside R in at
least one of UP(σ ) and DOWN(σ ).

Where appropriate, we may extend the definition to identify a point in a drawing as
being inside the drawing of a region.

Definition 12 For a graph G, R = [σ1, . . . , σh−1;π1, . . . , πh] an h-layer visibility
representation with respect to ordered layer assignment A of S ⊆ V (G), and D an
h-layer plane drawing of G, we say that R is realized by D if the following conditions
hold:

1. for each σj , σj is realized at Lj by a sequence of edges Ej (1 ≤ j ≤ h − 1) such
that Ej contains the first and last edges in the edge-sequence between Lj and
Lj+1, and

2. for each πj , the sequence of vertices formed by replacing in πj each ele-
ment of UP(σj−1) (DOWN(σj )) by the corresponding vertex in UP(σj−1)[Ej ]
(DOWN(σj )[Ej ]) is consistent with the ordering of vertices in D and for any ver-
tex v replacing a symbol identified with an element a ∈ A[j ] (1 ≤ j ≤ h), it must
be the case that v = a.

For convenience, we may refer to an element v of a layer ordering as a vertex, where
the corresponding vertex in the drawing is D(v), the drawing of v. Similarly, a bound-
ary e between visibility regions is an edge such that the corresponding edge in the
drawing is the drawing of e, or D(e); two vertices that are projections of the same
edge are neighbors.

The following special case is useful. We can immediately convert any h-layer
plane drawing D of a graph G into a visibility representation R (the trivial repre-
sentation of D) by defining the region as bounded by consecutive edges in an edge-
sequence between two layers. Each edge in the graph serves as a boundary edge for
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some visibility region, so each region is bounded by consecutive edges in the edge-
sequence. It is then trivial to see that R is realized by D.

We illustrate the notions described above by means of an example. If we consider
the drawing D consisting of all the edges, solid and dashed, in Fig. 2, the trivial
representation of D has the following sequences of visibility regions:

σ1 = [�,�,�,�,�,�,�,�,�],
σ2 = [�,�,�,�,�,�,�,�,�], and
σ3 = [�,�,�,�,�,�,�,�,�,�].

3.3 Reduced Visibility Representations

The size of the trivial representation is a function of the size of the entire graph rather
than dependent only on h and the size of S; the key problem is that too much infor-
mation is being retained. To reduce the size of the representation, we remove unnec-
essary information by reducing the number of visibility regions. Given a sequence σ

of visibility regions, the meld of a boundary (or, by extension, the two regions it
bounds) results in the replacement of the two bounded regions by a single black one
with shape depending on the shapes of the original regions: the meld of two regions
of the same shape results in a black region of the same shape, and the meld of regions
of different shapes results in a black square.

When viewed as the melding of a sequence in a visibility representation that is
realized by a drawing D, the melding of an edge e can be seen as removing it from
the representation. We say that such an edge is a hidden edge; any other edge is
a revealed edge. Similarly, any vertex that is an endpoint of hidden edges only is
a hidden vertex, and any other vertex is a revealed vertex. We need to apply the
melding operation with some care, however, as we do not wish any of the vertices of
S to be hidden.

In order to preserve visibility information about vertices in S, we restrict the melds
that can take place. Ideally we would also like to retain all edges with at least one
endpoint in S, but it is not difficult to see that the number of consecutive triangles
sharing an S-identified apex could be a function of the size of the graph rather than
a function of the size of S. Accordingly, we have to be selective in the choice of
edges to protect, so that the total number of visibility representations we consider is
not a function of n and yet we have preserved all the information we need. To this
end, we ensure that if a vertex of S is inside or bounds a region, the region is white
unless the region is a triangle and S is its apex.

Definition 13 The meld of a boundary e in visibility representation R is a legal
S-meld if in the resulting graph each S-identified vertex either:

1. bounds or is inside white regions only, or
2. is the apex of a triangular region R such that for each R′ ∈ {prev(R),next(R)},

either shape(R′) = shape(R) or color(R′) = white;

the boundary e is then S-meldable. Any other meld operation is an illegal S-meld,
with e being S-unmeldable.
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Lemma 4 Given the trivial representation of a drawing D, a set S, and any set of
S-meldable edges, any ordering of the melds of those edges will result in the same
visibility representation.

Proof As it is not difficult to see that the melding of an edge in an edge-sequence be-
tween one pair of layers will not have an impact on the representation of another pair
of layers, it will suffice to consider the ordering of edges in one edge-sequence. We
can view these edges as being in a sequence consistent with their appearance in the
edge-sequence. Since any ordering can be achieved by exchanges of adjacent edges,
it will suffice to show that for any pair of edges e and e′, consecutive in the sequence,
the visibility representation R1 resulting from the meld of e followed by the meld of
e′ is the same as the representation R2 resulting from the meld of e′ followed by the
meld of e (where R1 and R2 are both derived from some R containing e and e′ and
created from the trivial representation of D by applying zero or more legal S-melds).

We consider the different ways that e and e′ may be related, and in each case show
that R1 = R2. If there is at least one edge e∗ between e and e′ in the edge-sequence,
the melding of e and e′ change disjoint sequences of regions, and hence can occur
in either order. If instead e and e′ are consecutive in the edge-sequence, they form
boundaries of a region. If, for example, that region is square and each of e, e′ bounds
another square, either order of melds will result in the three squares being replaced by
a single black square. The result follows from a simple case analysis for each possible
shape and color for the three regions bounded by e, e′, or both. �

The most succinct representation of a drawing will result from all legal S-melds
taking place. For a graph G and a set S ⊆ V (G), a reduced visibility representation
with respect to ordered layer assignment A for G is a visibility representation with
respect to A and S in which no legal S-meld is possible; we denote such a representa-
tion as an S-RVR or, without specifying S, simply an RVR. As indicated in the lemma
below, we have now achieved the goal of establishing a representation such that the
number of possibilities is independent of the size of the graph.

Lemma 5 For a given ordered layer assignment A and a set S, the number of possi-
ble h-layer S-RVR’s is at most (4 · |S|)O(h·|S|).

Proof Given a fixed layer assignment, we first determine the number of possible se-
quences of visibility regions at a particular layer, and then determine the total number
of S-RVRs by counting possible merge-and-identify operations.

The size of a particular sequence of visibility regions will depend on the number
of illegal S-melds involving regions in the sequence. As an S-meld is illegal only if
it would result in a non-apex S-identified vertex v being either inside or bounding
a black region, a vertex in S is associated with either one region or a pair of con-
secutive regions in each of the sequences of visibility regions neighboring the layer
on which it resides. Moreover, due to the definition of legal S-melds, there will be at
most one region between the regions associated with consecutive S-identified vertices
on the same layer. Since the length of each sequence at most 4 · |S| and the number
of choices for each region is at most six (three shapes multiplied by two colors) the
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number of choices for one sequence will be at most 64·|S| or a total of at most 64h·|S|
for all layers.

To count the number of layer orderings, we first consider the number of pos-
sible results of merge-and-identify operations for a single layer. Ignoring the
S-identification in layer orderings for the moment, we observe that each layer order-
ing requires the merge-and-identify of two sequences each of length at most 4 · |S|.
After the first element is chosen, at each point there are at most four choices: choos-
ing the next element in one sequence as the next in the sequence, choosing the next
element in the other sequence as the next in the sequence, or choosing one of these el-
ements as being identified with the current element. Thus the total number of choices
is at most 44·|S|. For the S-identification, each member of S is in one of at most
8 · |S| locations (at a boundary or in a region), giving a total of 44·|S||S|8·|S| or at most
(4 · |S|)8·|S| choices for a particular layer.

To determine the total number of possible representations, counting over all layers,
we obtain the product of the number of sequences of visibility regions and layer order-
ings, or a total of 64h·|S| · (4 · |S|)8h·|S| which is at most (4 · |S|)O(h·|S|), as claimed. �

If we now consider all legal S-melds in Fig. 2, namely those involving dashed
edges, we obtain the following S-RVR R, for S = {s1, . . . , s6}, where identification
is indicated with equal signs:

σ1 = [�,�,�,�,�,�],
σ2 = [�,�,�,�,�,�],
σ3 = [�,�,�,�,�,�],
π1 = [d1, d2, s5, d3, d4, d5, d6 = s6, dlast],
π2 = [u1 = d1, u2 = d2, u3, d4 = s4, u4, d5, u5, u6, d6, ulast = dlast],
π3 = [u1 = d1, u3, d2, d4, u4, u5 = d5, u6 = s3, d6, ulast = dlast], and
π4 = [u1, u2, u3 = s1, u4 = s2, u5, u6, ulast].

We now establish a few useful properties that have important consequences in the
correctness of the algorithm. The following lemma is a simple consequence of the
definition of an S-RVR and Lemma 4 above.

Lemma 6 For any drawing D and set S, there is a unique S-RVR obtained by ap-
plying a maximal sequence of legal S-melds to the trivial representation derived from
D.

For convenience, we use triv(D,S) to denote the S-RVR defined in Lemma 6.
We use the fact that a visibility representation is realized by a drawing to prove

the same property for a related visibility representation. The proof of Lemma 7 is a
straightforward case analysis consisting of verifying for each S-meldable edge that
the edges and vertices realizing the remaining boundaries and endpoints realize the
newly-formed regions in the appropriate way.

Lemma 7 For any drawing D and set S, if a visibility representation is realized by
D, then any legal S-meld will result in a visibility representation that is also realized
by D.
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Lemma 8 follows from Lemma 7 and the observation, made previously, that the
trivial representation is realized by D.

Lemma 8 The RVR triv(D,S) is realized by D.

In order to set up a dynamic programming recurrence, we need to demonstrate
the relationships between RVRs for Gt−1 and Gt . As Gt−1 and Gt differ by a single
vertex, we need to consider how the removal or addition of a vertex to a set S will
alter the corresponding RVR.

For our first case, we consider the situation where t is odd and x is the single vertex
in Pt \ Pt−1. Given an RVR Rt for Gt , we wish to form Rt−1 that, upon adding x

and incident edges, yields Rt . Here the set S will be Pt .
We first define the set of regions that may be altered when x is removed. These

include not only any regions that x is inside or bounds, but also the regions directly
before and after them, as the absence of x, and hence possibly any S-identified vertex
in the region formed, may render one or both of the boundaries S-meldable.

Definition 14 The extended up-neighborhood (extended down-neighborhood) of
a vertex x ∈ π� in an S-RVR R is the subsequence of visibility regions in σ� (σ�−1)
prev(R1),R1, . . . ,Rm,next(Rm) such that x bounds or is inside each region in the
sequence R1, . . . ,Rm, where prev(R1) does not exist if R1 is the first region in σ�

(σ�−1) and next(Rm) does not exist if Rm is the last region in σ� (σ�−1).
The extended neighborhood of x is a pair of subsequences, consisting of the ex-

tended up-neighborhood and the extended down-neighborhood.

In Fig. 2, the extended neighborhood of s4 is ([Q1,Q2,Q3,Q4,Q5], [R2,R3,R4]).
We now consider how the removal of x will change the extended neighborhood.

If the extended up-neighborhood is σ = [prev(R1),R1, . . . ,Rm,next(Rm)] for some
m ≥ 2, then the removal of x and all incident edges will leave a white square, as x

being S-identified guarantees that R1 through Rm are either white or only contain
edges incident on x. Similarly, if σ = [prev(R1),R1,R2,next(R2)], the white region
has its shape determined by the shapes of R1 and R2, as detailed below.

Definition 15 Given an S-RVR R= [σ1, . . . , σh−1;π1, . . . , πh], a layer �, an element
s ∈ S, and an s-identified vertex x ∈ π�, the replacement ρ(σ ) of the extended up-
neighborhood (extended down-neighborhood) σ of x is defined as follows:

1. if x bounds more than two regions, then for σ = [prev(R1),R1, . . . ,Rm,next(Rm)],
ρ(σ ) is formed by applying all legal (S − {s})-melds to [prev(R1),�,next(Rm)],

2. if x bounds exactly two regions, then for σ = [prev(R1),R1,R2,next(R2)], ρ(σ )

is formed by applying all legal (S − {s})-melds to [prev(R1),R,next(R2)], where
R is the white region formed by the left boundary of R1 and the right boundary of
R2; and

3. if x bounds no regions, then for σ = [prev(R),R,next(R)], ρ(σ ) is formed by
applying all legal (S − {s})-melds to [prev(R),R,next(R)].
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Fig. 3 Removal of s4 from
Fig. 2

In our example in Fig. 2, the replacement of the extended up-neighborhood of s4
is [�,�], as the new white square in place of Q2 through Q4 can be melded with
Q1 but not Q5, as the latter region is bounded by s3, an S-identified vertex. For the
extended down-neighborhood, the replacement is [�,�], for similar reasons.

Definition 16 Given an S-RVR R= [σ1, . . . , σh−1;π1, . . . , πh], a layer �, an element
s ∈ S, and an s-identified vertex x ∈ π�, the (S − {s})-RVR R′ = [σ ′

1, . . . , σ
′
h−1;π ′

1,

. . . , π ′
h] derived from R by removal of x is formed by first setting R′ to R and then

making the following modifications:

1. remove x from π ′
�;

2. replace the extended up-neighborhood of x by its replacement;
3. replace the extended down-neighborhood of x by its replacement; and
4. alter π ′

�+1 and π ′
�−1 to reflect the replacements in the obvious manner.

The RVR derived from the removal of s4 is defined formally as follows:

σ1 = [�,�,�,�,�],
σ2 = [�,�,�],
σ3 = [�,�,�,�,�,�],
π1 = [d1, d2, s5, d3−4, d5, d6 = s6, dlast],
π2 = [u1 = d1−4, u2, u3−4, d5, u5, u6, d6, ulast = dlast],
π3 = [u1−4 = d1, d2, d4, u5 = d5, u6 = s3, d6, ulast = dlast], and
π4 = [u1, u2, u3 = s1, u4 = s2, u5, u6, ulast].

Figure 3 illustrates an underlying drawing associated with the RVR; dashed edges
are retained to indicate why regions are black.

Now suppose t is even and x is the single vertex in Pt−1 \ Pt . Since Pt ⊂ Pt−1,
we observe that Gt−1 = Gt . We will show that for each Pt−1-RVR Rt−1 of Gt−1,
we will obtain the unique Pt -RVR Rt such that Rt represents the changes in Rt−1
that would result from x being removed from S. The key difference between this
situation and the removal of x is that x remains in the representation, perhaps as a
hidden vertex and perhaps as a revealed vertex.

We make use of the notions of extended neighborhoods, as in Definition 14, to
indicate the subsequences of visibility regions that can be altered by x being re-
moved from S. Unlike in Definition 15, where parts of the extended neighborhoods
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are replaced by white regions formed by the removal of edges incident on x, here
the replacement is by black regions formed by the melding of regions and hiding of
edges incident on x.

Definition 17 Given an S-RVR R = [σ1, . . . , σh−1;π1, . . . , πh], a layer �, an ele-
ment s ∈ S, and an s-identified vertex x ∈ π�, the collapse γ (σ ) of the extended
up-neighborhood (extended down-neighborhood) σ of x is formed by applying to σ

all legal (S − {s})-melds.

Again using the example in Fig. 2, the collapse of the extended up-neighbourhood of
s4 is [�,�], the former resulting from the melding of Q1 through Q4, as the bound-
aries are (S − {s4})-meldable, and the latter resulting from Q5, as its boundaries are
(S − {s4})-unmeldable due to the position of s3. The collapse of the extended down-
neighbourhood of s4 results in a white square for R2 and a black square replacing R3
and R4.

Definition 18 Given an S-RVR R= [σ1, . . . , σh−1;π1, . . . , πh], a layer �, an element
s ∈ S, and an s-identified vertex x ∈ π�, the (S − {s})-RVR R′ = [σ ′

1, . . . , σ
′
h−1;π ′

1,

. . . , π ′
h] derived from R by S-freeing x is formed by first setting R′ to R and then

making the following modifications:

1. remove the s-identification of x from π ′
�;

2. replace the extended up-neighborhood of x by its collapse;
3. replace the extended down-neighborhood of x by its collapse; and
4. alter π ′

�+1 and π ′
�−1 to reflect the replacements in the obvious manner.

In our example, the RVR derived from the S-freeing of s4 is the same as the RVR
derived from the removal of s4, though in the underlying drawing the edges asso-
ciated with s4 would be retained (as dashed edges, using the convention of our il-
lustrations). If instead we compared the removal or S-freeing of s3, we would see a
difference. In the removal of s3, the replacement of extended down-neighbourhood
[Q4,Q5,Q6] would be [�,�] since the boundary between Q4 and Q5 would be
S − {s3}-unmeldable (due to the position of s4) and the boundary between Q5 and
Q6 would be removed. However, in the S-freeing of s3, the collapse would be [�,�],
since in this case the boundary between Q5 and Q6 would be retained.

The lemmas below correlate the alterations made to RVRs with alterations made
to drawings. They form the basis of the justification of correctness of the dynamic
programming formulation.

Lemma 9 Suppose x is the single vertex in Pt−1 \ Pt and Rt−1 is a Pt−1-RVR of
Gt−1 with respect to the ordered layer assignment At−1, where x appears on layer �

in π�. Furthermore, consider the Pt -RVR Rt derived from Rt−1 by S-freeing x and
the ordered layer assignment At resulting from removing x from At−1. Then if an h-
layer plane drawing Dt−1 of Gt−1 realizes Pt−1-RVR Rt−1 (with respect to At−1),
Dt−1 is an h-layer plane drawing of Gt that realizes Rt .

Proof Since Gt−1 = Gt and Dt−1 is an h-layer plane drawing of Gt−1, clearly Dt−1
is also a plane drawing of Gt .



Algorithmica (2008) 52: 267–292 285

We observe that since Rt is formed from Rt−1 by a sequence of melds (as indi-
cated in Definition 17), Lemma 7 implies that since Dt−1 realizes Rt−1, Dt−1 also
realizes Rt . This completes the proof of the lemma. �

Lemma 10 Suppose x is the single vertex in Pt \ Pt−1 and Rt is a Pt -RVR of Gt

with respect to the ordered layer assignment At , where x appears on layer � between
p1 and p2 in π�. Furthermore, consider any Pt−1-RVR Rt−1 derived from Rt by
the removal of x and the ordered layer assignment At−1 resulting from removing x

from At . Then if an h-layer plane drawing Dt−1 of Gt−1 realizes Pt−1-RVR Rt−1,
then by adding D(x) between D(p1) and D(p2) in Dt−1 and by adding each edge
(D(x),D(y)) for y a neighbor of x in Pt−1, we form an h-layer plane drawing Dt

of Gt that realizes Rt .

Proof Since Dt−1 is planar and Dt differs from Dt−1 only in the addition of D(x)

and edges between D(x) and drawings of the neighbors of x, to prove that Dt is
a plane drawing, we need only ensure that for each neighbor y of x in G[Pt ] D(x) is
visible to D(y) in Dt−1; the proof that Dt realizes Rt follows from the fact that all
edges (D(x),D(y)) are then added to form Dt .

We first observe that if the edge (D(x),D(y)) exists in Dt−1, then since Dt is
formed from Dt−1 by the addition of a vertex and incident edges, the edge will also
exist in Dt . Moreover, since Dt−1 realizes Rt−1, if (x, y) is an edge in Rt−1, then
(D(x),D(y)) is an edge in Dt−1 (and hence in Dt ). As Rt−1 is derived from Rt by
the removal of x, the only edges (D(x),D(y)) that do not exist in Dt−1 are those for
which the edge (x, y) was removed in the formation of Rt−1.

To complete the proof, we need to show that if (x, y) was removed in the formation
of Rt−1, then D(x) is visible to D(y) in Dt−1. We consider separately the cases in
which x has one or more neighbors y. If x has more than one neighbor, then by
Definition 15, all neighbors of x are in a white square, and hence by Lemma 3 are
visible to x, as needed. If instead x has a single neighbor, then by Definition 15,
y is in a triangular region or a white square, and thereby visible to x, completing the
lemma. �

3.4 Fixed-Parameter Recognition Algorithm

The algorithm works by constructing a dynamic programming table, in which the
entry TABLE〈t,A,R〉 indicates whether or not it is possible to obtain a proper h-layer
plane drawing of Gt that realizes the Pt -RVR R with respect to A. The order of
evaluation is by increasing t , starting at 1 and ending at p. For fixed t , the entries can
be computed in any convenient order.

For a bag Pt , ordered layer assignment A of Pt , and Pt -RVR R with respect to A,
a necessary condition for TABLE〈t,A,R〉 to be YES is that no edges in G[Pt ] violate
the conditions of a proper h-layer plane drawing. That is, we must ensure that the
drawing of G[Pt ] consistent with A is itself a proper h-layer plane drawing of G[Pt ];
there is only one such drawing as each vertex of the graph has its position in D fixed
by A.

We now describe how to fill in the dynamic programming table. For t = 1, the base
case of our dynamic programming recurrence, we consider all possible ordered layer
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assignments of the vertices in P1. For any P1 and A such that the drawing of G[P1]
consistent with A is not a proper h-layer plane drawing, we set TABLE〈1,A,R〉 to
NO for all values of R. If instead the drawing D of G[P1] consistent with A is a
proper h-layer plane drawing, then for R = triv(D,P1) (or the trivial representation
of D, since there are no P1-meldable edges in G[P1]), we set TABLE〈1,A,R〉 to
YES, and set TABLE〈1,A,R′〉 to NO for each R′ �= R.

To define the general recurrence, we need to consider two different cases, namely
for |Pt | = w + 1 (t odd) and |Pt | = w (t even). In the first case, Pt−1 is missing
exactly one vertex that is in Pt , and the algorithm checks the single table entry defined
by removing that vertex. In the second case, Pt−1 has exactly one vertex x that is not
in Pt ; we consider only an R that can be derived from R′ by S-freeing x, where R′
is a Pt−1-RVR corresponding to a YES-entry for t − 1. Both of these tasks can be
done in constant time (for fixed h and w). In each case, we first check if the drawing
of G[Pt ] consistent with A is a proper h-layer plane drawing, and if not, enter NO.
Details of the remaining steps are given below.

To compute TABLE〈t,A,R〉 for odd t , we note that |Pt | = w + 1 and |Pt−1| = w.
Let x be the single vertex in Pt \ Pt−1. The algorithm computes the ordered layer
assignment A′ formed by removing x from A and the Pt−1-RVR R′ of Gt−1 de-
rived from R by removal of x, and then sets TABLE〈t,A,R〉 to YES if and only if
TABLE〈t − 1,A′,R′〉 is YES.

To compute TABLE〈t,A,R〉 for even t , we note that |Pt | = w and |Pt−1| = w +1.
Let x be the single vertex in Pt−1 \Pt . Note that vertex x is in both Gt and Gt−1; the
only difference between these two graphs is that x �∈ Pt and hence does not appear in
the ordered layer assignment A or visibility representation R.

The algorithm determines, for each YES entry of the form TABLE〈t − 1,A′,R′〉,
the Pt -RVR R derived from R′ by S-freeing x and the ordered layer assignment A

formed by removing x from A′, and then sets TABLE〈t,A,R〉 to YES. Each other
table entry of the form TABLE〈t, ·, ·〉 is set to NO.

This concludes the description of the dynamic programming algorithm. Once we
prove the theorem below, we are justified in saying that G has a proper h-layer plane
drawing if and only if some entry TABLE〈p,∗,∗〉 is YES.

Theorem 2 The entry TABLE〈t,A,R〉 is YES if and only if R is an Pt -RVR with
respect to A that is realized by some proper h-layer plane drawing of Gt .

Proof Our proof is in two parts. We first show by induction on t that if the entry
TABLE〈t,A,R〉 is YES then it is possible to obtain a proper h-layer plane drawing of
Gt that realizes R.

Base Case In the base case of the algorithm, for each possible ordered layer as-
signment A there is at most one P1-RVR R for P1 such that TABLE〈1,A,R〉 is set
to YES. For any such A and R, the algorithm sets TABLE〈1,A,R〉 to be YES pre-
cisely when R is the trivial representation of D of G[P1] consistent with A. It follows
immediately that D is a proper h-layer plane drawing of G1 = G[P1] that realizes R.

Induction Step To complete the proof, it will suffice to show that if the entry
TABLE〈t,A,R〉 is YES, then there exists an h-layer plane drawing D that realizes R.
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Case 1: t is Odd (|Pt | = w + 1) In the statement of the algorithm, TABLE〈t,A,R〉
is YES for odd t if and only if TABLE〈t − 1,A′,R′〉 is YES for A′ the ordered layer
assignment resulting from removing x ∈ Pt \ Pt−1 from A and R′ the Pt−1-RVR of
Gt−1 derived from R by removal of x. We then apply the induction hypothesis to
conclude that since TABLE〈t − 1,A′,R′〉 is YES, there must exist an h-layer plane
drawing D′ of Gt−1 that realizes R′. By Lemma 10, we can then construct a drawing
D that realizes R, as needed.

Case 2: t is Even (|Pt | = w) For even t , the algorithm sets TABLE〈t,A,R〉 to YES
if and only if R is derived from R′ by S-freeing x and A is formed from A′ by
removing x, where TABLE〈t − 1,A′,R′〉 is YES. As in the previous case, we apply
the induction hypothesis to conclude that there must exist an h-layer plane drawing
D′ of Gt−1 that realizes R′. By Lemma 9, D′ is an h-layer plane drawing of Gt that
realizes R, as needed.

We next show that if there exists an h-layer plane drawing of Gt that realizes R,
then the entry TABLE〈t,A,R〉 is YES.

Base Case Since V (G1) = P1, a particular choice of ordered layer assignment A

for P1 completely determines the formation of the RVR. In particular, a h-layer plane
drawing D of Gt realizes R precisely when R is the trivial representation of D. In
this case, by the base case of the algorithm, the associated table entry will be YES.

Induction Step We now make use of the following induction hypothesis: if there
exists an h-layer plane drawing of Gt−1 with respect to A′ that realizes R′, then the
entry TABLE〈t − 1,A′,R′〉 is YES.

Case 1: t is Odd (|Pt | = w + 1) Suppose that D is an h-layer plane drawing of Gt

that realizes R. In order to show that TABLE〈t,A,R〉 is YES, by the definition of the
algorithm, we need to show that TABLE〈t − 1,A′,R′〉 is YES, where x is the single
vertex in Pt\Pt−1, A′ is formed by removing x from A, and R′ is the Pt−1-RVR of
Gt−1 derived from R by removal of x. In order to prove that TABLE〈t − 1,A′,R′〉 is
YES, by the induction hypothesis it suffices to show that there exists an h-layer plane
drawing of Gt−1 with respect to A′ that realizes R′.

To complete this case, we will construct a drawing D′ and prove that D′ is an
h-layer plane drawing of Gt−1 with respect to A′ that realizes R′. In particular, we
form D′ from D by removing D(x) and all incident edges; since Gt−1 is a subgraph
of Gt and D is a drawing of Gt , it is not difficult to see that D′ is a h-layer plane
drawing of Gt−1. The association of edges in D′ with boundaries in R′, as required
in Definition 12, will follow from the association of edges in D with boundaries in R,
as the edges removed from D to form D′ are associated with the boundaries removed
in the replacement of the extended neighbourhood of x. Finally, by Lemma 7, the
subsequent melding will not change the fact that the resulting RVR is realized by D,
as needed to complete the proof of this case.

Case 2: t is Even (|Pt | = w) We suppose that D is an h-layer plane drawing of Gt

that realizes R, and observe that since in this case Gt = Gt−1, D is also an h-layer
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plane drawing of Gt−1. We let x ∈ Pt−1\Pt and form A′ from A by adding x as in D.
To complete the proof, we need to show that there exists R′ such that D realizes R′,
apply the induction hypothesis to show that TABLE〈t − 1,A′,R′〉 is YES, and show
that R is derived from R′ by S-freeing x in order to conclude that TABLE〈t,A,R〉 is
YES, as needed.

We construct R′ by applying all legal Pt−1-melds to the trivial representation of
D, that is, R′ = triv(D,Pt−1). Since by Lemma 8 R′ is realized by D, by the in-
duction hypothesis, TABLE〈t − 1,A′,R′〉 is YES. Finally, we show that R is derived
from R′ by S-freeing x by noting that R = triv(D,Pt ), since the changes due to col-
lapse consist exactly of melding edges that are Pt−1-unmeldable but Pt -meldable. �

To determine the complexity of the algorithm, we recall that the number of bags
and thus the number of table entries is O(n). Each table entry can be computed in
time depending only on h and w, and in this case w = h. Thus the total running
time is O(n). An actual drawing can be obtained by tracing back through the table in
standard dynamic programming fashion. This concludes the proof of Theorem 1.

A straightforward estimation of the constants involved in our linear-time algo-
rithms shows that the dynamic programming can be completed in time hchn for some
small c. Since the problem is NP-complete when h is not a parameter, we would
expect h to appear in the exponent, and the only possible improvement would be to
replace the h in the base of this expression by some constant. However, the cost of
finding the path decomposition on which to perform the dynamic programming dom-
inates this; it is 232h3

n. We discuss the prospects for improving this in the last section
of the paper.

4 Edge Removals, Crossings, and Other Variants

Our extensions follow from the bounded pathwidth of the variants. Consider a proper
r-planarizable h-layer graph. The h-layer planar subgraph obtained by removing the
appropriate r edges has a path decomposition of width at most h − 1 by Lemma 1.
By placing both endpoints of each of the r removed edges in each bag of the path
decomposition, we form a path decomposition of the original graph of width at most
h + 2r − 1. In a proper k-crossing h-layer drawing we can delete at most k edges to
remove all crossings. By the same argument as above we obtain the following lemma.

Lemma 11 If G is a k-crossing h-layer graph (respectively, r-planarizable h-layer
graph), then G has pathwidth at most h + 2k − 1 (respectively, h + 2r − 1).

Theorem 3 There is a f (h, r) ·n time algorithm to determine whether a given graph
on n vertices is a proper r-planarizable h-layer graph, and if so, produces a drawing.

Proof Sketch The main change to the dynamic programming algorithm described in
Sect. 3 is an additional dimension to the table representing an edge removal budget
of size at most r . The entry TABLE〈t,A,R, c〉 indicates whether or not it is possible,
by removing at most r − c edges, to obtain a proper h-layer plane drawing of Gt that
realizes Pt -RVR R with respect to ordered layer assignment A. �
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Theorem 4 There is a f (h, k) ·n time algorithm to determine whether a given graph
on n vertices is a proper k-crossing h-layer graph, and if so, produces a drawing.

Proof Sketch We proceed in a fashion similar to Theorem 3. We modify the graph
representation of the previous section to include two different types of edges, black
edges not involved in crossings, and up to 2k red edges which may be involved in
crossings. We then extend the notion of a visibility representation to include end-
points of red edges in the layer orderings and the notion of legal melds to ensure that
in an RVR no red edge is inside or bounds a black region. Moreover, we allow only
RVRs in which the number of crossings of red edges is at most k.

In our algorithm, the entry TABLE〈t,A,R〉 indicates whether or not it is possible
to obtain a proper h-layer drawing of Gt that realizes a Pt -RVR R with respect to
ordered layer assignment A such that a subset of edges maps to the set of red edges
in R, where the only crossings in the graph involve red edges. We can then obtain a
solution if and only if some entry TABLE〈p,∗,∗〉 is YES.

The modification of an RVR due to the removal or S-freeing of a vertex is simi-
lar to the modification used for the h-layer plane drawing algorithm, though colors
of associated edges must be taken into account in the total count of red edges and
crossings.

The analyses of the various subroutines depends, as before, on the number of
layers, and in this case also on the number of red edges. �

Again, a straightforward estimation of the constants involved in our linear-time
algorithms shows that if s = h + 2k + 2r is the sum of the parameters, then the
dynamic programming can be completed in time scsn for some small c. The cost of
finding the path decomposition, 232s3

n, still dominates.
We now describe how the algorithms above can be modified to take into account

the directions of edges and stretch. For a downward drawing of a digraph, we can
run the algorithm on the underlying undirected graph. The only modification needed
is when we check that, for a given bag Pt and ordered layer assignment A of Pt , no
edges in the drawing of G[Pt ] consistent with A violate the conditions of a proper
h-layer plane drawing. To this check we add the restriction that all edges are directed
downward; the choices of A which satisfy this restriction are a subset of the ones
checked in the undirected case.

Suppose a graph G is stretchable h-layer planar. By Lemma 1, the graph G′ (de-
fined in Sect. 2.2) has pathwidth at most h − 1. Since graphs of bounded pathwidth
are closed under edge contraction, G also has bounded pathwidth. To handle stretch
in the dynamic programming, we consider placements not only of new vertices but
also of dummy vertices. The total number of possibilities to consider at any step of the
dynamic programming is still a function only of h and w (the bag size). The bound
on the total number of dummy vertices, if used, need not be a parameter, though the
running time is multiplied by this bound.

Theorem 5 For each of the following classes of graphs, there are FPT algorithms
that decide whether or not an input graph belongs to the class, and if so, produces an
appropriate drawing, with the parameters as listed:
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1. h-layer planar, k-crossing or r-planarizable graphs, (h,∞)-stretched, (a,∞)-
stretched, or (a, b)-stretched, with parameters h, k, and r ;

2. radial graphs (drawn on h concentric circles), with k crossings or r edges re-
moved, (h,∞)-stretched, (a,∞)-stretched, or (a, b)-stretched, with parameters
h, k, and r ;

3. digraph versions of the above classes such that the drawings are downward;
4. multigraph versions of the above classes, where edges can be drawn as curves;

and
5. versions of any of the above classes of graphs where some vertices have been

preassigned to layers and some vertices must respect a given partial order.

Proof Sketch These classes have bounded pathwidth, and the basic dynamic pro-
gramming scheme can be modified to deal with them. �

5 Conclusions and Open Problems

Mutzel [27] writes “The ultimate goal is to solve these [layered graph drawing] prob-
lems not levelwise but in one step”. In this paper we employ bounded pathwidth
techniques to solve many layered graph drawing problems in one step and without
the preassignment of vertices to layers.

Our algorithms should be considered a theoretical start to finding more practical
FPT results; as such, in establishing the fixed-parameter tractability of the results, we
have not attempted to optimize the running time, nor the counting in Lemma 5. In
a companion paper [11, 12] we use other FPT techniques to shed light on the case
of 2-layer drawings, obtaining better constants. Later work has examined the role of
width and drawings [7, 13, 15, 19, 30] and focused on experimental work [31] and
related problems [16].

Improving the general result might involve finding more efficient ways to compute
the path decomposition (perhaps with a modest increase in the width) for the classes
of graphs under consideration.

Another approach to laying out proper h-layer planar graphs is to use the obser-
vation that such graphs are k-outerplanar, where k = � 1

2 (h + 1)�. One could use an
algorithm to find such an embedding in O(k3n2) time [4], and then apply Baker’s
approach of dynamic programming on k-outerplanar graphs [1]. However, this ap-
proach depends heavily on planarity, and so does not appear to be amenable to allow-
ing crossings or edge deletions.

If we relax the requirement of using h layers, recent work gives an f (k) · n2 al-
gorithm for recognizing graphs that can be embedded in the plane with at most k

crossings [23]. A very similar approach would work for deleting r edges to leave a
graph planar. Unfortunately, the approach relies on deep structure theorems from the
Robertson-Seymour graph minors project, and so is even more impractical. Never-
theless, since the maximum planar subgraph problem is of considerable interest to
the graph drawing community, this should provide additional incentive to consider
FPT approaches. A very recent linear-time algorithm for this problem [25] may also
prove useful.
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If we relax the requirement of planarity, we ask only if r edges can be deleted
from a DAG to leave its height at most h. This is easily solved in time O(((h + 1)

(r + 1))r + n); find a longest directed path (which cannot have length more than
(h + 1)(r + 1)), and recursively search on each of the graphs formed by deleting one
edge from this path to see if it requires only r − 1 deletions.
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