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Fair versus Unrestricted Bin Packing1

Yossi Azar,2 Joan Boyar,3 Leah Epstein,4 Lene M. Favrholdt,3
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Abstract. We consider the on-line Dual Bin Packing problem where we have n unit size bins and a sequence
of items. The goal is to maximize the number of items that are packed in the bins by an on-line algorithm.
We investigate unrestricted algorithms that have the power of performing admission control on the items, i.e.,
rejecting items while there is enough space to pack them, versus fair algorithms that reject an item only when
there is not enough space to pack it. We show that by performing admission control on the items, we get better
performance compared with the performance achieved on the fair version of the problem. Our main result
shows that with an unfair variant of First-Fit, we can pack approximately two-thirds of the items for sequences
for which an optimal off-line algorithm can pack all the items. This is in contrast to standard First-Fit where
we show an asymptotically tight hardness result: if the number of bins can be chosen arbitrarily large, the
fraction of the items packed by First-Fit comes arbitrarily close to five-eighths.

Key Words. On-line algorithms, Competitive analysis, Bin Packing, Dual Bin Packing, Restricted adver-
saries, Randomization, Admission control.

1. Introduction

The Problem. Bin Packing is one of the most classical problems in combinatorial
optimization and in theoretical computer science. In the Classical Bin Packing problem
we are given an unlimited number of unit bins and a set of items each with a non-negative
size where the goal is to minimize the number of bins used to pack all the items. In the
Dual Bin Packing problem we are given a fixed number n of unit size bins and a set of
items each with a non-negative size where the goal is to maximize the number of items
packed. The Dual Bin Packing problem has been studied in the off-line setting, starting
in [9], and its applicability to processor and storage allocation is discussed in [8]. (For
surveys on Classical Bin Packing, see [7] and [10].) In the on-line version of the problem,
the items arrive in some sequence and the assignment of an item should be done before
the next item arrives.
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In this paper we consider the on-line Dual Bin Packing problem. In this problem the
algorithm may not be able to pack all items and the question is whether the algorithm is
allowed or not allowed to perform admission control. The Fair Bin Packing problem was
investigated in [6]. In Fair Bin Packing an algorithm is only allowed to reject an item
if it cannot fit in any bin at the time when it is given. Note that, for this version of the
problem, the off-line algorithm is also required to be fair. In this paper we also consider
what happens when the fairness restriction is removed and call the problem Unrestricted
Bin Packing.

The Performance Measures. The standard measure for the quality of on-line algorithms
is the competitive ratio. For the Bin Packing problem, the competitive ratio of an algo-
rithm A is the worst case ratio, over all possible input sequences, of the number of items
packed by A to the number of items packed by an optimal off-line algorithm.

For the Bin Packing problem, as well as for many other on-line problems, the compet-
itive ratio yields very pessimistic results. In particular, for the maximization problems
no algorithm can pack a constant fraction of the number of items packed by the optimal
algorithm and the competitive ratio must depend on the size of the smallest item (see
[1], [2], and [6], for example). Since we are interested in results that hold for arbitrary
size items (and get constant competitive ratios similar to most of the results in the Clas-
sical Bin Packing problem), we need to restrict the input sequences. Having in mind
the Classical Bin Packing problem where all items are required to be packed, a natural
assumption is to restrict the input sequences to those which can be completely packed
by an optimal off-line algorithm. This enables us to obtain significantly better results.
Such sequences are called accommodating sequences, since the off-line algorithm can
accommodate the whole sequence.

Note that on accommodating sequences, the competitive ratio of Unrestricted Bin
Packing is no worse than the competitive ratio of the fair problem, since the off-line
algorithm packs all items and hence is fair. In general, however, the competitive ratio of
Unrestricted Bin Packing is not necessarily better than the competitive ratio of the fair
problem since the off-line algorithm can also benefit from not being fair. In fact, in many
cases, considering unfair algorithms, i.e., performing admission control on the items,
is the more challenging problem; see for example the results for throughput routing in
[1]–[3]. In particular, with the Unrestricted Bin Packing problem, the competitive ratio of
different algorithms can vary over a large range. This is in contrast to on-line algorithms
for Fair Bin Packing where all competitive ratios for deterministic algorithms are within
a constant factor of each other, both for arbitrary sequences and for accommodating
sequences (see [6]).

The competitive ratio and accommodating sequences are defined formally in Sec-
tion 2.

The Results. The results in this paper are for accommodating sequences for the on-
line Dual Bin Packing problem. The Fair Bin Packing problem is considered in [6] by
analyzing the First-Fit algorithm, where each item is packed in the lowest index bin
into which it fits and rejected if it does not fit in any bin. It is shown in that paper that
First-Fit has a competitive ratio of at least 5

8 on accommodating sequences, i.e., it packs
at least 5

8 of the items. In this paper we show that the bound is asymptotically tight, i.e.,
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the competitive ratio on accommodating sequences comes arbitrarily close to 5
8 for large

enough n. More specifically for any n, the competitive ratio is bounded by 5
8 +O(1/

√
n).

Since the competitive ratio on accommodating sequences is no worse for the unfair
version of the Bin Packing problem than for the fair version, First-Fit has a competitive
ratio of 5

8 also for Unrestricted Bin Packing. The main result in this paper is that we
can do better. We design an algorithm called Unfair-First-Fit whose competitive ratio
on accommodating sequences is about 2

3 . More precisely, it is 2
3 ± �(1/n). Hence,

starting from some value of n, the competitive ratio of Unfair-First-Fit on accommodating
sequences is strictly better than that of First-Fit.

We show that the competitive ratio of any on-line algorithm on accommodating se-
quences is no better than 0.857 + O(1/n), even when considering randomized algo-
rithms. For deterministic fair algorithms, we prove a slightly better hardness result of
0.809 + O(1/n).

2. The Performance Measures. For completeness, we define the competitive ratio
[14], [12] and accommodating sequences [5]. Note that Dual Bin Packing is a maxi-
mization problem, and all ratios are less than or equal to 1.

Let A(I ) denote the number of items algorithm A accepts when given the sequence I
and let OPT(I ) denote the number of items an optimal off-line algorithm, OPT, accepts.

DEFINITION 2.1. An on-line algorithm, A, is c-competitive if

A(I ) ≥ c · OPT(I ) for all input sequences I.

The competitive ratio CR = sup{c | A is c-competitive}.

Sometimes in the definition of the competitive ratio, an additive term is allowed, so
the requirement is weakened to A(I ) ≥ c · OPT(I ) − b, where b is a fixed constant
independent of I [4]. In that situation, our definition would then be referred to as the
strictly competitive ratio. However, we do not need the additive term in this paper.

Furthermore, one could have chosen to focus on the inverse ratio to obtain numbers
larger than 1. However, we made our choice for consistency with similar decisions in the
area of approximation algorithms where ratios for maximization problems are smaller
than 1 and the inverse is referred to as the approximation factor [11].

Next, we define accommodating sequences.

DEFINITION 2.2. A sequence of items is an accommodating sequence if an optimal
off-line algorithm can pack the whole sequence using the n bins.

Finally, we define the competitive ratio on accommodating sequences.

DEFINITION 2.3. An on-line algorithm, A, is c-competitive on accommodating se-
quences if

A(I ) ≥ c · OPT(I ) for all accommodating sequences I.



184 Y. Azar, J. Boyar, L. Epstein, L. M. Favrholdt, K. S. Larsen, and M. N. Nielsen

The competitive ratio on accommodating sequences is

AR = sup{c | A is c-competitive on accommodating sequences}.

3. Hardness Results. In this section we show hardness results on the competitive ratio
on accommodating sequences. Recall that when the sequences are all accommodating,
an optimal off-line algorithm always behaves fairly. Hence, an algorithm for Fair Bin
Packing is also an algorithm for Unrestricted Bin Packing with the same performance.

First, we show a negative result on the performance of First-Fit. This demonstrates
the need for a better algorithm.

THEOREM 3.1. For any n, First-Fit’s competitive ratio on accommodating sequences
is at most 5

8 + O(1/
√

n). If n is of the form n = 9 · 2q − 5, q ∈ N0, then First-Fit’s
competitive ratio on accommodating sequences is at most 5

8 + 1/6n.

PROOF. We first show the bound for the special values of n. Then we extend it to all
values of n. Let ε > 0 be small enough. An adversary can give the following sequence
of items, divided into q + 3 phases:

Phase 1. Three items of size A = 1
3 − 23qε.

Phases 2 · · · (q + 1). In phase j +1 (1 ≤ j ≤ q), 3 ·2 j pairs, each with one item of size
Bj = 1

3 +23q−3 j+2ε followed by an item of size Cj = 1
3 −23q−3 jε.

Phase q + 2. 3 · 2q items of size D = 2
3 + ε.

Phase q + 3. 9 · 2q − 6 items of size E = 1
3 .

First-Fit will pack the three items of the first phase in one bin, with three items. The
assumption on ε assures that four items of size A cannot be packed together. For
Phases 2, . . . , q + 1, First-fit will pack one pair in each bin. For every Phase j + 1,
each packed bin will contain one item of size Bj and one item of size Cj using 3 · 2 j

bins. After such a pair is packed, all future items are too large to join a pair. The number
of bins used in the first q + 1 phases is 1 + ∑q

j=1 3 · 2 j = 6 · 2q − 5. In the next phase,
each item will be placed in its own bin, using the last 3 · 2q bins. There will be no space
for items from the last phase.

OPT can pack each item from Phase 1 with two of the items of size B1 from Phase 2,
using a total of three bins for this. Then it can combine two items of size Bj+1 with one
item of size Cj (for all j ≤ q − 1). This occupies 3 · 2 j bins for all 1 ≤ j ≤ q − 1.
Finally, it can pack one item of size Cq together with one item of size D using a total of
3 · 2q for this. The number of bins used is 3 + 3

∑q−1
j=1 2 j + 3 · 2q = 6 · 2q − 3. There

are now 3 · 2q − 2 empty bins which can each hold three items from the last phase. The
ratio is thus

15 · 2q − 9

24 · 2q − 15
= 5

8
+ 1

8(8 · 2q − 5)
≤ 5

8
+ 1

6 · (9 · 2q − 5)
= 5

8
+ 1

6n
.

Now we extend the proof for arbitrary n. Let n = n′s + c, where n′ = 9 · 2q − 5 =
�(

√
n) and q, s, c ∈ N and c < n′. To get the hardness result against First-Fit, the
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adversary first gives c items of size 1 and then repeats s times each phase of the above
sequence for n′ bins. Clearly, First-Fit will accept c + s(15 · 2q − 9) where OPT accepts
c + s(24 · 2q − 15), and thus the ratio is 5

8 + O(1/n′ + c/n) = 5
8 + O(1/

√
n).

In [6] it is shown that the competitive ratio of First-Fit on accommodating sequences
is at least 5

8 . Hence, 5
8 is an asymptotically tight bound on the competitive ratio of First-Fit

on accommodating sequences.
In [6] it was shown that any deterministic Fair Bin Packing algorithm has a competitive

ratio on accommodating sequences of at most 6
7 for n even. The same result and essentially

the same proof hold when the fairness restriction is removed, even for randomized
algorithms.

THEOREM 3.2. Any deterministic or randomized on-line algorithm for Unrestricted
Bin Packing has a competitive ratio of at most 6

7 + 6/(21n − 7) on accommodating
sequences.

PROOF. Let ε > 0 be a small enough constant. Consider an arbitrary on-line algorithm
A. An adversary can proceed as follows: Give n items of size 1

2 − ε, and let q denote the
number of bins which contain two items after this. In the case where E[q] < 2n/7, the
adversary gives �n/2� long items of size 1. The off-line algorithm can pack the first n
items in the first �n/2� bins and thus accept all items. On average, the on-line algorithm
places two items in E[q] bins and has at most one item in every other bin. Thus, by
linearity of expectation, the performance ratio is at most

E[q] + n

n + �n/2� ≤ E[q] + n

n + (n − 1)/2
<

2n + 4n/7

3n − 1
= 18n

21n − 7
= 6

7
+ 6

21n − 7
.

In the case where E[q] ≥ 2n/7, the adversary gives n items of size 1
2 +ε. The off-line

algorithm can pack the first n items one per bin and thus accept all 2n items. The on-line
algorithm must reject at least E[q] items on average. The performance ratio is at most
(2n − E[q])/2n ≤ 6

7 .

However, for fair deterministic algorithms, we can slightly improve the hardness
result of Theorem 3.2.

THEOREM 3.3. The competitive ratio of any fair deterministic on-line algorithm is at
most

(4
√

3 − 3)(n − 1)

(8
√

3 − 9)(n − 1) − 2
= 23 + 4

√
3

37
+ O

(
1

n

)
< 0.809 + O

(
1

n

)

on accommodating sequences.

PROOF. Let ε > 0 be a small enough constant. Consider an arbitrary fair on-line
algorithm A. First, assume that n is even. An adversary can start the sequence by n items
of size 1

2 − 2ε3. Let q denote the number of on-line bins containing two items. Since
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the algorithm is fair, all items are accepted. Hence, there are also q empty bins, and
the remaining n − 2q bins contain one item each. We continue by one of two different
sequences, depending on the value of q. If q ≥ (2−√

3)n, we get the following sequence
of items, containing five phases:

1. n − q items of size 1
2 + 2ε3.

2. q − 1 items of size 1
2 − 6ε3.

3. One item of size 1
2 − 8qε3 + 2ε3.

4. q − 1 items of size 8ε3.
5. 2q − 1 items of size 4ε3 + ε4.

All items of Phase 1 are packed in an on-line bin which contains at most one item of size
1
2 − 2ε2. All items of Phases 2 and 3 are packed in a bin with one Phase 1 item. Denote
the bin that got the item of Phase 3 by z. Note that since ε is small enough, the item of
Phase 3 could only fit into a bin with one item. At this point, all on-line bins except z
are filled to at least 1 − 4ε3. Hence, all items of Phase 4 fit into z, and do not fit into
any other bin. Consequently, bin z is also occupied by 1 − 4ε3 after Phase 4. There is no
room for any item of Phase 5.

OPT has n−q bins with the pair 1
2 −2ε3 and 1

2 +2ε3, q−1 bins with the triplet 1
2 −6ε3,

1
2 −2ε3, 8ε3, and all other items in one bin. The total number of items is 2n +3q −2 and
the on-line algorithm accepts 2n +q −1 of them. The ratio (2n + q − 1)/(2n + 3q − 2)

grows as q decreases. Thus, the ratio is at most

2n + (2 − √
3)n − 1

2n + 3(2 − √
3)n − 2

= (4 − √
3)n − 1

(8 − 3
√

3)n − 2
.

If q < (2 − √
3)n, we continue with the following five phases:

1. q items of size 1.
2. n − 2q − 1 items of size 1

2 − 4ε2 + 2ε3.
3. One item of size 1

2 + 4ε2 − 2ε3 − 2ε2(n − 2q)(2 − ε).
4. n/2 − q − 1 items of size 8ε2 − 4ε3.
5. n − 2q − 2 items of size 4ε2 + ε4.

After the first phase the on-line algorithm has no empty bins. All items of Phase 2 are
packed in bins with a single item of the initial sequence. Since ε is small enough, the
item of Phase 3 is also packed in such a bin; denote this bin by w. All items in Phase 4
are also packed in bin w. There is again no room for items of Phase 5.

OPT has q bins with one item of size 1, n/2 bins with two items of the initial phase,
n/2 − q − 1 bins with a pair of items from Phase 2 and one from Phase 4, and all
other items in one bin. The total number of items is 3.5n − 4q − 3, and the on-line
algorithm accepts 2.5n − 2q − 1. The ratio (2.5n − 2q − 1)/(3.5n − 4q − 3) grows
when q increases. Thus, the ratio is at most

2.5n − 2(2 − √
3)n − 1

3.5n − 4(2 − √
3)n − 3

= (4
√

3 − 3)n − 2

(8
√

3 − 9)n − 6
,

which is larger than the bound from case 1.
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If n is odd, the adversary gives an item of size 1 just before Phase 1. This item will be
accepted by both algorithms. Then the five phases described above are given with n/2
replaced by �n/2�. The performance ratio is at most

2.5(n − 1) − 2(2 − √
3)(n − 1) − 1 + 1

3.5(n − 1) − 4(2 − √
3)(n − 1) − 3 + 1

= (4
√

3 − 3)(n − 1)

(8
√

3 − 9)(n − 1) − 2
= 23 + 4

√
3

37

+ 8
√

3 − 6

(273 − 144
√

3)n + 128
√

3 − 255

< 0.809 + O

(
1

n

)
.

This is the weakest of the bounds, and thus the result.

4. Unfair-First-Fit

4.1. The Algorithm. The algorithm Unfair-First-Fit (UFF) (Figure 1) is shown to have
a competitive ratio on accommodating sequences which approaches 2

3 as n increases.
Hence, above some fixed n, UFF is strictly better than First-Fit.

In the description of Unfair-First-Fit (see Figure 1), A denotes the set of items accepted
and R denotes the set of items rejected. Since every item is worth the same, it seems
reasonable to reject large items. Therefore, for each item in the input sequence, Unfair-
First-Fit examines if the item is larger than 1

2 and if the performance ratio would still
be at least 2

3 , even if the item were rejected. If both conditions are satisfied, the item is
rejected (placed in the set R); otherwise the item is accepted (placed in the set A). All
accepted items are packed according to the First-Fit packing rule.

Input: S = 〈o1, o2, . . . , on〉
Output: A, R, and a packing for those items in A

A:= {}; R:= {}
while S �= 〈〉

o:=hd(S); S:=tail(S)

if size(o) > 1
2 and |A|

|A|+|R|+1 ≥ 2
3

R:= R ∪ {o}
else if there is space for o in some bin

pack o according to the First-Fit rule

A:= A ∪ {o}
else

R:= R ∪ {o}
Fig. 1. The algorithm Unfair-First-Fit.
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4.2. Competitive Ratio on Accommodating Sequences. We introduce some notation:
As stated above, A denotes the set of items accepted by Unfair-First-Fit, and R denotes
the items rejected by Unfair-First-Fit. The term “large” is used for items strictly larger
than 1

2 , since they are considered in a special way by the algorithm. Let L denote the
set of large items that are alone in a bin in UFF’s packing. Let s denote the size of the
smallest item in R. We divide R into two disjoint sets, Rs containing small items and Rl

containing large items. Let t denote the time just after the last large item was accepted
by UFF and let At denote the set of items accepted at time t . We assume that the bins
are numbered from 1 through n and ordered from left to right. When First-Fit is used to
pack a sequence of items, it uses the bins in that order.

We now show that Unfair-First-Fit has a competitive ratio of approximately 2
3 . Since

we consider accommodating sequences, all items will be packed by an optimal off-line
algorithm. Therefore the sum of the sizes of items which are rejected is at most the sum
of the empty space in all bins in Unfair-First-Fit’s packing. We show later that at most
n items can be rejected. Therefore a sequence showing that 2

3 is impossible must be
packed by Unfair-First-Fit with some items alone. We show that to have a ratio smaller
than 2

3 , the average empty space in each bin is approximately 1
3 . With many large items

rejected, the total number of rejected items is significantly smaller than n, which is the
intuition behind the algorithm. We first relate the number of items packed alone to the
number of (large) items rejected by admission control, and, finally, we relate this to the
total number of items rejected.

THEOREM 4.1. For n ≥ 9, the competitive ratio of Unfair-First-Fit on accommodating
sequences is more than 2

3 − 2/(4n + 1).

PROOF. We divide the proof into two cases depending on the size of s. The first case is
easy.

Case 1: s > 1
2 . Since the smallest item in R is larger than 1

2 , the items in R ∪ L are all
larger than 1

2 . Thus, since all items can be packed in n bins, |R|+|L| ≤ n, or |R| ≤ n−|L|.
Furthermore, at most one small item can be alone in a bin: |A| ≥ 2n − |L| − 1. Thus,
the performance ratio is

|A|
|A| + |R| ≥ 2n − |L| − 1

2n − |L| − 1 + n − |L| ≥ 2n − 1

3n − 1
= 2

3
− 1

9n − 3
.

Case 2: s ≤ 1
2 . Since we consider the competitive ratio on accommodating sequences,

an optimal off-line algorithm, OPT, can pack all items in S. It may be instructive to view
the optimal packing as being done in three phases:

1. UFF is run on S.
2. The packed items are rearranged, creating room for the rejected items.
3. The rejected items are packed.

The packing after Phase 1 is denoted by PUFF, and the packing after Phase 3 is denoted
by POPT. Similarly, EUFF and EOPT are used to denote the total empty space after Phases 1
and 3, respectively. We assume without loss of generality that no large item is moved
during Phase 2.
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We use the following equation to bound the number of small items rejected:

|Rs | ≤ 1

s
·
(

EUFF − EOPT − |Rl |
2

)
.

It is easy to see that |R| < n, since the empty space in any bin in PUFF is less than
s and all rejected items have size at least s. Thus, if all bins contain at least two items
each, |A|/(|A| + |R|) > 2n/(2n + n) = 2

3 , and we are through. Therefore, assume that
some bins contain only one item. Since the empty space in any bin is less than 1

2 , such
items must be large. Thus, the items that are alone in a bin are exactly the items in L .

It is now clear that |A| ≥ 2n − |L|. However, if some bins contain more than two
items, this lower bound is too pessimistic. Therefore, we try to “spread out” the items
a little more. Assume that the items in PUFF are labeled with consecutive numbers in
each bin according to their arrival time, i.e., the first item in a bin is labeled 1, the next
one is labeled 2, and so on. We split Phase 2 into two subphases, 2A and 2B, such that
in Subphase 2A only items with labels higher than 2 are moved, and in Subphase 2B
the remaining moves are performed. Note that the pseudo-packing produced during
Subphase 2A is only technical and used for counting purposes; it might not be a legal
packing in that some bins might contain items with a total size larger than 1.

If some of the items which are moved during Subphase 2A are moved to bins con-
taining items from L , a better lower bound on |A| can now be obtained. The set of items
that are still alone after Subphase 2A is divided into two sets: L B , containing the items
that are still alone after Subphase 2B, and L A, containing those that are not. Any item
that is alone after Subphase 2A was alone in PUFF as well. Since no such item can be
combined with an item belonging to R, each item in L B is also alone in POPT. Therefore,
the bins containing an item from L B do not contribute to EUFF − EOPT.

Note that, since L A ∪ L B is the set of objects that are alone after Subphase 2A,
|A| ≥ 2n − |L A| − |L B |. The next lemma shows that increasing the number of items
alone in PUFF after Subphase 2A or 2B will increase the number of (large) items rejected
due to admission control.

LEMMA 4.1. |Rl | ≥ |L A| + 1
2 |L B | − 1.

PROOF. Recall that t denotes the time just after the last large item was accepted by UFF
and that At denotes the set of items accepted at time t . Since a large item was accepted
just before time t , all items previously rejected are large items and therefore contained
in Rl . Since the item was accepted, (|At | − 1)/(|At | − 1 + |Rl | + 1) < 2

3 . Solving for
|Rl |, we get |Rl | > 1

2 |At |− 3
2 , and since |Rl | must be an integer, we get |Rl | ≥ 1

2 |At |−1.
We complete the proof by showing that |At | ≥ 2|L A| + |L B |. To show this, we mark
all small items accepted at time t , and to every item o ∈ L A we assign a unique marked
item as described below. Since no item in L A is alone after Phase 2, we can assume that
the bin bo containing o will receive at least one item, o′, labeled 1 or 2 during Phase 2. If
o′ is marked, it is assigned to o. Otherwise, it must be labeled 2, since all items labeled 1
in bins before bo are marked. The item which was packed below o′ in PUFF was alone at
time t . Therefore, this item is not moved to any item in L A. This item (labeled 1) can be
assigned to o. In this way, every item in L A has an item assigned which arrived before
time t and which is not in L A ∪ L B . Since L A ∪ L B ⊆ At , |At | ≥ 2|L A| + |L B |.
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Subcase 2a: s ≤ 1
3 . Since the smallest item in R has size s, the empty space in each

bin in PUFF is smaller than s. Thus, we can use s(n − |L B |) as an upper bound on
EUFF − EOPT:

|Rs | ≤ 1

s
·
(

EUFF − EOPT − |Rl |
2

)
<

1

s

(
s(n − |L B |) − |Rl |

2

)

= n − |L B | − |Rl |
2s

≤ n − |L B | − 3
2 |Rl |.

Now, using Lemma 4.1, we get

|R| = |Rs | + |Rl | ≤ n − |L B | − 1
2 |Rl | ≤ n − |L B | − 1

2 (|L A| + 1
2 |L B | − 1)

= n − 5
4 |L B | − 1

2 |L A| + 1
2 .

Thus,

|A|
|A| + |R| ≥ 2n − |L A| − |L B |

2n − |L A| − |L B | + (n − 5
4 |L B | − 1

2 |L A| + 1
2 )

≥ 2n − (|L A| + |L B |) + 1
3

3n − 3
2 (|L A| + |L B |) + 1

2

−
1
3

3n − 3
2 (|L A| + |L B |) + 1

2

≥ 2

3
− 2

12n − 3
,

since |L A|+|L B | ≤ 2
3 (n+1), which follows from the fact that the number of large items is

at most n: n ≥ |Rl |+|L A|+|L B | ≥ (|L A|+ 1
2 |L B |−1)+|L A|+|L B | ≥ 3

2 (|L A|+|L B |)−1.

Subcase 2b: 1
3 < s ≤ 1

2 . In this case, s(n −|L B |) is not a good bound on EUFF − EOPT,
but we will show that even in this case, EUFF − EOPT is “almost” bounded by 1

3 (n−|L B |),
if n ≥ 9 and |A|/(|A| + |R|) < 2

3 . Lemma 4.2 below with c = 2 is used for this purpose.
It says that bins containing two or more items are filled to at least 2

3 on the average.

LEMMA 4.2. Let m be the number of bins containing at least c items in a First-Fit
packing. If c ≥ 1 and m ≥ c + 1, then the total size V of the items in these m bins is
more than (c/(c + 1))m.

PROOF. Let C denote the set of bins containing at least c items, and, for any bin b, let
V (b) denote the total size of the items in b.

Suppose, for the sake of contradiction, that V ≤ (c/(c + 1))m. Then there is a bin
b ∈ C such that V (b) = c/(c + 1)− ε, ε ≥ 0. The size of any item placed in a bin to the
right of b must be greater than 1/(c + 1)+ ε, since otherwise it would fit in b. Therefore
any bin b′ ∈ C to the right of b has V (b′) > c/(c + 1) + cε ≥ c/(c + 1). This means
that there is only one bin b ∈ C with V (b) ≤ c/(c + 1), and if b is not the rightmost
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nonempty bin in C , then

V > (m − 2)
c

c + 1
+

(
c

c + 1
− ε

)
+

(
c

c + 1
+ cε

)
≥ m

c

c + 1
.

Thus, b must be the rightmost nonempty bin in C .
One of the items in b must have size at most 1/(c + 1) − ε/c. Since this item was

not placed in one of the m − 1 bins to the left of b, these must all be filled to more than
c/(c + 1) + ε/c. Thus,

V > (m − 1)

(
c

c + 1
+ ε

c

)
+

(
c

c + 1
− ε

)
= m

c

c + 1
+ (m − 1)

ε

c
− ε

≥ m
c

c + 1
+ c

ε

c
− ε = m

c

c + 1
,

which is a contradiction.

Assuming that n ≥ 9, Lemma 4.2 combined with Lemma 4.3 below says that the
average empty space in bins containing more than one item is at most 1

3 .

LEMMA 4.3. Assume that n ≥ 9 and s ≤ 1
2 . Then, in PUFF, at least three bins contain

two or more items.

PROOF. Assume for the sake of contradiction that fewer than three bins contain at least
two items. We count the number of large items. Since s ≤ 1

2 , no bin contains a single
item of size at most 1

2 . Therefore, at least n −2 bins contain large items, which all arrived
before time t , i.e., |At | ≥ n − 2. By the first part of the proof of Lemma 4.1, at least
1
2 |At | − 1 large items are rejected. Noting that there can be at most n large items, we get
n − 2 + (n − 2)/2 − 1 ≤ n. Solving for n yields n ≤ 8, which is a contradiction.

Our goal is now, roughly speaking, to show that the average empty space in all n bins
is bounded by approximately 1

3 . Let l be the number of the bin in which the last large
item was placed. Let e denote the largest empty space in bins containing an item from
L . In the proof of Lemma 4.5 we show a lower bound on the number of bins to the right
of l of approximately |L|/2. Each of these bins contains at least two items of size larger
than e. Thus, even if e > 1

3 , the average empty space in the L-bins and the bins to the
right of l will be bounded above by approximately

|L|e + (1 − 2e)(n − l)

|L| + n − l
� |L|e + (1 − 2e)(|L|/2)

3|L|/2
= |L|

2
· 2

3|L| = 1

3
.

Lemma 4.2 combined with Lemma 4.4 below says that we can assume that the rest of
the bins have an average empty space of at most 1

3 .

LEMMA 4.4. Assume that n ≥ 9, s ≤ 1
2 , e ≥ 1

3 , and |A|/(|A| + |R|) < 2
3 . Then, in

PUFF, at least three of the first l bins contain two or more items.
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PROOF. We count the total number of items of size larger than e. Since |A| ≥ 2n −|L|,
more than n − |L|/2 items are rejected, because otherwise we have a performance ratio
of 2

3 , which would be a contradiction. To the right of bin l, there are n − l bins containing
at least two items each. All of the rejected items and those in the last n − l bins are larger
than e and there are more than n −|L|/2 + 2(n − l) of them. Bins containing items from
L cannot accept any of these items, and only two can be put together since e ≥ 1

3 . Thus,
n − |L|/2 + 2(n − l) ≤ 2(n − |L|). Solving for l, we get l ≥ n/2 + 3

4 |L|. This shows
that at least n/2 − |L|/4 bins to the left of l contain two or more items. By Lemma 4.3,
|L| ≤ n − 3. Thus,

n

2
− |L|

4
≥ n

2
− n − 3

4
= n + 3

4
≥ 3,

since n ≥ 9.

LEMMA 4.5. Assume that n ≥ 9, s ≤ 1
2 , and |A|/(|A| + |R|) < 2

3 . Then EUFF−EOPT <

(n − |L B |) 1
3 + 1

2 .

PROOF. In the case where e ≤ 1
3 , we have an upper bound of 1

3 on the average empty
space in every bin. Thus, EUFF − EOPT ≤ (n − |L B |) 1

3 . Now, assume that e > 1
3 .

First we show an upper bound on l. At time t , no two bins can contain only one small
item each. Therefore, |At | ≥ 2l − |L| − 1. The total number of large items is at least
|Rl | + |L| ≥ 1

2 |At | − 1 + |L| ≥ l + |L|/2 − 3
2 . Since OPT must pack all these items in

separate bins, we have l +|L|/2 − 3
2 ≤ n. Define z ≥ 0 such that n − l = z +|L|/2 − 3

2 .
Since every bin to the right of bin l has two items of size greater than e, we have the
following upper bound on the empty space in these n − l bins and the bins with an item
from L\L B :

e(|L| − |L B |) + (1 − 2e)(n − l) = e|L| − e|L B | + (1 − 2e)

(
z + |L|

2
− 3

2

)

< e|L| − |L B |
3

+ (1 − 2e)
|L|
2

+ (1 − 2e)

(
z − 3

2

)

= |L|
2

− |L B |
3

+ (1 − 2e)

(
z − 3

2

)
≤ |L|

2
− |L B |

3

+ (1 − 2e)z <
|L|
2

− |L B |
3

+ 1

3
z.

Among the remaining bins, l − |L| = n − z − 3|L|/2 + 3
2 bins do not contain an item

from L B . All of these bins have at least two items, and, according to Lemma 4.4, enough
of these bins exist for us to conclude, by Lemma 4.2 (with c = 2), that the empty space
is at most 1

3 (n − z − 3|L|/2 + 3
2 ). The total empty space is then less than

|L|
2

− |L B |
3

+ z

3
+ 1

3

(
n − z − 3|L|

2
+ 3

2

)
= 1

3

(
n − |L B | + 3

2

)
.
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Then, by Lemma 4.5, if n ≥ 9,

|Rs | ≤ 1

s
· (EUFF − EOPT − 1

2 |Rl |) <
1

s
( 1

3 (n − |L B |) + 1
2 − 1

2 |Rl |)

< n − |L B | + 3
2 − 3

2 |Rl |,

where the last inequality follows from the fact that s > 1
3 . Since the inequality is strict

and |Rs | is an integer, |Rs | ≤ n − |L B | + 1 − 3
2 |Rl |. Using Lemma 4.1 as in Subcase 2a,

we get that, for n ≥ 9,

|R| ≤ n − |L B | + 1 − 1
2 (|L A| + 1

2 |L B | − 1) = n − 5
4 |L B | − 1

2 |L A| + 3
2 .

Thus,

|A|
|A| + |R| ≥ 2n − |L A| − |L B |

2n − |L A| − |L B | + (n − 5
4 |L B | − 1

2 |L A| + 3
2 )

≥ 2n − |L A| − |L B |
3n − 3

2 |L A| − 9
4 |L B | + 3

2

≥ 2n − (|L A| + |L B |) + 1

3n − 3
2 (|L A| + |L B |) + 3

2

− 1

3n − 3
2 (|L A| + |L B |) + 3

2

≥ 2

3
− 2

4n + 1
for n ≥ 9.

This bound is lower than the lower bounds obtained in Case 1 and Subcase 2a for all n.

For completeness we show that this bound is asymptotically tight:

THEOREM 4.2. Unfair-First-Fit has a competitive ratio of at most 2n/(3n − 1) on ac-
commodating sequences.

PROOF. Let ε > 0 be small enough. The adversary can give the following sequence:

• n pairs: 1
3 + (n − i)ε and 1

3 + iε, for i = 1, . . . , n.
• n − 1 items of size 1

3 − (n − 1)ε.

Unfair-First-Fit does not reject any items due to admission control, since the items are
all smaller than 1

2 by the choice of ε. Therefore it will pack only the first 2n elements,
whereas OPT can behave as First-Fit, except on the very first element which is placed
in the last bin. The performance ratio is 2n/(3n − 1).

Besides showing that the proof above is asymptotically tight, the sequence also shows
that if a ratio better than 2

3 should be obtained, admission control should be performed
on items of size significantly smaller than 1

2 .
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5. Comments on Other Possible Algorithms

5.1. Unfair-Any-Fit. As a final comment on Unfair-First-Fit, we discuss the following
question:

Is the choice of First-Fit as the packing algorithm important or could an arbitrary
Any-Fit unfair algorithm be used in its place, still with the same admission control,
and achieve the same performance?

We answer this question by giving a sequence on which an Unfair-Any-Fit variant
would have a competitive ratio on accommodating sequences of 12/(19 − 7/n) which is
below say 0.64 for n > 28. Hence Unfair-First-Fit is strictly better than Unfair-Any-Fit.

LEMMA 5.1. There exists an Any-Fit algorithm A such that when A is used instead of
First-Fit in the algorithm Unfair-First-Fit, the competitive ratio is at most 12/(19 − 7/n),
for n divisible by 7.

PROOF. The Any-Fit algorithm we consider does the following: Whenever the item can
be packed within the bins already open, it uses the bin which was opened last. If there
is no space in the open bins, the algorithm opens a new bin (if there is one), otherwise
the item is rejected. Let n = 7l for l ∈ N, and let ε > 0 be small enough. An adversary
could give the following sequence:

• 2l times the triple 〈 1
2 − 2ε, 5ε, 1

2 + ε〉.
• l times the triple 〈 1

2 + 2ε, 1
2 + 2ε, 1

2 + ε〉.
• 3l times the pair 〈 1

2 − ε, 3ε〉.
• 4l − 1 times 1

2 .

From the first 2l triples, A packs the two first items in one bin. The third item in the triple
is rejected due to admission control. This uses 2l bins. Next, all items of size 1

2 + 2ε are
accepted, whereas items of size 1

2 + ε are rejected due to admission control. This will
use another 2l bins. Next, the 3l pairs will be packed in the remaining 3l bins, one pair
in each bin. All items of size 1

2 must be rejected, since the empty space in each bin is less
than 1

2 . The total number of accepted items is 2 · 2l + 2l + 2 · 3l = 12l. The total number
of items given is 3 · 2l + 3l + 2 · 3l + 4l − 1 = 19l − 1, resulting in a performance ratio
of 12l/(19l − 1) = 12/(19 − 7/n).

We now show how OPT can pack the entire sequence: Items of size 1
2 −2ε and 1

2 +2ε

are packed together and items of size 1
2 − ε and 1

2 + ε are packed together. This will
use a total of 5l bins. The items of size 1

2 can be packed in 2l − 1 bins plus half of the
last bin. Finally, small items (of size 3ε and 5ε) have a total size of 19lε < 1

2 for small
enough ε. Hence these items are packed in the remaining part of the last bin.

5.2. Randomized Algorithms. Finally, we would like to comment on a simple way to
convert an algorithm for the Classical (minimization) Bin Packing problem to a random-
ized algorithm for the Unrestricted (maximization) Bin Packing problem on accommo-
dating sequences. Assume that we are given an algorithm A that is known to be able
to pack any accommodating sequence of items in βn bins for some constant β. We
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can simulate this algorithm using βn “virtual” bins. At the beginning, the randomized
algorithm R randomly decides which n of the βn virtual bins are going to correspond
to the “real” n bins. If the simulation of A packs an item in a bin that corresponds to
a real bin, then R packs it in the corresponding real bin. All other items are rejected.
The expected fraction of the items which R accepts is at least 1/β, since on average
n/βn = 1/β of the items accepted by A are packed. The algorithm with the best known
value of β is Harmonic++ [13]. In [13] it is shown that when n goes to infinity, β goes
to a value that is at most 1.58889. This yields an algorithm for Unrestricted bin packing
with a competitive ratio of about 1/1.58889 ≈ 0.629. This is slightly better than the
performance of First-Fit (0.625), but worse than that of Unfair-First-Fit (0.666). It is
also shown that HARMONIC++ belongs to a class of algorithms called SUPER HARMONIC

and that no algorithm in this class has a β smaller than 1.58333. Furthermore, it is proven
in [15] that no on-line algorithm can have a β smaller than 1.54014. Thus, using this
approach we cannot get a competitive ratio better than 1/1.54014 ≈ 0.649, which is
worse than the performance achieved by our Unfair-First-Fit.

Acknowledgment. We thank two anonymous referees for many useful comments
which have definitely improved the presentation of our results. Regarding extra re-
sults, the sequence in Theorem 4.2 was found by one of the referees who also raised the
question regarding Any-Fit which was answered in Lemma 5.1.
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