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Abstract We introduce a simple liveness property for
shared object implementations that is gracefully degrad-
ing depending on the degree of synchrony in each run.
This property, called adaptive progress, provides a gradual
bridge between obstruction-freedom and wait-freedom in
partially-synchronous systems. We show that adaptive pro-
gress can be achieved using very weak shared objects. More
precisely, every object has an implementation that ensures
adaptive progress and uses only abortable registers (which
are weaker than safe registers). As part of this work, we pres-
ent a new leader election abstraction that processes can use
to dynamically compete for leadership such that if there is
at least one timely process among the current candidates for
leadership, then a timely leader is eventually elected among
the candidates. We also show that this abstraction can be
implemented using abortable registers.

1 Introduction

1.1 A new progress condition

Three liveness properties have been extensively studied in the
context of shared object implementations, namely, in order
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of increasing strength, obstruction-freedom, lock—freedom,l
and wait-freedom [10,11].

In this paper, we first propose a new liveness property,
called adaptive progress (or briefly AP), that provides a nat-
ural bridge between the above well-known progress proper-
ties in partially-synchronous systems.” The strength of the
liveness guarantee provided by adaptive progress depends
on the degree of synchrony, that is the number of partially-
synchronous processes, in each run. As the degree of syn-
chrony “increases”, the liveness guarantee gets stronger:
roughly speaking, it goes from obstruction-freedom to lock-
freedom, and then continues gradually all the way to wait-
freedom. In other words, the new liveness property adapts
its progress guarantees to the degree of synchrony in a run,
thereby providing graceful degradation. This feature is attrac-
tive for the following reason.

Many systems are synchronous most of the time. During
those times, it is natural to require strong liveness guarantees,
but when synchrony degrades we may be willing to gradu-
ally sacrifice some liveness. Ideally, this sacrifice should be
“fair”, namely, processes that fail to meet some minimal syn-
chrony condition may fail to make progress, but not others.
With adaptive progress, processes that are timely, namely,
processes that satisfy some reasonable synchrony condition,
are guaranteed to make progress. Processes that are not timely
may fail to make progress, but even if they are unbound-
edly slow or unstable (e.g., they repeatedly oscillate between
being timely and very slow) they cannot prevent the progress
of timely processes. We now explain the adaptive progress
property in more detail.

" An implementation that is lock-free is also called “non-blocking”.

2 Adaptive progress was called fimeliness-based wait-freedom in an
earlier version of this work [3].
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Intuitively, adaptive progress requires that every process
p that is timely in a run R be wait-free in R, i.e., p com-
pletes each operation that it executes in R in a finite number
of steps. Timeliness is defined here as relative to the speed of
the processes in the system, as in the seminal work on partial
synchrony of [6]. More precisely, a correct process p is timely
in a run R if there is an integer i > 1 (which is unknown and
may depend on R) such that for every i consecutive process
steps in R, there is at least one step of p.

We now relate adaptive progress to obstruction-freedom,
lock-freedom and wait-freedom.

We first note that any implementation that satisfies the
adaptive progress property (i.e., an AP implementation) is
necessarily obstruction-free. To see this, consider an AP
implementation of some arbitrary object, and suppose that
there is a time after which some process p runs solo in a run
R of this implementation. Obstruction-freedom requires that
p completes every operation that it executes in R. Note that,
by definition, p is timely in run R (even if p is extremely
slow with respect to real time!). This is because: (a) “timely”
is defined relative to the speed of the system’s processes
in R, and (b) there is a time after which p is the only
process taking steps in R. (Intuitively, when p runs solo
it is not slow relative to other processes, so p is timely.)
Since p is timely in R, adaptive progress requires p to
be wait-free in R, i.e., p must complete every operation
that it executes in R—exactly as required by obstruction-
freedom. Thus, adaptive progress implies obstruction-
freedom.

Now consider an AP implementation of an arbitrary object
O in a system with n processes. As we observed above,
this implementation is obstruction-free. Consider a run R
of this implementation such that every process has an infi-
nite sequence of operations that it wishes to apply on O
(so all processes continuously compete to access O). Since
no process runs solo in R, an obstruction-free implemen-
tation of O does not guarantee any progress for any pro-
cess. If there is some synchrony in R, however, then the
AP implementation of O still guarantees some progress, and
the amount of progress depends on the degree of synchrony
in R. If some process p is timely in R, then the adaptive
progress property guarantees that some process (namely p)
completes all its operations in R. So if a process is timely
in R then, in some precise sense, the AP implementation of
O is “lock-free in R”. More generally, if k processes are
timely in R, these k processes are guaranteed to complete
all their operations in R. In the limit, if all the processes
in R are timely, then all processes complete all their oper-
ations in R, so the AP implementation of O is “wait-free
in R”. Thus, as the number of timely processes increases
from 1 to n, the progress guarantee of an AP implementation
goes from lock-freedom incrementally all the way to wait-
freedom.
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1.2 Achieving adaptive progress

We next consider the problem of implementing objects that
satisfy the adaptive progress property. It is well-known that
any object has a wait-free implementation (and a fortiori an
AP implementation), provided one is allowed to use some
strong synchronization objects like compare-and-swap [10].
But such objects can be slow in practice compared to weaker
ones such as registers.

A natural question is therefore: what is the “weakest”
object that one can use to achieve AP implementations? We
show here the surprising result that such implementations
can be achieved using objects that are strictly weaker than
safe registers. More precisely, we give a universal AP imple-
mentation that uses only abortable registers [2]. Roughly
speaking, an abortable register behaves like an atomic reg-
ister except that, when it is accessed concurrently, some of
the concurrent read or write operations may abort (by return-
ing the special value _L). A write operation that aborts may or
may not take effect and, since the writer gets back L in either
case, it does not know whether its write operation succeeded
or not.3

To get AP implementations using abortable registers, we
proceed as follows:

1. We first introduce a dynamic leader election abstrac-
tion, denoted 24, that processes can use to dynamically
compete for leadership such that if there is at least one
timely process among the current candidates for lead-
ership, then a timely leader is eventually elected among
the leader candidates.

2. We then describe how to implement €2 in a system with
registers. We give two such implementations: The first
one, which is relatively simple and efficient, uses atomic
registers; the second one, which is significantly more
complex, uses abortable registers only.

3. Finally, we show how QA can be used to obtain an AP
implementation of an object O of any type T using abor-
table registers. This is done in two steps:

(a) Given any type T, we first use the universal
construction described in [2] to get a wait-free
implementation of an object Oy of type Tpa—the
query-abortable counterpart of T.*

3 In contrast, a write operation on a safe register always succeeds, i.e.,
it always takes effect, even if it is concurrent with other read or write
operations.

4 Intuitively, an object of type Tpa behaves like one of type T except
that: (i) concurrent operations may abort; an operation that aborts returns
[ and it may or may not take effect; (ii) there is an additional operation,
denoted QUERY, that any process can use to determine whether the last
(non-QUERY) operation that it applied on the object took effect, and if
it did, the corresponding reply; the QUERY operation may itself abort.
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This construction can be done using abortable reg-
isters only.

(b) We then use QA to transform the wait-free
implementation of Ogy of type Tps into an AP
implementation of an object O of type 7. Roughly
speaking, timely processes use 2 to successively
access Ogg in a fair way among themselves.

This transformation does not use any shared objects.

The above approach to obtain AP implementations is simi-
lar to the “boosting” of obstruction-free implementations into
wait-free implementations using synchrony [7,15] or fail-
ure detectors (which in turn can be implemented using syn-
chrony) [9]. In contrast to AP implementations, however, the
wait-free implementations obtained by boosting in [7,9,15]
are not gracefully degrading: the boosting algorithms assume
that all the correct processes are (eventually) timely,” and
it is not difficult to construct runs where a partial loss of
synchrony causes a total loss of liveness. In other words,
if some processes are not timely, they can prevent the pro-
gress of all the correct processes, even the timely ones. It is
also worth noting that these boosting algorithms use objects
that are stronger than abortable registers: the algorithms in
[7,9] and [15] use atomic registers and compare-and-swap,
respectively. A more detailed discussion of these algorithms
and other related work is given in Sect. 7.

As a final remark, the implementation of QA using
abortable registers (given in Sect. 5) implies that one can
implement 2—a failure detector which is sufficient to solve
consensus [4]—in a system with abortable registers and
only one timely process. Thus, in shared memory systems
with limited synchrony, some powerful failure detectors
can be implemented with objects that are weaker than safe
registers.

1.3 Dynamic activity monitors

In this paper, we also introduce a new abstraction, called a
(dynamic) activity monitor, that serves as a building block
for dynamic applications in shared memory systems. Intu-
itively, for every ordered pair of processes p and g, the
activity monitor denoted A(p, ¢) is an abstraction that helps
p determine whether ¢ is currently active or inactive, and
whether ¢ is timely (with respect to p). This activity mon-
itor is fully dynamic: both p and g can independently turn
the monitoring mechanism on or off at any time they want.
We use activity monitors to implement 2, in Sect. 4.2
in a modular way that shields the implementation from

5 Ttis easy to see that the concepts of “timely” and “eventually timely”,
which is seemingly weaker, are actually the same when the timeliness
bounds are not known and depend on each run (as assumed in [7,9,15]
and here).

low-level synchrony mechanisms, such as timers and time-
outs.

Summary of contributions

— We introduce a new liveness property, called adaptive
progress, for shared object implementations. This live-
ness property is simple and fair: every process that is
timely is guaranteed to be wait-free. It is also gracefully
degrading: when synchrony increases, the liveness guar-
antee also increases gradually from obstruction-freedom
(when there are no synchrony assumptions) all the way
to wait-freedom (when all processes are timely).

— We give two universal constructions that satisfy the adap-
tive progress property: a simple one that uses plain
(atomic) registers, and a more complex one that uses only
abortable registers. The second construction implies that
adaptive progress can be achieved with registers that are
weaker than safe.

— Wespecify anew leader election abstraction, denoted Q2
that allows processes to dynamically compete for lead-
ership. In contrast to previously defined dynamic leader
election abstractions, the specification of 2 refers to the
synchrony of the processes that participate in the election:
roughly speaking, if there is at least one timely process
among the processes that currently wish to be elected,
then a timely process is eventually elected.

— We show how to implement 2 A in systems with registers,
and also in systems with abortable registers. This shows
that it is possible to implement the powerful failure detec-
tor 2 using only abortable registers, provided at least one
process in the system is timely.

— We introduce the concept of a dynamic activity monitor,
denoted A(p, ¢), that can help a process p determine the
current “status” of another process g. With A(p, ¢), each
of p and ¢ can independently stop or resume its partici-
pation in this monitoring whenever it wants. We believe
that both QA and A(p, ¢) are useful building blocks for
dynamic applications in shared memory systems.

Road map

The paper is organized as follows. In Sect. 2, we explain
our shared-memory model and define the adaptive progress
property. We define the dynamic leader elector €2 in Sect. 3.
In Sect. 4, we implement Q2 using registers, in two steps.
First, we define activity monitors and implement them using
registers in Sect. 4.1. Then, we use activity monitors and reg-
isters to implement 24 in Sect. 4.2. In Sect. 5, we implement
QA using abortable registers. In Sect. 6, we show how to use
QA to achieve an AP implementation of an arbitrary type.
We conclude the paper with a discussion of related work in
Sect. 7.
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2 Model

We consider shared-memory systems with n > 2 processes
IT = {0,...,n — 1} that can communicate with each other
via shared registers. We consider two types of shared regis-
ters, atomic registers [13,14] and abortable registers [2].0 In
our model, time values are taken from the set N of positive
integers.

Processes are (finite or infinite) deterministic automata
that execute by taking steps. In each step, a process p can
do one of the following three things (according to p’s state
transition function): (1) p invokes an operation on a shared
register and changes state, (2) p receives a response from an
operation and changes state, or (3) p just changes state. If p
invokes an operation in a step, p’s next step is to receive a
response from that operation (and change state). For conve-
nience, we assume that each step occurs instantaneously and
there is at most one step per time unit.

A process may fail by crashing, in which case the pro-
cess’s state changes to a crash state and the process stops
taking steps forever. A process p is correct if p does not
crash. A correct process takes infinitely many steps (a pro-
cess can take “do-nothing” steps if it has nothing to do). We
now define what it means for a process p to be timely with
respect to another process ¢ in a run:

Definition 1 We say that p is g-timely (in a run) if p is cor-
rect and there is an integer i > 1 such that every time interval
containing i steps of ¢ has at least one step of p (in this run).

Note that the timeliness bound i above is not known (it
depends on each run and on each pair of processes p and q).

Definition 2 We say that p is timely (in a run) if p is
g-timely for every process g € IT (in this run).

We consider the following liveness property for object
implementations in shared memory systems:

Definition 3 (Adaptive progress) An object implementation
satisfies the adaptive progress property, if, for every run R of
the implementation, every process that is timely in R com-
pletes its operations on the object in a finite number of its
own steps.

Throughout the paper, if C is some property, we say that
there is a time after which C holds if there is a time 7 such that
for every time ¢’ > ¢, property C holds at time ¢’. Similarly,
we say that C holds infinitely often if for every time ¢, there
is a time ¢ > t such that C holds at time ¢’. Finally, we say

6 With both types of registers, read and write operations are not instan-
taneous, each such operation spans an interval of time; but their behavior
is linearizable [12].
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that a variable v increases without bound if for every k € N
there is a time after which v > k.

Properties of timely and non-timely processes

We now state and prove some basic properties of timely and
non-timely processes. The following lemmas are with respect
to an arbitrary run R.

Observation 1 (a) If p is correct then p is p-timely. (b) If
p is correct and g crashes then p is g-timely.

Proof Trivial from the definitions.

Lemma 1 If a process p is timely then there is an integer
i > 1 such that every time interval containing i process steps
has at least one step of p.

Proof Suppose that p is a timely process. Since p is timely,
for every process ¢, p is g-timely, and so there is an integer
ipq > 1 such that every time interval containing i, steps of
g has at least one step of p. Leti = 1+ 3 cn(ipg — D).
Note that i > 1. Moreover, every time interval containing
i process steps must have at least i, steps of g for some
process g. Such a time interval has at least one step of p.

Lemma 2 If p is a correct process then p is timely if and
only if there is an integer i > 1 such that every time interval
containing i process steps has at least one step of p.

Proof Let p be a correct process. If p is timely then, by
Lemma 1, there is an integer i > 1 such that every time
interval containing i process steps has at least one step of p.

If p is not timely then there is a process g such that p is not
g-timely. Thus, since p is correct, for every integer i > 1,
there is a time interval containing i process steps (those of
g) but no steps of p.

Lemma 3 For all processes p, q, and r, if p is q-timely and
q is r-timely then p is r-timely.

Proof Let p, q,and r be processes such that p is g-timely and
q is r-timely. So p and ¢ are correct, and there are integers
ipg = 1 and iy, > 1 such that (*) every time interval con-
taining i 4 steps of ¢ has at least one step of p and (**) every
time interval containing i, steps of r has at least one step
of g.

If r crashes, then p is r-timely by Observation 1(b). Now
assume that r is correct. Let i, = ip4(igr — 1) + 1. Note
that i, > 1. Consider any time interval containing i, steps
of r. By (**), such a time interval has at least i,, steps of
q. By (¥), this time interval has at least one step of p. Thus,
since p is correct, p is r-timely.

Corollary 1 For all processes p and q, if p is g-timely and
q is timely then p is timely.
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Proof Let p and g be processes such that p is g-timely and
q is timely. By definition, g is r-timely for every process r.
By Lemma 3, p is r-timely for every process r. Thus, p is
timely.

Corollary 2 For all processes p and q, if p is not timely and
q is timely then p is not g-timely.

3 The dynamic leader elector 2 A

Intuitively, €2 is a dynamic leader election abstraction that
allows processes to dynamically compete for leadership such
that if there is at least one timely process among the candi-
dates for leadership, then a timely leader is eventually elected.

Each process p interacts with Q4 via input and output
variables, denoted CANDIDATE, and LEADER p,, respectively;
these variables are local to p. Process p uses the input var-
iable CANDIDATE,, to tell 2o whether it currently wants to
compete for leadership: if p wants to do so it writes true to
CANDIDATE ,, otherwise it writes false to CANDIDATE,.

Ateachprocess p, Q24 writes the output variable LEADER ,
to tell p who the current leader is. More precisely, 2 sets
LEADER,, to ¢ if it thinks that g is the current leader, and 4
sets LEADER, to the special value “?” when it does not give
p any information about who may be the current leader (this
can occur when Q24 is still in the process of computing a
leader or when p is not competing for leadership).

Note that some processes may repeatedly switch between
competing and not competing for leadership, forever. Others
may crash, or fail to be timely. Processes that are not timely
may “flicker” forever: their execution speed may fluctuate so
that sometimes they appear to be crashed or very slow, and
sometimes they appear to be alive and timely. €24 ensures that
if there are some timely processes that “permanently” com-
pete for leadership, then a timely leader is eventually elected.
This is guaranteed even if several processes that compete for
leadership flicker forever.

To define Q2 precisely, we first partition the set of cor-
rect processes according to how frequently they compete for
leadership, as follows:

Definition 4 For each run R of Q, we partition the set of
processes that are correct in R as follows:

— Ncandidates = {q : g is correct and there is a time after
which CANDIDATE,, = false}.

— Pcandidates = {q : q is correct and there is a time after
which CANDIDATE,, = true}.

— Rcandidates = {q : q is correct and CANDIDATE,, = true
infinitely often and CANDIDATE,, = false infinitely often}.

Intuitively, the letters N, P, and R in the above definitions
stand for Not candidate, Permanent candidate, and Repeated
candidate, respectively.

QA 1s defined as follows:

Definition 5 In every run R of Q 4, the following properties
hold:

1. If there is a timely process in Pcandidates then there is a
timely process £ in Pcandidates or in Rcandidates such
that

(a) There is a time after which LEADER; = £.

(b) For every process p € Pcandidates, there is a time
after which LEADER, = £.

(c) For every process p € Rcandidates, there is a time
after which LEADER, € {?, £}.

2. For every process p € Ncandidates, there is a time after
which LEADER, = ?

Achieving stronger leader election properties:
canonical use of Q2

Note that with the above specification of 24, the elected
leader ¢ can be in Rcandidates. In other words, 2 may elect
as the permanent leader a process ¢ that repeatedly joins and
then leaves the competition for leadership, forever. Since a
process that leaves the competition for leadership is usually
not interested (or willing) to be the leader, this “feature” of
QA can be undesirable. We can make this problem disappear
if QA is used in a particular way, which we call “canonical”.

Suppose that a process p with CANDIDATE, = false
wishes to set CANDIDATE, to true (to compete for leadership).
The use of 2 is canonical if p first waits until LEADER, # p
before it sets CANDIDATE,, to true. Intuitively, if p stops being
a candidate, p must wait until it stops being the leader (if it
was the leader) before p is allowed to become a candidate
again. This prevents a process in Rcandidates from being the
leader forever.

More precisely, we define canonical use as follows:

Definition 6 The use of Q24 is canonical (in a run R) if, for
every correct process p, after p sets CANDIDATE,, to false, p
waits until LEADER , # p before p sets CANDIDATE,, to true.

We first show that using €2a in the canonical way is not
harmful, i.e., p’s waiting for LEADER,, # p does not cause
p to block.

Lemma 4 If a correct process p waits for LEADER, # p
when CANDIDATE, = false then p does not wait forever.

Proof Let p be a correct process and suppose, by con-
tradiction, that p waits forever for LEADER, # p when
CANDIDATE, = false. Then there is a time after which
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CANDIDATE, = false, and so p € Ncandidates. By Prop-
erty (2) of 4, there is a time after which LEADER, = ?, and
so p does not wait forever for LEADER, # p, a contradiction.

We now state and prove the main property obtained when
Q is used in the canonical way, namely, the leader ¢ elected
by Qa is a timely process in Pcandidates, that is, a timely
process that competes for leadership “forever”:

Theorem 2 With a canonical use of Q2 a, the following prop-
erties hold (in every run R):

1. Ifthere is a timely process in Pcandidates then there is a
timely process € in Pcandidates such that

(a) There is a time after which LEADER; = £.

(b) For every process p € Pcandidates, there is a time
after which LEADER , = £.

(c) Forevery process p € Rcandidates, there is a time
after which LEADER, € {?, £}.

2. Forevery process p € Ncandidates, there is a time after
which LEADER, = ?

Proof We first note that, by definition, 25 ensures Property
(2). To show Property (1) above, assume that there is a timely
process in Pcandidates. By the definition of 24, there is a
timely process £ € Pcandidates U Rcandidates, that satisfies
Properties (a), (b), (c). It suffices to show that, when Q2 is
used in a canonical way, £ ¢ Rcandidates.

Suppose, by contradiction, that £ € Rcandidates. By def-
inition, £ sets CANDIDATE to frue and CANDIDATE to false
infinitely often. With a canonical use of 24, after £ changes
the value of CANDIDATE to false, £ waits until LEADER; # £,
and only after this wait is over £ can change CANDIDATE
from false to true. Thus, LEADER; # { infinitely often. This
contradicts Property (a). So ¢ ¢ Rcandidates.

It is sometimes sufficient to have a leader election abstrac-
tion that provides the following simple property: (a) the pro-
cess elected as the leader knows that it is the leader, and
(b) the other processes know that they are not the leader. The
following corollary to Theorem 2 states that 2 provides
this simple property.

Corollary 3 With a canonical use of Qa, the following prop-
erties hold (in every run R):
If there is a timely process in Pcandidates then there is a

timely process € in Pcandidates such that

(a) There is a time after which LEADER; = {.
(b) For every correct process p # £, there is a time after
which LEADER, # p.
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4 Implementing §2 A using registers

In this section, we show that 25 can be implemented using
(atomic) registers. To do so, we first define activity mon-
itors and explain how to implement them using registers
(Sect. 4.1). We then use activity monitors and registers to
implement Q2 (Sect. 4.2).

4.1 Definition and implementation of activity monitors

For any two processes p and g, a (dynamic) activity monitor
A(p, g) is an abstraction that can be used by p to determine
whether ¢ is currently active or inactive, and whether ¢ is
timely with respect to p (i.e., whether g is p-timely). This
activity monitor is fully dynamic: both p and ¢ can indepen-
dently turn the monitoring mechanism on or off at any time
they want, say for efficiency reasons.

Process p tells A(p, ¢) to turn the monitoring of ¢ on or
off by writing on or off to a variable MONITORING , [¢ ] (which
is local to p and is periodically read by A(p, ¢)).

Similarly, g tells A(p, g) whether ¢ is active for p or not
by writing on or off to a variable ACTIVE-FOR, [ p] (which is
local to ¢ and is periodically read by A(p, q)). If g is alive
and ACTIVE-FOR,[p] = on at time ¢, we say that g is active
for p at time t. Otherwise, we say that ¢ is inactive for p at
time t.

The activity monitor A(p, q) tells p two things: (a) what
it thinks the current status of ¢ is, and (b) how many times
it has so far suspected that g is not p-timely. To do so,
A(p, q) writes two output variables, denoted STATUS [q]
and FAULTCNTR ,[¢], which are local to process p.

Intuitively, STATUS ,[¢] = active, inactive or ?,if A(p, q)
estimates that ¢ is currently active for p, inactive for p, or
A(p, g) has no estimate on the status of ¢, respectively; and
FAULTCNTR[¢] is the number of times A(p, g) has sus-
pected that g is not p-timely. Figure 1 summarizes the mean-
ing of the input and output variables of A(p, q).

Note that there are nine possibilities for the input of
A(p, g): each of MONITORING plg] and ACTIVE-FOR, [ p] can
be (1) eventually always on, (2) eventually always off, or (3)
oscillating between on and off, forever. Furthermore, there
are many possibilities for the behaviors of p and g: (1) p
may crash or not, (2) ¢ may crash or not, and (3) ¢ may be p-
timely or not. To define A(p, ¢), we must specify its output
in all the above cases. This is done as follows:

Definition 7 In every run R of A(p, g), if p is correct in R
then the following properties hold:
— STATUS,[q] properties

1. If there is a time after which MONITORING (¢ |=0ff
then there is a time after which STATUS,[¢]="?
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The input of A(p, q) consists of two process-local variables:

1. MONITORINGp[q] € {on, off} at p — used by p to indicate whether it wants to monitor q.
2. ACTIVE-FORg[p] € {on, off} at ¢ — used by ¢ to indicate whether it is active for p.

The output of A(p, q) consists of two process-local variables:

1. STATUSp[q] € {active, inactive,?7} — estimate of ¢’s current status; “?” means “I don’t

know”.

2. FAULTCNTRyp[q] € N — number of times ¢ was suspected of not being p-timely.

Fig. 1 Input and output variables of activity monitor A(p, q)

2. If there is a time after which MONITORING ,[g]=0n
then there is a time after which STATUS ,[q]#£?.

3. If g crashes or there is a time after which
ACTIVE-FORy [ p]=off then there is a time after which
STATUS y[g]#active.

4. 1If g is p-timely and there is a time after which
ACTIVE-FOR [ p]=on then there is a time after which
STATUS ,[g]#inactive.

— FAULTCNTR,[q] properties

5. FAULTCNTR,[g] is bounded if any of the following
conditions hold:
(a) gq is p-timely
(b) ¢ crashes
(c) there is a time after which ACTIVE-FORy[p] =
off
(d) there is a time after which MONITORING ,[¢] =
off
6. FAULTCNTR,[g]increases without bound if all of the
following conditions hold:
(a) g isnot p-timely
(b) g is correct
(c) there is a time after which ACTIVE-FOR,[p] =
on
(d) there is a time after which MONITORING ,[¢g] =
on

Intuitively, Properties 1 and 2 indicate how STATUS[q]
depends on MONITORING ,[¢], while Properties 3 and 4 indi-
cate how it depends on ACTIVE-FOR,[p] and the sched-
uling of g. For example, if g crashes then, by Property
3, there is a time after which STATUS,[¢q] = inactive or
STATUS,[¢g] = ?. If, in addition, there is a time after which
MONITORING ,[g ]=0n then Property 2 implies that there is a
time after which STATUS[q] = inactive.

Properties 5 and 6 specify the behavior FAULTCNTR,[q].
Note the Property 6 is not the converse of Property 5 (e.g.,
the negation of “there is a time after which X" is not “there
is a time after which not X).

It is easy to implement an activity monitor A(p, ¢) using
an atomic register R. If p = g the implementation is trivial.

If p # g, the detailed algorithm code is given in Fig. 2 and
its key ideas are the following. When ¢ is active for p, g
periodically writes an increasing counter to R. If ¢ wants to
indicate it is no longer active for p, g writes a special value
—1to R, to indicate it is stopping willingly (instead of crash-
ing). When p does not monitor g, p sets STATUS,[g] to “?”.
When p monitors g, p checks if R increases periodically
and, if so, p sets STATUS plg] to active. Otherwise, p times
out on R (we use adaptive timeouts that increase over time).
When a timeout happens, p sets STATUS ,[g] to inactive and p
may or may not increment FAULTCNTR,[¢g] : p increments
FAULTCNTR,[q] if (a) R # —1 and (b) R increased since
the last time p incremented FAULTCNTR ,[¢g]. Condition (a)
prevents FAULTCNTR ,[¢] from increasing forever if g stops
being active for p, which is necessary to ensure part (c) of
Property 5 above. Condition (b) prevents FAULTCNTR (¢
from increasing forever if g crashes, which is necessary to
ensure part (b) of Property 5 above.
In the appendix, we show the following:

Theorem 3 For any pair of processes p # q, the algorithm
in Fig. 2 implements an activity monitor A(p, q) using reg-
isters.

4.2 Tmplementing 2 A using activity monitors and registers

We now give an algorithm for 25 in a system with regis-
ters where every pair of processes (p, ¢) is equipped with an
activity monitor A(p, ¢). This algorithm does not have any
synchrony mechanisms, such as timers and timeouts, because
synchrony has been completely incorporated into the activity
monitors.

The algorithm, shown in Fig. 3, uses a shared register
CounterRegister[ p] for each process p; this register counts
roughly how many times p has been considered “bad” for
leadership. When a process p is a candidate for leadership,
p periodically queries A(p, g) for each process g. Recall
that A(p, q) outputs a counter FAULTCNTR,[¢] and a sta-
tus STATUS,[q]. Process p uses FAULTCNTR,[¢] to detect
“bad” processes: if p sees that FAULTCNTR,[¢] increases
then p increments CounterRegister[q]to “punish” q. Process
p uses the vector STATUS, to determine the set activeSet, of
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Fig. 2 Implementation of
A(p, q) using registers. The rop
shows code for the monitored
process g, while the bottom
shows code for the monitoring
process p

{ Initial state }

hbCounter = 0

{ Main code }
1 repeat forever

CODE FOR MONITORED PROCESS ¢:

{ A(p, q)-Input : ACTIVE-FOR[p] }

HbRegister{q, p] = —1 { shared register written by ¢ and read by p. ‘Hb’ stands for heartbeat }

{ local variable }

2 WRITE(HbRegister{q, p], —1)

3 while ACTIVE-FOR[p| = off do skip

4 while ACTIVE-FOR[p] = on do
hbCounter — hbCounter + 1

6 WRITE(HbRegister|q, p], hbCounter)

CODE FOR MONITORING PROCESS p:

{ A(p, q)-Input : MONITORING|q] }
{ A(p, ¢)-Output : (STATUS|[q], FAULTCNTR[q]) }

{ Initial state }

STATUS[q] = 7
FAULTCNTR[q] =0
HbRegister{q, p] = —1
hbTimeout = 1
hbTimer = 1
hbCounter = 0
prevHbCounter = 0

allow_increment = true

{ shared register written by ¢ and read by p }
{ local variable }
{'local variable }
{ local variable }
{ local variable }
{ local variable }

{ Main code }

7 repeat forever

8 STATUS[q] < ?

9 while MONITORING[q] = off do skip
10 hbTimer — hbTimeout

1 while MONITORING[g] = on do

12 if hbTimer > 1 then hbTimer «— hbTimer — 1

13 if hbTimer = 0 then

14 hbTimer — hbTimeout

15 prevHbCounter — hbCounter

16 hbCounter — ReAD(HbRegister{q, p])

17 if hbCounter < 0 then STATUS[q] < inactive

18 if hbCounter > 0 and hbCounter > prevHbCounter then
19 STATUS[q] < active

20 allow_increment — true

21 if hbCounter > 0 and hbCounter < prevHbCounter then
22 STATUS[q] < inactive

23 if allow_increment then

24 FAULTCNTR([q] «— FAULTCNTRI[g] + 1

25 hbTimeout — hbTimeout + 1

26 allow_increment — false

processes g with STATUS,[q] = active; p also includes itself
in activeSet,. Process p picks its leader as the process £ in
activeSet , with smallest CounterRegister[£]. If p picks itself
as leader then p sets A(p, g)’s ACTIVE-FOR,[q] to on (for
every process g). Otherwise, p sets ACTIVE-FOR,[¢] to off.
Intuitively, a process is perceived to be active only if it con-
siders itself to be the leader.

Every time p stops and starts being a candidate for
leadership, p increments its own CounterRegister[p] as a
“self-punishment”. This ensures that a process r that stops
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and starts being a candidate infinitely often has an unbounded
CounterRegister[r], which is necessary to ensure that even-
tually r is not chosen as leader. Without this self-punish-
ment, it is easy to find a scenario where r has the small-
est CounterRegister[—] and leadership oscillates forever
between r and another process.

Figure 3 shows the code in detail. Initially, p sets
leader), to 7, MONITORING,[¢] to off and ACTIVE-FOR[q]
to off for every process q. While CANDIDATE, = false, p
does nothing. When p finds that CANDIDATE, = true, p
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Fig. 3 Implementation of Q2
using activity monitors and
registers

CODE FOR PROCESS p:

{ 24-Output : LEADER }

{ 24-Input : CANDIDATE }

{ A(p, q)-Input : MONITORING([q] }
{ A(p, q)-Output : (STATUS[q], FAULTCNTR][q]) }

{ A(g, p)-Input : ACTIVE-FOR([q] }

{ Initial state }
LEADER = ?

Vg € II : MONITORING[g] = off A ACTIVE-FOR|[q| = off

Vq € II : faultCntrig) = 0 A maxFaultCntriq] = 0
Vq € II : counterlq] = 0

activeSet = {p}

CounterRegister|p] = 0

{ local variables }
{ local variables }

{ local variable }
{ shared register }

{ Main code }

1 repeat forever

2 LEADER « ?

3 for each ¢ € IT do MONITORING[q] « off
4 for each ¢ € IT do ACTIVE-FOR|[g| < off
5 while CANDIDATE = false do skip

6 for each ¢ € IT do MONITORING[q] < on
7 counter{p] — READ(CounterRegister{p])
8 WRITE(CounterRegister{p], counter[p] + 1)
9 while CANDIDATE = true do

10 for each g € IT do

{ consult activity monitor .A(p, ¢) about status of ¢ }
1 repeat (status|q|, faultCntriq]) < (STATUS[q], FAULTCNTR]g])
until status{q] # 7

12 activeSet — {q : q € II A status|q| = active} U {p}

13 for each ¢ € IT do counter{q] — READ(CounterRegister{q])

14 LEADER « ¢ such that (counter[¢], ¢) = min{(counter|q|, q) : q € activeSet}
15 if LEADER = p then

16 for each ¢ € IT do ACTIVE-FOR|[q] < on

17 else for each ¢ € I do ACTIVE-FOR[q] < off

18 for each g € IT do

19 if faultCntriq) > maxFaultCntrq] then

20 WRITE(CounterRegister|q|, counter{q] + 1)

21 maxFaultCntrlq] — faultCntr{q]

sets MONITORING,[g] to on for every process ¢, to indi-
cate it wants A(p, g) to monitor g. Then, p increments
CounterRegister[p]. While p finds that CANDIDATE, =
true, p repeats the following actions. First, p queries its
activity monitors A(p, ¢) until it gets a non-? status from
each process g. Then, p sets activeSet,, to contain itself and
every process ¢ that is considered active by A(p, ¢). Next,
p picks its leader as the process £ in activeSet, with smallest
CounterRegister[£]. If p picks itself, it sets ACTIVE-FOR [¢]
to on otherwise it sets it to off, for every process g. Next,
if p finds that FAULTCNTR[q] increased then p increments
CounterRegister[q].
Correctness of this algorithm is given by the following:

Theorem 4 The algorithm in Fig. 3 implements QA in a
system with registers where every pair of processes (p, q) is
equipped with an activity monitor A(p, q).

We now proceed to show this theorem. Henceforth, we con-
sider an arbitrary run R of the algorithm.

We first show that no correct process gets stuck forever
during the execution of an iteration of the loop in lines 9-21.

Lemma 5 Every correct process completes every iteration
of the while loop in lines 9-21 that it starts.

Proof Suppose, by contradiction, that some correct process
p gets stuck forever during the execution of an iteration of the
loop in lines 9-21. It is easy to see that the only place where p
can get stuck is in the repeat-until loop of line 11. Let ¢’ be the
value of variable g of p while p is executing this loop. Before
entering the loop in lines 9-21, p sets MONITORING ,[¢'] to
on in line 6, and MONITORING , [¢'] is still equal to on when
p gets stuck in the loop of line 11. Thus, there is a time after
which MONITORING ,[¢'] = on. By Property (2) of A(p, q),
there is a time after which STATUS ,[¢'] # ?. Thus, p does not
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get stuck forever executing the loop of line 11 withg = ¢'—a
contradiction.

We classify correct processes into the following three sub-
sets (according to their behavior in run R):

Definition 8

— ncandidates is the set of correct processes that execute
the body of the while loop in lines 9-21 finitely many
times.

— infcandidates is the set of correct processes that execute
the body of the while loop in lines 9-21 infinitely many
times.

— pcandidates is the set of correct processes that execute
the body of the while loop in lines 9-21 infinitely many
times and eventually execute forever in this loop.

Note that infcandidates and ncandidates form a partition of
the set of correct processes, and pcandidates is a subset of
infcandidates.

To prove that the algorithm satisfies the properties of
Qa, we first relate the sets pcandidates, ncandidates, and
infcandidates (which we will use to prove properties of
the algorithm) to the sets Pcandidates, Ncandidates, and
Rcandidates (which are used to specify Q2a).

Lemma 6 Pcandidates C pcandidates, Ncandidates
ncandidates, and Pcandidates U Rcandidates
infcandidates.

<
2

Proof Let p € Pcandidates. By definition, p is correct
and there is a time after which CANDIDATE,, = true. Thus,
from the code of the algorithm, it is clear that p eventually
executes forever in the loop in lines 9-21. By Lemma 5, p
executes this loop infinitely many times. Therefore, by defi-
nition, p € pcandidates.

Let p € Ncandidates. By definition, p is correct and there
is a time after which CANDIDATE,, = false. Thus, from the
code of the algorithm, it is clear that p executes the body
of the loop in lines 9-21 finitely many times. Therefore, by
definition, p € ncandidates.

Let p € infcandidates. Thus, p is correct and
p & ncandidates. By the above, p ¢ Ncandidates. Thus,
p € Pcandidates U Rcandidates.

Lemma 7 For every process p € ncandidates, there is a
time after which (a) LEADER, = ? and (b) for every process
q € IT, MONITORING, [q] = off and ACTIVE-FOR,[q] = off.

Proof Let p € ncandidates. By definition of ncandidates
and Lemma 5, it is clear that p eventually executes forever
in the empty loop of line 5. Note that just before entering
this loop, p sets LEADER, to ? in line 2 and, for every pro-
cess g € II, p sets MONITORING,[¢] to off in line 3 and
ACTIVE-FOR[¢] to off in line 4.
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Corollary 4 For every process p € Ncandidates, there is a
time after which LEADER , = ?.

Proof By Lemma 6, Ncandidates C ncandidates. The cor-
ollary is now immediate from Part (a) of Lemma 7.

By the above corollary, Property (2) of Q2 (Definition 5)
is satisfied in run R of the algorithm. We now proceed to
show that Property (1) of 4 is also satisfied in run R.
Roughly speaking, the proof will proceed as follows. Assume
that there is a timely process in Pcandidates. We show that
if p is one such process then CounterRegister|[p] eventu-
ally stops changing—intuitively, processes stop “punishing”
p. Then, for each process p, we define ¢, to be the final
value of CounterRegister| p] if it stops changing or ¢, = o0
otherwise. We let £ to be the process p with smallest ¢,
breaking ties by process id. We then show that eventually
£ picks itself as leader forever, that is, there is a time after
which LEADER, = ¢£. This proves part (a) of Property (1)
of Qa. Because £ sets ACTIVE-FORy[ p] to on exactly when
LEADER, = /, it follows that, for every process p, there is a
time after which ACTIVE-FOR¢[p] = on. We then show that,
for every process g # {,LEADER; # g. Thus, for every
q # £, there is a time after which ACTIVE-FOR,[p] =
off for every process p. If there is a time after which
ACTIVE-FORy[p] = off and p # ¢, we argue that there
is a time after which p does not pick ¢ as its leader. Thus,
for every process p, there is a time after which LEADER, €
{p. ¢, ?}. However, when p # £, we showed that LEADER, #
p. Thus, there is a time after which LEADER, € {£, ?}. This
proves part (c) of Property (1) of 2a. Finally, we argue
that for every process p in pcandidates, LEADER ,#?. Since
Pcandidates C pcandidates, this now proves part (b) of
Property (1) of Qa.

We now proceed with the detailed proof.

Definition 9 Let Timely = {q : g is timely in run R}.

If Pcandidates N Timely = @, then Property (1) of Qa
is trivially satisfied. Henceforth (from Lemmas 8§ to 24) we
assume that

Assumption 5 Pcandidates N Timely # ()
and show that Property (1) of Q4 is also satisfied in this case.
Lemma 8 pcandidates N Timely # (.

Proof By Lemma 6, Pcandidates C pcandidates. By
Assumption 5, Pcandidates N Timely # . Thus,
pcandidates N Timely # @.

Lemma 9 For every process p, if some process writes
to CounterRegister[p] infinitely many times then
CounterRegister[ p) increases without bound.”

7 Recall that we say v increases without bound if for every k € N there
is a time after which v > k.
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Proof Let p be some process, and suppose that some process
q writes to CounterRegister[ p] infinitely many times. First
note that (*) CounterRegister[p] is written only in lines 8
and 20, using 1 plus a value read from CounterRegister[p]
in lines 7 and 13, respectively.

We claim that for every integer i > 0, there is a time
after which CounterRegister[p] > i. This claim proves the
lemma.

We show the claim by induction on i. For the base case
(i = 0), note that initially CounterRegister[p] = 0. More-
over, from (*), CounterRegister[p] > 0 always holds. This
shows the base case.

Now suppose the claim holds for i, that is, there is a
time #; after which CounterRegister[p] > i. We show
that there is a time #;1| after which CounterRegister[p] >
i + 1. From (*), there is a time ti/ > t; after which,
if CounterRegister[p] is written, then it is written with 1
plus a value read from CounterRegister[p] after time ;.
By assumption, such a value read from CounterRegister[p]
is at least i. Thus, if CounterRegister[p] is written after
time ¢/ then forever after CounterRegister[p] > i + 1.
Since g writes to CounterRegister|[ p] infinitely many times,
g writes to CounterRegister[p] after time /. After that,
CounterRegister[p] > i + 1. This shows the claim.

Corollary 5 For every process p, CounterRegister[p]
increases without bound or it stops changing.

Proof Let p be a process. If CounterRegister|[ p] never stops
changing then some process writes to CounterRegister[p]
infinitely many times. By Lemma 9, CounterRegister[p]
increases without bound.

Lemma 10 Ler p and q be processes such that
p € infcandidates. Then FAULTCNTR ,[q] increases without
bound if and only if p writes to CounterRegister|q] infinitely
many times in line 20.

Proof Let p and g be processes such that p € infcandidates.
First, suppose that FAULTCNTR,[¢] increases without
bound. Since p € infcandidates, p executes line 11 infinitely
often, and so faultCnir,[q] also increases without bound.
Also, p executes the test faultCnir,[q] > maxFaultCntrp[q]
in line 19 infinitely many times. From the way p sets
maxFaultCntrp[q] in line 21, it is clear that p writes to
CounterRegister[q] infinitely many times in line 20.

Now, suppose that p writes to CounterRegister[q]
infinitely many times in line 20. Thus, p finds that
faultCntrp lg] > maxFaultCntrp[q] infinitely many times
in line 19. So, faultCnir ,[q] increases without bound. Var-
iable faultCnir,[q] is set to FAULTCNTR,[¢] in line 11, and
so FAULTCNTR,[¢] also increases without bound.

Lemma 11 For every process q € pcandidates N Timely,
CounterRegister|q] stops changing.

Proof Assume, by contradiction, that for some process
q € pcandidates N Timely, CounterRegister[q] changes
infinitely many times. There are only two lines
where CounterRegister[q] can be changed: (1) in line 8§,
CounterRegister[q] is written by ¢, and (2) in line 20,
CounterRegister[q] is written by some process. However,
q executes line 8 only finitely many times (since
q € pcandidates). Therefore, processes write to
CounterRegister[q] infinitely many times in line 20. Since
there are only finitely many processes, some process p writes
to CounterRegister[q] infinitely many times in line 20. Thus,
p € infcandidates and so, by Lemma 10, FAULTCNTR ,[¢]
increases without bound. But, g € Timely, so g is p-timely,
and thus, by Property (5) of A(p, q), FAULTCNTR,[g] is
bounded—a contradiction.

Lemma 12 For every process p € infcandidates —
pcandidates, CounterRegister| p] increases without bound.

Proof Let p € infcandidates — pcandidates. By defini-
tion of infcandidates and pcandidates, it is clear that p
enters and exits the body of the loop in lines 9-21 infi-
nitely many times. Each time it enters this loop, p first
writes to CounterRegister[p] in line 8. Thus, by Lemma 9,
CounterRegister[ p] increases without bound.

Definition 10 For every process p, we define ¢, as follows.
If CounterRegister|[p] stops changing then ¢, is the final
value of CounterRegister|p]; otherwise, ¢, = oo.

We now define ¢ as the process in pcandidates with small-
est ¢, breaking ties using the process id. Note that £ is well
defined because, by Lemma 8, the set pcandidates is not
empty.

Definition 11 Let ¢ be the process such that (cg, £) =
min{(cp, p) : p € pcandidates}.

Lemma 13 Thereis a time after which CounterRegister[{]=
cp < 00.

Proof By Lemmas 8 and 11, there is a process
k € pcandidates such that CounterRegister[k] stops chang-
ing. Thus, by the definition of ¢, cx < oco. By the definition
of £, (cg, £) < (ck, k), and so ¢; < oo. By the definition of
c¢, there is a time after which CounterRegister[{] = cy.

Lemma 14 For every process p # £ such that
p € activeSet, infinitely often, there is a time after which
(CounterRegister[{], £) < (CounterRegister[p], p).

Proof Suppose p € activeSet, infinitely often and p # £.
Since £ € pcandidates, £ executes line 12 infinitely many
times. By the way € sets activeSet; in line 12, it is clear
that STATUS¢[ p] = active infinitely often. By the contrapos-
itive of Property (3) of A(¢, p), we have (*) p is correct and
ACTIVE-FOR,[£] = on infinitely often.
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By Lemma 13, there is a time after which
CounterRegister[{] = c¢; < oo. By Corollary 5, there are
two possible cases:

Case 1 CounterRegister[p] increases without bound. Thus,
there is a time after which ¢, < CounterRegister[p].
Since there is a time after which CounterRegister[{] =
c¢, there is a time after which (CounterRegister[{], {) <
(CounterRegister[p], p).

Case 2 CounterRegister[p] stops changing. By definition
of cp, there is a time after which CounterRegister[p] =
cp < oo. It now suffices to show that (c¢, £) < (cp, p).
By (*) and Lemma 7, p ¢ ncandidates.So p € infcandidates.
Since CounterRegister|p] stops changing, by Lemma 12,
p € pcandidates. Thus, by the definition of ¢ and the fact
that p # £, we have (c¢, £) < (cp, p).

Since activeSet), is initialized to { p} and p never removes
itself from activeSet,, we have the following:

Observation 6 For every process p, p € activeSet,,.
We now show that £ eventually picks itself as the leader.
Lemma 15 There is a time after which LEADER; = £.

Proof Since ¢ € pcandidates, (a) there is a time after which
the only place where ¢ can set LEADERy is in line 14, and
(b) ¢ sets LEADER; in line 14 infinitely many times. Each
time ¢ sets LEADERy in line 14, ¢ sets LEADER; to the pro-
cess g in activeSety with smallest (counter[q], q), where the
countery vector has values read from the CounterRegister
vector in line 13. Since ¢ is correct, by Observation 6,
£ € activeSet;. From Lemma 14, we conclude that there is a
time after which LEADERy = £.

Lemma 16 For every process p, there is a time after which
ACTIVE-FOR¢[ p] = on.

Proof Let p be any process. Since ¢ € pcandidates,
(a) there is a time after which the only place where ¢ can
set ACTIVE-FORy|[ p] is inside the if-then-else statement of
lines 15-17, and (b) £ sets ACTIVE-FOR¢[p] in this if-then-
else statement infinitely many times. By Lemma 15, there
is a time after which LEADER;, = ¢. From the way ¢ sets
ACTIVE-FOR¢[ p] in the if-then-else statement, it is now clear
that there is a time after which ACTIVE-FOR¢[p] = on.

Lemma 17 ¢ € Timely.

Proof Suppose, by contradiction, that £ & Timely.

By Lemma 8, there exists some process p € pcandidates N
Timely. We now show that p and ¢ meet the conditions
of Property 6 of A(p, £), implying that FAULTCNTR ,[£]
increases without bound.
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(a) By assumption, £ ¢ Timely. Moreover, since
p € pcandidates NTimely, p € Timely. By Corollary 2,
£ is not p-timely.

(b) By definition of ¢, £ € pcandidates. So, { is correct.

(c) By Lemma 16, there is a time after which
ACTIVE-FOR¢[ p] = on.

(d) Since p € pcandidates, eventually p executes forever
in the loop in lines 9-21. Before getting stuck in this
loop, p sets MONITORING ,[£] to on in line 6 and p does
not set MONITORING ,[£] to off afterwards. Thus, there
is a time after which MONITORING ,[£] = on.

By Property 6 of A(p, £), FAULTCNTR ,[£] increases with-
out bound. By Lemma 10, p writes to CounterRegister[{]
infinitely many times. Thus, by Lemma 9, CounterRegister[(]
increases without bound. But, by Lemma 13,
CounterRegister[{] stops changing—a contradiction.

Lemma 18 For every process p € infcandidates, there is a
time after which £ € activeSet .

Proof Let p € infcandidates. By Lemma 16, there is a
time after which ACTIVE-FOR¢[p] = on. By Lemma 17,
£ is timely, and so ¢ is p-timely. Since p is correct, by
Property (4) of A(p, £), (*) there is a time after which
STATUS ,[£] # inactive, i.e., STATUS ,[£] € {?, active}.

Since p € infcandidates, p executes lines 11 and 12 infi-
nitely many times. Inline 11, p sets status ,[£] to STATUS ,[£],
and this is the only line in which p sets status,[£]. Thus,
from (*), there is a time after which status,[£] € {?, active}.
Moreover, each time p executes line 12, status,[l] # ?
(because of the condition of the loop in line 11). So there
is a time after which, every time p executes line 12, p finds
that status ,[£] = active. From the way p sets activeSet), in
line 12, there is a time after which £ € activeSet),.

The next lemma shows that, except for ¢, all processes in
infcandidates eventually stop considering themselves as the
leader.

Lemma 19 Forevery process p € infcandidates —{€}, there
is a time after which LEADER , # p.

Proof Let p € infcandidates—{¢}. By Lemma 18, there is a
time 71 after which £ € activeSet,.

We claim that there is a time ¢t after which
(CounterRegister[£],£) < (CounterRegister[p], p). To
prove this claim, first note that, by Lemma 13, there is a
time after which CounterRegister[¢] = ¢; < oo. By Cor-
ollary 5, CounterRegister[p] increases without bound or
it stops changing. If CounterRegister[p] increases without
bound, the claim immediately follows. Now assume that
CounterRegister[ p] stops changing. By the definition of ¢,
there is a time after which CounterRegister|p] = ¢, < oo.
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To prove the claim it now suffices to show (c¢, £) < (¢p, p).
Since p € infcandidates and CounterRegister[p] stops
changing, by Lemma 12, p € pcandidates. Thus, by the
definition of £ and the fact that p # £, we have (¢, £) <
(cp, p)—this shows the claim.

There are only two places in the code where p can set
LEADER,: (1) in line 2, where p sets LEADER, to ?, and
(2) in line 14, where p sets LEADER,, to the process g in
activeSet, with the smallest (counterp|q], q), where the
counter , vector has values read from the CounterRegister
vector in line 13. From the above, if p executes lines 13
and 14 after time max{t1, 2}, it finds that (a) £ € activeSet,
and (b) (counter (€], £) < (counter,[p], p). So if p exe-
cutes lines 13 and 14 after time max{t|, 2}, p sets LEADER,,
to a process different from p. Since p € infcandidates, p
executes lines 13 and 14 infinitely many times, and so p exe-
cutes lines 13 and 14 after time max{¢;, f,}. We conclude that
there is a time after which LEADER, # p.

Lemma 20 For every correct process q # £ and every pro-
cess p, there is a time after which ACTIVE-FORy [ p] = off.

Proof Let g # £ be a correct process and p be a process. If
q € ncandidates then by Lemma 7, there is a time after which
ACTIVE-FOR, [ p] = off . Now suppose that ¢ ¢ ncandidates.
Since q is correct, g € infcandidates. So, q executes the
if-then-else statement of lines 15-17 infinitely many times.
In this if-then-else statement, g sets ACTIVE-FOR,[p] to
off if LEADER; # q and g sets ACTIVE-FOR,[p] to on if
LEADER, = g. Moreover, this is the only statement where g
can set ACTIVE-FOR, [ p] to on. By Lemma 19 there is a time
after which LEADER, # ¢. Therefore, there is a time after
which ACTIVE-FOR,[p] = off .

Lemma 21 For every process p € infcandidates, there is a
time after which activeSet, = {p, £}.

Proof Let p € infcandidates. By Lemma 18, there is a time
after which £ € activeSet,. Since p € infcandidates, p
is correct, so by Observation 6, p € activeSet,. There-
fore, there is a time after which both p and ¢ are in
activeSet,. We now prove that, for every ¢ ¢ {p, £}, there is
a time after which ¢ ¢ activeSet,. Let g ¢ {p, £}. Either
q crashes or, by Lemma 20, there is a time after which
ACTIVE-FOR,[p] = off . Since p is correct, by Property (3)
of A(p, q), there is a time after which STATUS ,[¢] # active.
Since p € infcandidates, p sets statusp[q] to STATUS,[q]
in line 11 and then it sets activeSet, to {q : g € TI A
status p[q] = active} U {p} in line 12, infinitely many times.
Since there is a time after which STATUS,[q] # active and
q # p, there is a time after which g & activeSet,,.

We now show that eventually, correct processes either
choose £ or ? as their leader.

Lemma 22 For every correct process p, there is a time after
which LEADER, € {?, £}.

Proof Let p be a correct process. If p € ncandidates then
by Lemma 7, there is a time after which LEADER, = ?.
Now assume that p ¢ ncandidates. Since p is correct,
p € infcandidates. There are only two places in the code
where p can set LEADER ,: (1) inline 2, where p sets LEADER,
to ?, and (2) in line 14, where p sets LEADER, to a process
in activeSet,. Since p € infcandidates, p sets LEADER, in
line 14 infinitely many times. By Lemma 21, there is a time
after which activeSet, = {p, £}. Therefore, there is a time
after which LEADER, € {?, p,£}. If p = (£ the lemma is
immediate. If p # ¢, by Lemma 19, there is a time after
which LEADER, # p, and the lemma also follows.

Lemma 23 For every process p € pcandidates, there is a
time after which LEADER , = £.

Proof Let p € pcandidates. We claim that there is a time
after which LEADER, # 7.

To prove this claim note that since p € pcandidates:
(a) there is a time after which p does not execute line 2,
which is the only place where LEADER, can be set to ?, and
(b) p sets LEADER , in line 14 infinitely many times, and when
it does so, it is clear that p sets LEADER, to a non-? value.
So the claim holds.

From Lemma 22 and the above claim, there is a time after
which LEADER, = £.

Putting together the above results, we get:

Lemma 24 ¢ € (Pcandidates U Rcandidates) N Timely.
Furthermore, the following holds:

1. There is a time after which LEADER, = £.

2. For every process p € Pcandidates, there is a time after
which LEADER, = .

3. For every process p € Rcandidates, there is a time after
which LEADER, € {?, £}.

Proof Since { € pcandidates, wehave that{ € infcandidates,
and so by Lemma 6, £ € Pcandidates U Rcandidates. By
Lemma 17, £ € (Pcandidates U Rcandidates) N Timely. We
now show that the above three properties hold:

1. This is Lemma 15.

2. Let p € Pcandidates. By Lemma 6, p € pcandidates.
By Lemma 23, there is a time after which LEADER, = £.

3. This follows immediately from Lemma 22 since
every process in Rcandidates is correct.

Theorem 4 The algorithm in Fig. 3 implements QA in a
system with registers where every pair of processes (p, q) is
equipped with an activity monitor A(p, q).
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Proof Property (2) of Qa holds by Corollary 4. If
PcandidatesNTimely = @, Property (1) of Q trivially holds.
If Pcandidates N Timely # (), Assumption 5 holds. In this
case, we can apply Lemma 24 which shows that Property (1)
of QA holds.

From Theorems 3 and 4, we have

Theorem 7 The algorithm obtained by combining the algo-
rithms in Figs. 2 and 3 implements Q2a in a system with
registers.

Note that this algorithm for implementing 2, with reg-
isters ensures that if Pcandidates N Timely # () then there
is a time after which the only processes that write to shared
registers are the leader and processes in Rcandidates. Thus,
in a precise sense, the implementation is “write efficient”.

5 Implementing 2 A using abortable registers

We now show how to implement 24 using (single-writer
single-reader) abortable registers.® An abortable register is
a very weak object because its read or write operations may
abort if they are concurrent.” For example, suppose process
p wants to communicate a value v to process g by writing
v to abortable register R. Then, p needs to write v to R
successfully (without aborting) at least once, and ¢ needs to
periodically read R to see if its value has changed. However,
every time p writes to R it is possible that ¢ reads R concur-
rently, causing both write and read to abort, and this could
go on forever.

To implement 2, we first give two communication mech-
anisms as building blocks: (1) a mechanism for p to send to
q the final value of a variable (of p) that stops changing,
provided p is g-timely (if p is not g-timely or the variable
keeps changing forever, ¢ may never see any of p’s values),
and (2) a mechanism for p to periodically communicate a
heartbeat to ¢ so that g can determine if p is g-timely or
not (but p cannot convey any other information to ¢ in this
way). We then explain how these two weak communication
mechanisms can be used to implement 24 .

Communicating the final value of a variable that eventu-
ally stops changing. Suppose p wants to communicate to
q the latest content of p’s local variable msg7o[q]. To do so,
whenever p sees that msgTo[q] changed to some new value
v, p repeatedly writes v to R until the write is successful.

8 A single-writer single-reader abortable register is an abortable regis-
ter in which there is one designated process that can write to it and one
designated process that can read it.

9 An operation invoked by a process that crashes spans a finite interval
of time which may extend beyond the time of the crash.
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At the same time ¢ periodically reads R to check for new
contents. To try to avoid concurrent execution, g slows down
the rate at which it reads R if ¢ thinks that p might be trying
to write to R without success—this happens if the reads by
q abort or return values that do not change. If p is g-timely,
eventually g slows down (the rate at which itreads R) enough
so that p executes its write solo, ensuring that eventually p’s
write is successful. In fact, if msgTo[q] stops changing, even-
tually p writes successfully the final value of msgTo[q] to R
and stops writing to R. Thus, eventually g reads R without
p writing concurrently, and g gets the final value.

Note that this mechanism may fail to communicate any
information if p is not g-timely or if msg7o[q] keeps chang-
ing forever. In both cases, there are runs in which all reads
by ¢ are concurrent with a write by p and they all abort.

The code details are shown in Fig. 4. There is a vector
MsgRegister|p, q] of abortable registers written by p and
read by ¢, for every pair of distinct processes p and g. There
are two procedures, WriteMsgs(msgTo) and ReadMsgs(),
which are to be called by processes periodically. Procedure
WriteMsgs(msgTo) serves for a process p to communicate
the contents of msgTo[q] to every process g # p. Variable
msgCurr[q] has the value of msgTo[q] that p is currently
trying to write to MsgRegister[p, q] and prevWriteDone[q]
indicates whether the value of msgCurr{q] has been written
successfully to MsgRegister[ p, q]. The procedure returns the
vector prevWriteDone. Procedure ReadMsgs() serves for a
process g to receive contents communicated by every pro-
cess p # q. In this procedure, g reads MsgRegister[p, q]
for each p, every readTimeout|p] invocations. If the read
aborts or returns the same value as the last successful
read then ¢ increments readTimeout| p]. Otherwise, g resets
readTimeout[ p] to 1 and sets prevMsgFrom|p] to the value
read. At the end of the procedure, g returns prevMsgFrom,
which has the last successfully read message from every pro-
cess.

Communicating a heartbeat. Suppose that a process p
wants to communicate a “heartbeat signal” to ¢, which ¢
can use to determine if p is g-timely or not. If processes had
an atomic register R, p could write an increasing counter to
R and q could read R and verify that its value increases in a
timely fashion. This scheme is problematic if we replace R
with an abortable register R, for two reasons: (a) the writes
of p to R may always abort and never take effect, and (b) the
reads of ¢ on R may always abort and so g never sees the
value of R. We can avoid problem (a) by having ¢ gradu-
ally slow the rate with which it reads R (as we did above in
ReadMsgs), but how do we deal with problem (b)? The key
idea is that if g reads R and the read aborts then ¢ knows that
p is writing some value to R, even if ¢ does not know what
the value is. Thus, an abort response indicates that p is alive.
However, it does not indicate that p is g-timely: p may be
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Fig. 4 Implementation of Q2
using abortable
registers—procedures for
communicating the final value
of a variable that stops changing

CODE FOR PROCESS p:
{ Initial state }

Vq € 11 — {p} : MsgRegister|p, q] = (0,0)
Vq € II — {p} : msgCurriq] = (0, 0)

{ abortable register written by p and read by ¢ }

Vq € II — {p} : prevMsgFrom[q] = (0, 0)

Vg € IT — {p} :
Vq € IT — {p}:

readTimer(q) = 1
readTimeout|q] = 1

Vq € II — {p} : prevWriteDone|q] = true

I T R N

8 procedure ReadMsgs()

procedure WriteMsgs(msgTo)
for each g € IT — {p} do
if (not prevWriteDone|q]) or msgCurr{q] # msgTo|q| then
if prevWriteDone|q] then msgCurr{q] < msgTo[q]
res — WRITE(MsgRegister|p, q], msgCurriq])
prevWriteDone[q] < (res = 0k)
return prevWriteDone

for each g € IT—{p} do

10 if readTimer{q] > 1 then readTimer|q] — readTimer{q] — 1
11 if readTimer{g] = 0 then

12 readTimer|q] < readTimeout(q|

13 res[q] < READ(MsgRegister|q, p])

14 if res[q] = L or res|q] = prevMsgFrom|q]

15 then readTimeout{q] < readTimeout{q] + 1

16 else

17 prevMsgFrom[q] < res|q|

18 readTimeout(q] — 1

19 return prevMsgFrom

slow and takes increasingly long to complete its writes to R,
while all the reads by ¢ keep aborting.

We solve this problem by using fwo heartbeat registers: p
periodically writes increasing values to both registers, alter-
nating between the two, and ¢ reads both registers in alter-
nation as well; g considers p to be g-timely only if, for both
registers, the read aborts or returns a higher value than pre-
viously returned. If p took a long time to complete a write to
one register, then a read on the other register would neither
abort nor return a higher value, so g would not consider p as
q-timely.

The details of this mechanism are shown in Fig. 5. Process
p periodically calls procedure SendHeartbeat(dest), where
dest is a boolean vector indicating to whom p wants to com-
municate its heartbeat. In this procedure, for every process
q such that dest[q] is true, p writes an ever-increasing value
to HbRegisterl[p, q] and HbRegister2[ p, q]. Process g calls
procedure ReceiveHeartbeat() from time to time. In this pro-
cedure, g reads HbRegisterl[p, q] and HbRegister2[p, q]
every hbTimeout[ p] invocations, for each process p. If, for
both registers, the read aborts or returns a higher value than
before, then ¢ adds p to activeSet. Otherwise, g removes p
from activeSet and increments hbTimeout| p]. At the end of
the procedure, g returns activeSet—this is the set of processes
that g considers to be g-timely.

The main Qa algorithm. We use the two communication
mechanisms above to implement 2. The algorithm, shown
inFig. 6, has some similarities with the algorithm of Sect. 4.2:

processes use counters and choose the leader as the process
with smallest counter among some set of active processes.
However, we use some new techniques to determine the set
of active processes and to maintain the counters.

To determine the set of active processes, candidate pro-
cesses periodically call the procedures SendHeartbeat and
ReceiveHeartbeat, as described above. ReceiveHeartbeat
returns the set of active processes, which is then stored in
a local variable activeSet), for each participant p.

To maintain the counters used to pick the leader, p keeps its
own view of the counter of other processes in a local variable:
counter y[q]has p’s view of the counter of . While p isacan-
didate for leadership, p communicates its own counter ,[ p] to
other processes via procedure WriteMsgs, described before.
Moreover, if p finds that g is not active, p punishes g by
asking ¢ to set its counter counter;[q] beyond the counter of
p’s current leader—a value sufficiently large to ensure that
q is not picked as leader by p. This punishment is commu-
nicated also via procedure WriteMsgs. Procedure WriteMsgs
returns a boolean vector, stored in writeDone, indicating for
each process g whether p wrote successfully to the register
readable by ¢. Recall that WriteMsgs only guarantees that a
process p communicates a value successfully to ¢ if (a) this
value stops changing, and (b) p is g-timely and keeps calling
WriteMsgs periodically.

In the proofs, we show that (a) always holds, that is, for
every process p, both p’s counter and any punishments sent
by p stop changing. However, (b) poses a problem: if p is
not timely then some candidates for leadership may receive
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Fig. 5 Implementation of Q2
using abortable
registers—procedures for
communicating a heartbeat

CODE FOR PROCESS p:
{ Initial state }

Vg € IT — {p} :

Vq € IT — {p} : HbRegister1[p, q] = 0
HbRegisterZ[p, q] = 0

{ abortable register written by p and read by ¢ }
{ abortable register written by p and read by ¢ }

Vq € IT — {p} : hbTimeoutlq] = 1

Vq € II — {p} : hbTimer{q] = 1

Vq € IT — {p} : prevHbCounter1[q] = 0
Vq € II — {p} : prevHbCounter2[q] = 0
Vq € IT — {p} : hbCounter1[q] =0

Vq € IT — {p} : hbCounter2[q] = 0

hbSendCounter = 0
activeSet = {p}

20 procedure SendHeartbeat(dest)
21 hbSendCounter — hbSendCounter + 1
22 foreach g e IT — {p} do

23 if dest[q| then
24 WRITE(HbRegister1|p, q], hbSendCounter)
25 WRITE(HbRegister2[p, q], hbSendCounter)

26 procedure ReceiveHeartbeat()

{ updates activeSet }

27 foreach g € IT — {p} do

28 if hbTimerlg] > 1 then hbTimer{q] <— hbTimer{q] — 1

29 if hbTimer{g] = 0 then

30 hbTimer{q] < hbTimeout[q]

31 prevHbCounter1[q] < hbCounter1|q|

32 prevHbCounter2[q] < hbCounter2q|

33 hbCounter1|q] — READ(HbRegister1|q, p])

34 hbCounter2[q] — ReEAD(HbRegister2[q, p|)

35 if (hbCounter1[q] = L or hbCounter1[q] # prevHbCounter1[q]) and
(hbCounter2|q] = L or hbCounter2|q] # prevHbCounter2[q|)

36 then activeSet — activeSetU {q}

a7 else

38 activeSet — activeSet — {q}

39 hbTimeout{q] <— hbTimeout[q] + 1

the latest value of counter [ p] while others never do so, cre-
ating an inconsistency. This is undesirable because it could
cause different processes to pick different leaders. To avoid
this problem, if p cannot communicate with g via WriteMsgs
then p stops communicating heartbeats to g. This ensures the
property thatif g eventually considers p active forever then g
eventually learns the final value of counter ,[ p]—a property
that is key for correctness of the algorithm.

Finally, like in the algorithm of Sect. 4.2, every time p
becomes a candidate of 4, it inflicts a “self-punishment”. It
does not do so simply by increasing counter ,[ p] (otherwise
counter ,[ p] may never stop changing and thus WriteMsgs
may not be able to communicate its value to other processes)
but rather by setting counter [ p] beyond the counter of p’s
current leader.

Figure 6 shows the code in detail. Initially, p sets LEADER ,
to 7. When p finds that CANDIDATE = true, p punishes itself
by increasing counter ,[ p] beyond the counter of p’s leader.
While p finds that CANDIDATE = true, p repeats the follow-
ing actions. First, p calls SendHeartbeat(writeDone), where
writeDone indicates to whom p should send its heartbeat
(its value comes from procedure WriteMsgs, below). Then,
p calls ReceiveHeartbeat to update activeSet,. Next, p picks
its leader. For each ¢ not in activeSet,, p sets actrlo,[q] to
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be greater than the counter of p’s leader (actrTo stands for
“accusation counter to”). Intuitively, p wants to punish g by
asking ¢ to set its counter to at least actrTo,[p]. Next, p
assembles a message msg7o,[q] to be sent to g via proce-
dure WriteMsgs. This message consists of counter,[p] and
actrTop[q]. Then, p calls WriteMsgs and sets writeDone to
the result—a boolean vector indicating whether, for each pro-
cess g, p wrote successfully to the register readable by g.
(Recall that writeDone determines to whom p communi-
cates its heartbeat when p calls SendHeartbeat.) Next, p
calls ReadMsgs to receive the pairs of counters and punish-
ments that other processes are communicating to p. Using
this information, p updates counter,[q], for every g # p,
and p increases counter [ p] according to the punishments
it received.
Correctness of this algorithm is given by the following:

Theorem 8 The algorithm in Figs. 4, 5, and 6 implements
QA in a system with abortable registers.

We now proceed to show this theorem. Henceforth, we con-
sider an arbitrary run R of this algorithm.

Lemma 25 Every correct process completes every iteration
of the do-while loop in lines 44-57 that it starts.
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Fig. 6 Implementation of Q2
using abortable registers—main
code

CODE FOR PROCESS p:

{ 2a-Input : CANDIDATE }
{ 24-Output : LEADER }
{ Initial state }

LEADER = 7
leader = p

Vq € II : counter|q] = 0
Vq € IT — {p} : actrTolg) = 0

{ actr stands for “accusation counter” }

Vq € II — {p} : writeDone|q] = false

{ Main code }

40 repeat forever

1 LEADER « ?

42 while CANDIDATE = false do skip

43 counter{p] < max{counter|p|, counter{leader] + 1}

44 do

45 SendHeartbeat( writeDone)

46 ReceiveHeartbeat() { this computes the activeSet }
47 leader — ¢ such that (counter[¢], ¢) = min{(counter|q], q) : q € activeSet}
48 LEADER « leader

49 for each g € IT — {p} do

50 if ¢  activeSet then actrTolq] — max{actrTo|q], counter{leader] + 1}
51 msgTo|q] < (counter(p], actrTo[q])

52 writeDone «— WriteMsgs(msgTo)

53 msgFrom — ReadMsgs()

54 foreach g € IT—{p} do

55 (counterlq], actrFrom[q]) < msgFrom|q|

56 counter|p] «+ max{counter|p|, actrFrom|q] }

57 while CANDIDATE = true

Proof This is clear because the body of the do-while loop in
lines 44-57 has no unbounded loops.

We classify correct processes into the following three sub-
sets (according to their behavior in run R):

Definition 12

— ncandidates is the set of correct processes that execute the
body of the do-while loop in lines 44-57 finitely many
times.

— infcandidates is the set of correct processes that execute
the body of the do-while loop in lines 44-57 infinitely
many times.

— pcandidates is the set of correct processes that execute
the body of the do-while loop in lines 44-57 infinitely
many times and eventually execute forever in this loop.

Note that infcandidates and ncandidates form a partition of
the set of correct processes, and pcandidates is a subset of
infcandidates.

To prove that the algorithm satisfies the properties of
QAa, we first relate the sets pcandidates, ncandidates, and
infcandidates (which we will use to prove properties of
the algorithm) to the sets Pcandidates, Ncandidates, and
Rcandidates (which are used to specify 24).

Lemma 26 Pcandidates C pcandidates, Ncandidates C
ncandidates, and PcandidatesURcandidates O infcandidates.

Proof (Similar to the proof of Lemma 6.) Let
p € Pcandidates. By definition, p is correct and there is
a time after which CANDIDATE, = frue. Thus, from the
code of the algorithm, it is clear that p eventually executes
forever in the loop in lines 44-57. By Lemma 25, p exe-
cutes this loop infinitely many times. Therefore, by defini-
tion, p € pcandidates.

Let p € Ncandidates. By definition, p is correct and there
is a time after which CANDIDATE,, = false. Thus, from the
code of the algorithm, it is clear that p executes the body of
the loop in lines 44-57 finitely many times. Therefore, by
definition, p € ncandidates.

Let p € infcandidates. Thus, p is correct and
p ¢ ncandidates. By the above, p ¢ Ncandidates. Thus,
p € Pcandidates U Rcandidates.

Lemma 27 For every process p € ncandidates, there is a
time after which LEADER , = ?.

Proof (Similar to the proof of Lemma 7.) Let

p € ncandidates. By definition of ncandidates and
Lemma 25, it is clear that p eventually executes forever in

@ Springer



320

M. K. Aguilera, S. Toueg

p p p
e ——--H-0----0--F--¢-E--Pp
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Fig. 7 Aftertime ¢, p takes at least one step every 3 steps of process ¢

the empty loop of line 42. Note that just before entering this
loop, p sets LEADER to ? in line 41.

Corollary 6 For every process p € Ncandidates, there is a
time after which LEADER , = 7.

Proof Clear from Lemmas 26 and 27.

By the above corollary, Property (2) of Q24 is satisfied in
run R of the algorithm. We now proceed to show that Prop-
erty (1) of Q4 is also satisfied in run R.

Definition 13 Let Timely = {q : g is timely in run R}.

If Pcandidates N Timely = ¢, then Property (1) of Q4 is
trivially satisfied. Henceforth (from Lemmas 28 to 49) we
assume that

Assumption 9 Pcandidates N Timely # ()

and show that Property (1) of Q4 is also satisfied in this case.
Lemma 28 pcandidates N Timely # (.

Proof Clear from Assumption 9 and Lemma 26.

Definition 14 We say that “process p does X every k steps of
process q” if p does X during any time interval that contains
k steps of process q.

Similarly, we define the following:

Definition 15 We say that “after time t, process p does X
every k steps of process q” if p does X during any time
interval that starts after time ¢ and that contains k steps of
process qg.

For example, when we say “after time ¢, p takes at least
one step every 3 steps of process g’ we mean that, in any
time interval after time 7 containing 3 steps of g, p takes at
least one step, as illustrated in Fig. 7.

Lemma 29 There exists an integer Cq such that, for every
process p € pcandidates N Timely and every process q, p
takes at least one step every Co + 1 steps of q.

Proof For every process p € pcandidates N Timely and
every process ¢, p is g-timely so there is an integer i,
such that every time interval containing i,, steps of g
has at least one step of p. Let Cp = max{i,; : p €
pcandidates N Timely and q € T1}.

Consider a process p € pcandidates N Timely and a pro-
cess ¢g. Any time interval with Co + 1 steps of ¢ includes at
least i, + 1 steps of g and hence a step of p.
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Definition 16 Let Cg be the integer from Lemma 29.

Corollary 7 For every process p € pcandidates N Timely,
every process q, and every integer k > 1, p takes at least k
steps every kCo + 1 steps of q.

Proof Clear from Lemma 29.

Definition 17 For processes p and r, we say that p writes a
message successfully to r at time t if, at time ¢,

— pexecutes in line 3 with ¢ = r and the if guard evaluates
to false, or

— p receives a response ok from
MsgRegister| p, q] with ¢ = r in line 5.

the write to

Intuitively, p writes a message successfully to r if either the
value it wants to write to MsgRegister| p, r] has already been
written previously (the guard in line 3 evaluates to false) or p
actually writes the value to MsgRegister[p, r] and the write
returns an ok response.

The body of the do-while loop in lines 44-57 has no
unbounded loops. Therefore, we can define the following:

Definition 18 Let Cj; and C,, be the maximum and mini-
mum, respectively, number of steps to execute one complete
iteration of the do-while loop in lines 44-57.

Note that the values of Cj; and C,, depend on the code alone,
and not on how fast or slow a process executes the code.

Definition 19 Let 7y be the time after which processes in
pcandidates never exit the do-while loop in lines 44-57.

We now generalize Definition 14 for properties that hold
during a time interval:

Definition 20 In the following, we say “during times [t, t'],
process p does X every k steps of process q” if p does X
during any time interval that is contained in [¢, '] and that
contains k steps of process g.

The next lemma and corollary state sufficient conditions
for a process p to periodically write a message successfully
to a process q.

Lemma 30 For all processes p # q, if p € pcandidates N
Timely and q € infcandidates then there exists an integer c
and a time t > Ty such that, after time t, p writes a message
successfully to q at least once every ¢ + 1 steps of q.

Proof Consider two processes p # g and suppose that
p € pcandidates N Timely and g € infcandidates. Let
a=[(CoCyu + 1)/ Cpl.
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Claim 1 After time Ty, if q executes 2aC,, steps without
reading variable MsgRegister[p, q] then p writes a message
successfully to q at some time between the first and last of
those 2aC,, steps of q.

To show Claim 1, suppose that some time after
Ty, q executes 2aC, steps without reading variable
MsgRegister[p, q]. During such steps of ¢, by Corol-
lary 7, p executes at least | (2aC,, — 1)/Cp] steps. Since
LQaC,, — 1)/Co] = 2Cyp, during those steps p executes
procedure WriteMsgs in its entirety at least once. In this pro-
cedure, when p executes line 3 for ¢, if the guard evaluates to
false then p writes a message successfully to g by definition.
Otherwise, p writes to MsgRegister[p, q] in line 5. Since ¢
does not read variable MsgRegister[ p, q] during those steps
of p, by the non-triviality property of abortable registers the
write returns ok. Thus, p writes a message successfully to ¢
by definition. This shows Claim 1.

Let ¢ = 12(¢ + )aCy, and t = Ty + 1. To prove the
lemma, we now show that after time 7, p writes a message
successfully to g at least once every ¢ + 1 steps of g.

Suppose, by contradiction, that for some ¢’ > 1, starting
at time ¢/, g takes ¢ + 1 steps without p writing a message
successfully to g. Let ” be the time when ¢ takes the last of
those ¢ + 1 steps.

Claim 2 During the time interval [t', t"'], there is at most
one value that p can write to MsgRegister[p, q].

To show Claim 2, note that if p never writes to
MsgRegister[p, q] during [, t"'] then the claim holds vacu-
ously. Now, suppose that p writes to MsgRegister[p, q] dur-
ing [#/, t"]. Consider the first such a write, and let v be the
value being written. Then, v = msgCurr,[q] at the time
the write occurs. Neither this first write nor any subsequent
writes to MsgRegister[p, ¢ until time ¢” return ok since p
does not write a message successfully to ¢ during [¢/, ¢”].
Therefore, after the first write, prevWriteDone P[q] is set to
false in line 6 and then it is never set to true before time
t”. Thus, after the first write until time ¢, p does not change
msgCurr ,[gq]because of the guard in line 4. Thus, any subse-
quent writes to MsgRegister{ p, q] until time " are for value
v. This shows Claim 2.

Claim 3 During times [t', "], q finds that res,[p] # L and
resq[p] # prevMsgFrom|p] in line 14 every 4(a + DaCy,
steps of ¢.\0

To show Claim 3, consider any time interval [, u”'] con-
tained in [¢/, "] in which g executes 4(a+1)aC,, steps. From
Claim 1 and the fact that p does not write a message suc-
cessfully to ¢ during times [, "], we know that (*) during

10 Recall from Definition 20 the meaning of the statement “during times
[¢/,t"], process p does X every k steps of ¢”.

times [t/, '], g reads MsgRegister[ p, q] at least once every
2aCy, steps of g. (Note that this read occurs in line 13.)
Therefore, during [u’, u”], ¢ reads MsgRegister[p, q] at
least 2(¢ + 1) = 2« + 2 times, storing the result in
resqy[p]. We now prove that at least once in the first 2o
times that this happens, res;[p] # L and resy[p] #
prevMsgFrom[p] (this implies Claim 3). Suppose, by con-
tradiction, that in the first 2« times during [1’, u”] when ¢
reads MsgRegister[p, q] in line 13, the result resy[p] sat-
isfies resy[p] = L or res;[p] = prevMsgFrom[p]. Then,
by the guard in line 14, ¢ increments readTimeout,[p] in
line 15 at least 2o times without resetting it to 1 in line 18.
Clearly, readTimeout, [ p]is always a positive integer. There-
fore, after being incremented 2« times, readTimeouty|p] is
set to at least 2o + 1. Thus, the next time when ¢ reads
MsgRegister[p, q] in line 13, readTimery[p] > 20 + 1
because of the assignment in line 12. Subsequently, by the
way readTimer,|p] works, g executes at least 2o complete
iterations of the do-while loop in lines 4457 without reading
MsgRegister|[ p, q], and this happens before the (2« + 2)-th
reading of MsgRegister[ p, q] during [u’, u”']. Since each loop
iteration takes at least Cy, steps, g takes 2aCy, steps without
reading MsgRegister[p, q]. This contradicts (*) and shows
Claim 3.

Since g executes 12(a + 1)aC,y, steps during [, t”], from
Claim 3, there are at least three times during [/, t”'] when ¢
finds that (**) resy[p] # L and res,[p] # prevMsgFrom|[p]
in line 14. Consider the first three such times and let 7 ; be the
value of res,[ p] in the j-th time, for j = 1, 2, 3. Then, from
(**), r; # Lfor j = 1,2, 3. Moreover, from (**) and the
fact that p sets prevMsgFrom,[p] to r; in line 17, we have
that r{ # rp and ro # r3.

Note that r; is the value returned by the read of
MsgRegister|p, q]inline 13, for j=1, 2, 3. By Claim 2, there
is at most one value that p can write to MsgRegister[p, q]
during [#', t"']. Therefore, by linearizability of abortable reg-
isters, it is not possible for the non-L values read from
MsgRegister[p, q] to change more than once. Thus, either
r1 = rp or rp = r3. This contradicts the fact that r; # r, and

r #r3.

Corollary 8 There exists an integer Ci and a time
T1 > To such that, for all processes p # q such that
p € pcandidates N Timely and q € infcandidates, after time
T1, p writes a message successfully to q at least once every
C1 + 1 steps of q.

Proof ITmmediate from Lemma 30 and the fact that the sys-
tem has only finitely many processes.

Definition 21 Let C; and 77 be the integer and time from
Corollary 8.
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We now show that if p periodically writes messages
successfully to g and p’s message to g stops changing, then g
eventually sees the message provided that g € infcandidates.

Lemma 31 For all processes p # q, if

(a) p writes a message successfully to q infinitely often,

(b) thereisavalue v and a time after whichmsgTo ,[q] = v,
and

(c) g € infcandidates

then there is a time after which msgFrom,[p] = v.

Proof Consider two processes p # ¢, and suppose that p
writes a message successfully to ¢ infinitely often, there
is a value v and a time after which msgTo,[q] = v,
and ¢ € infcandidates. Let t; be the time after which
msgTo,lq] = v.

Claim 1 There is a time ty > t| after which msgCurrp [q] =
msgTo,[q].

Suppose, by contradiction, that msgCurr,lq] #
msgTo,(q] infinitely often. The only place where
msgCurr,[gq] changes is in line 4, where it is set to
msgTo p[q]. Thus, since after time #; mngo,, [¢g] = v and
msgCurr,q] # msgTo,[q] infinitely often, there is a time
after which p does not set msgCurr,[gq] in line 4. Thus,
(*)thereis atime t{ after which msgCurr » [g] does not change
and msgCurr,[q] # msgTo,lq]. After time 11, every time ¢
executes line 3, the if guard evaluates to frue. Since p writes
messages successfully to ¢ infinitely often, there is some
time after max{r;, ¢} when p writes a message to g success-
fully. At such a time, by Definition 17, p executes line 5 and
receives an ok response from the write to MsgRegister[p, q].
After doing so, p sets prevWriteDone ,[q] to true. Since
prevWriteDone ,[q] can change only in line 6, the next time
p executes line 3, its guard evaluates to true by (*) and
prevWriteDone ,[q] is still frue. Thus p executes line 4 and
sets msgCurrp[q] to mngop[q]. This contradicts (*) and
shows Claim 1.

Claim 2 There is a time after which p never writes to
MsgRegister[p, q] in line 5.

Suppose, by contradiction, that p writes to
MsgRegister[p, q] in line 5 infinitely often. Then, (**) p
executes line 3 infinitely often with the if guard evaluat-
ing to true. Let 1) be some time after #, when p executes
line 3 and the guard evaluates to true. Then, by Claim 1,
at time 5 we have that prevWriteDone plgl = false. After
time 7, if p ever gets an ok response from the write to
MsgRegister{p, q]inline S then p sets prevWriteDone ,[q] to
true inline 6 and, because prevWriteDone ,[q] is not changed
anywhere else, in every subsequent execution of line 3, the
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guard evaluates to false and therefore prevWriteDone ,[q]
remains true forever, and this contradicts (**). Therefore,
(%) after time ¢}, every time p executes line 5, p gets a L
response from the write to MsgRegister[ p, q]. Since p writes
amessage successfully to g infinitely often, it does so at some
time 1 > rj. At time 7}, from (***) and Definition 17, p
executes in line 3 and the guard evaluates to false. There-
fore, prevWriteDone » [g] = true and, by the same argument
above, prevWriteDone » [¢] remains true forever after, which
contradicts (**). This shows Claim 2.

Claim 2 implies that (a) eventually MsgRegister[p, q]
stops changing, (b) p eventually stops changing
prevWriteDone ,[q] (since line 6 is the only place where
this happens), and (c) the final value of prevWriteDone ,[q]
is true (otherwise p keeps writing to MsgRegister[p, q]
by the guard in line 3). Thus, at the last time that p sets
prevWriteDone ,[q] (which could be on initialization), p sets
it to true, and so MsgRegister[p, q] = msgCurr ,[q]. More-
over, at this time, msgCurr ,[q] = v (otherwise, subsequently
p finds that msgCurr,[q] # msgTo,[q] in line 3 and sets
prevWriteDone p[q] again). Thus, there is a time 3 > £
after which MsgRegister[p, q] = v.

From Claim 2, thereis atime 4 > f3 after which p does not
access MsgRegister|p, q]. Since g € infcandidates, eventu-
ally g tries to read MsgRegister[p, q] in line 13 after time
t4. When this happens, the read does not abort and it returns
v. Thus, g sets prevMsgFrom,[p] to v (if it is not set to
that value already). Subsequently, any time ¢ tries to read
MsgRegister|[ p, q], the read returns v. Thus, there is a time
after which prevMsgFrom,[p] = v.

The next lemma states sufficient conditions for a process
p to periodically write to its two heartbeat registers that are
read by process g.

Lemma 32 There exists an integer C> and a time T, > Ty
such that, for every processes p # q, if p € pcandidates N
Timely and q € infcandidates, then after time T>, p writes to
HbRegisterl|[p, q] and HbRegister2[p, q] in lines 24-25 at
least once every C> + 1 steps of q.

Proof LetC; = C1 + Co(Cyy + 1) and T, = T1.

Consider two processes p # g such that p € pcandidates
NTimely and g € infcandidates. Let t; be some time after 75.
By Corollary 8, starting at time #1, g takes at most C; steps
before p writes a message successfully to g. Let 7, be the
first time after #; when this happens. Next, ¢ takes at most
Co(Cp 1) steps before p has executed Cyy steps (by Corol-
lary 7). We now consider what p does during those C; steps.
After writing a message successfully to ¢, p returns in line 7
with prevWriteDone ,[q] = true. Thus, p sets writeDone
in line 52 so that writeDonep|g] = true. Next, p executes
SendHeartbeat(dest) with dest[q] = true. Inside this proce-
dure, p writes to HbRegisterl[p, q] and HbRegister2[p, q]
in lines 24-25.
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Definition 22 Let C»> and 7> be the integer and time from
Lemma 32.

Definition 23 We say that a process p times out on a
process q at time t if p removes g from activeSet), in line 38
at time ¢.

We now give sufficient conditions for a process ¢ not to
timeout on a process p.

Lemma 33 Forevery process p € pcandidates N\ Timely and
every process q 7 p, there is a time after which q does not
time out on p.

Proof Suppose, by contradiction, that there is a timely pro-
cess p € pcandidates N Timely and a process g such that g
times out on p infinitely often. Then hbTimeout,[p] grows
without bound (because g increments hbTimeout,[p] right
after g times out on p, and hbTimeout,[ p] is monotonically
nondecreasing).

Since p € pcandidates N Timely, by Lemma 32,
(*) after time T,, p writes to HbRegisterl[p, q] and
HbRegister2[ p, q] in lines 24-25 at least once every Cs + 1
steps of g.

From the code in Fig. 5, ¢ repeats the following cycle:
(1) it sets hbTimer,[ p] to hbTimeout, [ p], and (2) g executes
hbTimeout,| p] iterations of the do-while loop in lines 44-57
until hbTimer, [ p] reaches 0, and (3) g executes line 30. From
the time (1) occurs to the time (3) occurs, ¢ does not read
HbRegisterI[p, q]. Thus, since hbTimeout, [ p] grows with-
out bound, there is a time ¢ when hbTimeout, [ p] reaches a
large enough value so that, after ¢, g invokes a read operation
on HbRegisterI[p, q] (in line 33) at most once every Cs + 5
steps of g.

Consider any time t" > max{T», t} when g invokes a
read operation on HbRegisterI[p, q]. In its next 3 steps,
q gets a response for the read, invokes a read operation
on HbRegister2[p, q], and gets a response. Subsequently,
q executes at least C + 1 steps without invoking a read
on HbRegisterl[p, q] again (since ' > ). From (*), while
q executes those steps, p writes to HbRegisterl[p, q] and
to HbRegister2[p, q] at least once. Moreover, when either
of these writes happen, p is the only process accessing
HbRegisterI[p, q] or HbRegister2| p, q] (since the only pro-
cesses that access this register are p and g). Thus, neither
write of p aborts, and so they take effect, causing the values
of HbRegisterl| p, q] and HbRegister2|[ p, q] to increase. The
next time hbTimer, [ p] reaches 0, g reads HbRegisterl[p, q]
and HbRegister2[ p, q] again. For each of these, either g reads
[ oritreads a value different from what it read before. There-
fore, the guard in line 35 evaluates to frue, and so g does not
timeout on p.

Thus, we have shown that if ¢ reads HbRegisterI[p, q]
at a time ¢/ > max{7», t} then the next time hbTimery[p]

reaches 0, ¢ does not timeout on p. Therefore, there is a time
after which g never times out on p—a contradiction.

Since activeSet), is initialized to { p} and p never removes
itself from activeSet,, we have the following:

Observation 10 For every process p, p € activeSet,.

Lemma 34 For every process p € pcandidates N Timely
and every process q € infcandidates, there is a time after
which p € activeSet,.

Proof Let p € pcandidates N Timely and g € infcandidates.
If p = g then the result follows from Observation 10. So
assume p # q. Process g calls procedure ReceiveHeartbeat
infinitely many times. In each execution of this procedure, g
decrements hbTimer,[p] by one, until it reaches 0. When
it reaches 0, g resets hbTimery[p] to hbTimeout,[p] and
executes the if statement in line 35. This happens infinitely
many times. The if statement results in either ¢ adding p
to activeSet, in line 36 or g removing p from activeSet, in
line 38. By Lemma 33, there is a time ¢ after which g does
not time outon p. Therefore, g adds p to activeSet, infinitely
often and there is a time after which ¢ does not remove p from
activeSet,. Thus, there is a time after which p € activeSet,.

Observation 11 For every process p, counter | p] is mono-
tonically nondecreasing with time.

Lemma 35 For all processes p # q, if there is time after
which actrToy| p] stops changing then there is a time after
which actrFrom[q] stops changing.

Proof Consider two processes p # ¢, and assume that
there is time after which actrlo,[p] stops changing. Since
mngoq [p] can be set only to (counter,[q], actrToy[p]) (in
line 51), there is a time after which the second component
of msgTo,[p] stops changing. Since msgCurr,[p] can be set
only to mngoq [p] (in line 4), there is a time after which the
second component of msgCurr,[p] stops changing. Since
MsgRegister[q, p] is linearizable and it can be written only
with the value of msgCurr,[p] (in line 5) there is a time
after which the non-_L values read from MsgRegister|q, p]
(in line 13) always have the same second component. Since
prevMsgFrom[q] can be set only to a value read from
MsgRegister[q, p] (in line 17), there is a time after which
the second component of prevMsgFrom ,[q] stops chang-
ing. Since msgFrom, can be set only to a value returned
from procedure WriteMsgs (in line 53), and this procedure
returns the value of prevMsgFrom,,, there is a time after
which the second component of msgFrom ,[q] stops chang-
ing. Since actrFrom[q] can be set only to the second compo-
nent of mngromP[q] (in line 55), there is a time after which
actrFromp|q] stops changing.
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We now show that the counter of a process in
pcandidates N Timely eventually stops changing. We later
extend this result to show that the counter of every process
eventually stops changing.

Lemma 36 For every process p € pcandidates N Timely,
there exists an integer c, and a time after which
counter p[p] = cp.

Proof Let p € pcandidates N Timely.

Claim For every process q # p, there is a time after which
actrTog | p] stops changing.

Consider a process g # p.If g & infcandidates then there
is a time after which p does not execute the body of the do-
while loop in lines 4457, and so eventually actrTo,[ p] stops
changing. If ¢ € infcandidates then, by Lemma 34, there is
a time after which p € activeSet;. The claim now follows
since actrToy| p] can be changed only in line 50, and only if
p & activeSet,.

The only places where p changes counter,[p] is in
lines 43 or 56. Since p € pcandidates, there is a time
after which p does not execute line 43. In line 56, p sets
counter p| p] to max{counter,|p], actrFromp|q]} for some
q # p. By the claim and Lemma 35, for every process
q # p,thereis atime after which actrFromp|[q] stops chang-
ing. Thus, for every process ¢, there is a time after which
line 56 does not change counter [ p]. Thus, there is a time
after which counter [ p] does not change.

Recall that by Lemma 28, pcandidates N Timely # (.
A process in this set intersection enjoys some strong prop-
erties on its interactions with other processes, as we showed
in previous lemmas. We now pick an arbitrary process in
this set intersection and use it to prove properties about other
processes.

Definition 24 Let s be some fixed process in pcandidates N
Timely.

Note that, by Lemma 36, there exists an integer ¢; and a
time after which counterg[s] = c;.

Lemma 37 For every process p € infcandidates, there is a
time after which counter p[leaderp] < cy.

Proof Let p € infcandidates. Since s € pcandidates N
Timely, by Lemma 34, there is a time #; after which
s € activeSet,. Since p € infcandidates, p executes line 47
infinitely often. Let 7, be the first time after 7; when
p sets leader), in line 47. Then, from time f, onwards,
counter p|leader,] < counter[s], since p chooses leader,
in line 47 as the process g in activeSet, with the smallest
(counterplql, q). Moreover, at any given time,
counter,[s] =< counter[s] since values of counterp|s]
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come from the first component of msgFrom ,[s], which come
from the first component of MsgRegister[s, p], which come
from the first component of msgTo [ p], which come from
counterg[s] in line 51. At any time, counterg[s] < cy,
by definition of ¢y and the fact that counter[s] is mono-
tonically nondecreasing (Observation 11). Thus, after time
1y, counter p[leader,] < counter ,[s] < counterg[s] < cy.

From the way p modifies actrTop[q] in the algorithm (in
line 50), it is clear that:

Observation 12 For all processes p # ¢, actrloplq] is
monotonically nondecreasing with time.

We show that the accusation counter of g at p # g even-
tually stops changing:
Lemma 38 For all processes p # q, there exists an integer
apq and a time after which actrlop|q] = apq.

Proof Consider two processes p # g. The only place where
psetsactrTop|glisinline 50.If p & infcandidates then there
is a time after which p does not execute the do-while loop
in lines 44-57. Thus, there is a time after which actrTo,|[q]
does not change, and the lemma follows.

Now assume p € infcandidates. When p changes
actrToplq], it changes it to  max{actrlo,[q],
counter p[leader )]} in line 50. By Lemma 37, there is a time
after which counter p[leader,] < c,. Therefore, there is a
time after which actrTo,[q] does not change, and the lemma
follows.

We now extend Lemma 36 to show that the counter of
every process eventually stops changing.

Lemma 39 For every process p, there exists an integer cp
and a time after which counter ,[p] = cp.

Proof Let p be a process. The only places where p changes
counter [ p] are in lines 43 or 56.

If p & infcandidates then there is a time after which p
does not execute either of these lines. Thus, there is a time
after which counter,[p] does not change, and the lemma
follows.

Now assume p € infcandidates. By Observation 11,
counter [ p]is monotonically nondecreasing. By Lemma 37,
there is a time after which counter ,[leader,] < cy. Thus,
there is a time after which line 43 does not increase
counter,[p]. By Lemma 38, for every process g # p,
there is a time after which actrTo,[p] stops changing. By
Lemma 35, for every process ¢ # p, there is a time after
which actrFromp|q] stops changing. Thus, there is a time
after which line 56 does not increase counter,[p]. Thus,
there is a time after which counter ,[ p] does not change, and
the lemma follows.

Definition 25 For all processes p # ¢, letay, and ¢, be the
integers from Lemmas 38 and 39, respectively.
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The next lemma states that if p € infcandidates then
the message p writes to another process g eventually stops
changing and remains equal to {(cp, apq).

Lemma 40 For all processes p # q, if p € infcandidates
then there is a time after which msgTo ,[q] = (cp, apq).

Proof Consider two processes p # g such that
p € infcandidates. The only place where p sets msgTo,[q]
is in line 51. Since p € infcandidates, p executes this line
infinitely many times. In this line, p changes msg7o,[q] to
(counter ,[pl, actrTo,[q]). By Lemma 39, there is a time
after which counter ,[p] = c,. By Lemma 38, there is a
time after which actrTo,[q] = apq. So, there is a time after
which msgTo ,[q] = (cp, apq).

We now give sufficient conditions for p to write its mes-
sage successfully to ¢g.

Lemma 41 For all processes p # q, if p € activeSet, infi-
nitely often and q € infcandidates then p writes a message
successfully to q infinitely often.

Proof Consider two processes p # g such that
p € activeSet, infinitely often and ¢ € infcandidates. Sup-
pose, by contradiction, that p writes a message success-
fully to g only finitely often. We claim that p writes to
HbRegisterl|p, q] and HbRegister2[ p, q] in lines 24 and 25
only finitely often. Indeed, if p ¢ infcandidates then p
executes lines 24 and 25 only finitely often. Now suppose
p € infcandidates. Then p executes procedure WriteMsgs
infinitely often. Thus, since p writes a message success-
fully to g only finitely often, there is a time after which
prevWriteDone ,[q] = false, and so there is a time after
which writeDone,|q] = false. Since p always calls pro-
cedure SendHeartbeat with parameter dest = writeDone,
by the guard in line 23, p writes to HbRegisterI[p, q] and
HbRegister2[ p, q] in lines 24 and 25 only finitely often. This
shows the claim.

Since ¢ € infcandidates, g  calls  procedure
ReceiveHeartbeat infinitely many times. By the code, ¢ infi-
nitely often finds that hbTimer,[p] = 0 in line 29 and exe-
cutes the reads in line 33-34. Since there are only finitely
many writes to HbRegisterl|p, q] and to HbRegister2[p, q|
there is a time after which every read on HbRegisterl|p, q]
returns the same non-L value v;, and there is a time
after which every read on HbRegister2[p, q] returns the
same non-_ value vy. Thus, there is a time after which
prevaCounter]q[p] = hbCounterly[p] = v1 # L and
prevaCountequ[p] = hbCounter2,[p] = va # L. Thus,
g adds p to activeSet, in line 36 only finitely many times,
and g removes p from activeSet, in line 38 infinitely many
times. Thus, there is a time after which p ¢ activeSet,. This
contradicts the fact that p € activeSet, infinitely often.

The next lemma and corollary give conditions for a pro-
cess g to learn about the counter and accusation counter that
process p writes.

Lemma 42 For all processes p # q, if p € activeSet, infi-
nitely often and q € infcandidates then there is a time after
which (a) countery[p]l = cp, (b) actrFromy[p] = apy, and
(c) countery[q] = apq.

Proof Consider two processes p # g such that
p € activeSet, infinitely often and g € infcandidates. By
Lemma 41, p writes a message successfully to ¢ infinitely
often, and so p € infcandidates. By Lemma 40, there is
a time after which msgTo,[q] = (cp. apq). Therefore, by
Lemma 31, (*) there is a time after which mngromq [p] =
(Cp, apg)-

Since g € infcandidates, g executes lines 55 and 56 infi-
nitely often. Inline 55, g sets (counter [q], actrFrom,|[ p]) to
msgFrom,[p]. Thus, there is a time after which
(@) countery[p] = cp and (b) actrFromy[p] = a,,.
Moreover, by the way g sets countery[q] in line 56, and
since countery[q] is monotonically non-decreasing (Obser-
vation 11), there is a time after which (c) counter,[q] > apq.

Corollary 9 For all processes p # q, if p € pcandidates N
Timely and q € infcandidates then there is a time after which
(a) countery|p]l = cp, (b) actrFromy|p] = apq, and (c)
counterg[q] > apqy.

Proof Consider two processes p # g such that
p € pcandidates N Timely and q € infcandidates. By
Lemma 34, there is a time after which p € activeSet,. The
corollary now follows from Lemma 42.

Intuitively, a process g should not think that a pro-
cess in ncandidates is active. Indeed, this holds if ¢ is in
infcandidates:

Lemma 43 For every process q € infcandidates, there is a
time after which activeSet, C infcandidates.

Proof Consider a process g € infcandidates. Since there
are only finitely many processes, there is a time after which
activeSet, contains only processes that are in activeSet, infi-
nitely often. Suppose p € activeSet, infinitely often. If p =
q then p € infcandidates since q € infcandidates. If p # q,
then by Lemma 41, p writes a message successfully to ¢
infinitely often, and so p € infcandidates.

We now define ¢ as the process p in pcandidates with
smallest ¢, breaking ties using the process id. Note that £ is
well defined because, by Lemma 28, the set pcandidates is
not empty.

Definition 26 Let £ be the process in pcandidates such that
(c¢, £) = min{(cp, p) : p € pcandidates}.
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The next two lemmas show that not only ¢ is the process
in pcandidates with smallest counter; £ is also the process in
infcandidates with smallest counter.

Lemma 44 For every process p €
pcandidates, (c¢, £) < (cp, p).

infcandidates —

Proof Suppose, by contradiction, there is a process in
p € infcandidates — pcandidates such that (¢, p) < (c¢, £).
Let p be such a process with smallest (¢, p). Then, by defi-
nition of £ and the fact that (¢, p) < (c¢, £), p is the process
in infcandidates with smallest (¢, p).

By Lemmas 43 and 42, we can find a time ¢ after which
(@) activeSet;, contains only processes in infcandidates, and
(b) for every process g € activeSety, counterplg] = cy.
Since p € infcandidates, p sets leader) in line 47 infinitely
many times. After time ¢, whenever p sets leader ), after time
inline 47, p sets leader), to p (this is because p is the process
with smallest (¢, p) in infcandidates and p € activeSet)).
Thus, there is a time ¢’ > ¢ after which leader, = p and
counter p[p] = cp.

Since p € infcandidates — pcandidates, p sets
counter p[ p] in line 43 infinitely many times. When p does
so after time ', p sets counter ,[ p] to ¢, + 1, a contradiction
to the fact that counter ,[p] = ¢, after time ¢'.

We now show that ¢ is the process in infcandidates with
smallest ¢, breaking ties using the process id.

Lemma 45 (c¢, £) = min{(cp, p) : p € infcandidates}.

Proof Let p € infcandidates. If p € pcandidates then
(ce, £) < (cp, p) by definition of £. If p € infcandidates —
pcandidates then (c¢, £) < (cp, p) by Lemma 44.

Recall that s is some fixed process in pcandidates N
Timely (see Definition 24). In the next two lemmas and the
following corollary, we use s to show properties about £.

Lemma 46 There is a time after which £ € activeSet.

Proof Suppose, by contradiction, that £ ¢ activeSet; infi-
nitely often. Then £ # s. Moreover, (¥) infinitely often s
sets activeSet; in line 46 to a set that does not contain £.
By Lemmas 43 and 42, we can find a time ¢ after which
(a) activeSet, contains only processes in infcandidates, and
(b) for every process g € activeSet,, counterg[q] = ¢4. By
(*), we can find a time ¢ > r when s sets activeSet; in
line 46 to a set that does not contain £. Then, s sets leader;
to some process g # £ in line 47. Moreover, by (a), g €
infcandidates. Therefore, by Lemma 45, (c¢, £) < (cq, ).
Thus, ¢, > cy.

Then, s finds that £ ¢ activeSet; in line 50 and s
sets actrTog[€] to a value a > counterg[leaders] + 1. But
leaders = q and counters[q] = ¢, by (b). Soa > ¢, +1 >
ce + 1.
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Since actrTo,[€] is monotonically nondecreasing (Obser-
vation 12), there is a time after which actrTos[£] > c¢ + 1.
Thus, by the definition of ag, (Definition 25), ag¢ > c¢ + 1.

By definition, s € pcandidates N Timely and
{ € pcandidates C infcandidates. So by Corollary 9(c),
there is a time after which counter¢[€] > agze. But agy >
c¢ + 1, so there is a time after which counter¢[£] > c¢ + 1,
which contradicts the definition of ¢, (Definition 25).

Lemma 47 ¢ € Timely.

Proof Suppose, by contradiction, that £ ¢ Timely. From
Lemma 46, s removes £ from activeSet; only finitely many
times (in line 38). So, (*) there is a time ¢ after which s does
not increase hbTimeoutg[£] (in line 39). Since hbTimeout[ (]
is monotonically nondecreasing, there exists an integer h
such that, after time ¢, hbTimeout;[¢] = h. Let xo be the
number of steps of s up to time ¢.

Since s € Timely and £ ¢ Timely, by Corollary 2, £ is
not s-timely. So, for every integer i there is a time interval
that has i steps of s but no steps of £. In particular, there is
a time interval that has xo + (27 + 2)C)y steps of s but no
steps of £. Thus, we can find a time interval [ after time ¢
that has (2h 4 2)C )y steps of s but no steps of £. In I, s exe-
cutes at least 2k complete iterations of the do-while loop in
lines 44—57. Moreover, since it occurs after time ¢, from the
code, there are at least two iterations in which h”bCounterg[£]
reaches 0 and s executes the code starting in line 30.

In the first iteration, s reads HbRegisterl[{,s] and
HbRegister2[l, s]. Let r1 and rp be the responses, respec-
tively. Since £ takes no steps during 7, £ can have an outstand-
ing operation on at most one register during /. Thus, either
(1) the read by s on HbRegisterI[€, s] is not concurrent with
any other operations or (2) the read by s on HbRegister2[{, s]
is not concurrent with any other operations.!!

Suppose (1) holds (the other case is analogous). By the
non-triviality property of abortable registers, the read by
s returns a value v # L. In the next iteration in which
hbCounter[£] reaches 0, s reads HbRegisterI[{, s] again.
This read returns the same value v, since £ has not taken
any steps and it does not have a concurrent operation on
HbRegister1[, s]. Therefore, the guard in line 35 evaluates
to false and s increases hbTimeout[{] in line 39. Since this
increase occurs after time ¢, it contradicts (*) and shows the
lemma.

Corollary 10 ¢ € pcandidates N Timely.

In the final part of the proof, we show that processes
in infcandidates eventually set their leader variable perma-
nently to £. As a result, there is a time after which their

T This is the place where we need two heartbeat registers. If there was
only one, £ may have stopped taking steps while leaving an outstanding
write on the heartbeat register, which can cause s to get a L value and
not time out on ¢, even though £ is slow.
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LEADER is either £ or ?. Recall that the distinction between
leader and LEADER is that a process sets LEADER to ? when
it stops being a candidate, whereas leader is left untouched.

Corollary 11 For every process p € infcandidates, there is
a time after which £ € activeSet .

Proof Immediately from Lemma 34 and Corollary 10.

Lemma 48 For every process p € infcandidates, there is a
time after which leader, = (.

Proof Let p € infcandidates. By Lemmas 43 and 42,
we can find a time ¢ after which (a) activeSet; contains
only processes in infcandidates, and (b) for every process
q € activeSet,, counter p|q] = c4. Since p € infcandidates,
p sets leader ), in line 47 infinitely many times. By (a), (b),
Lemma 45, Corollary 11, and the way p sets leader, in
line 47, there is a time after which, if p sets leader,, p sets
leader to £. Thus, there is a time after which leader, = .

From Lemma 48 and the way p sets LEADER, to leader),
or “?” in the code of Fig. 6, we have:

Corollary 12

(a):  Foreveryprocess p € pcandidates, there is a time after
which LEADER, = £.

(b): For every process p € infcandidates, there is a time
after which LEADER, € {?, £}.

Putting together the above results, we get:

Lemmad49 ¢ € (Pcandidates U Rcandidates) N Timely.
Furthermore, the following holds:

1. There is a time after which LEADER, = £.

2. For every process p € Pcandidates, there is a time after
which LEADER, = ¢.

3. For every process p € Rcandidates, there is a time after
which LEADER, € {?, £}.

Proof Since l € pcandidates,wehave that{ € infcandidates,
and so by Lemma 26, ¢ € Pcandidates U Rcandidates. By
Lemma 47, £ € (Pcandidates U Rcandidates) N Timely. We
now show that the above three properties hold:

1. Since ¢ € pcandidates, from Corollary 12(a), there is a
time after which LEADER; = /.

2. Let p € Pcandidates. By Lemma 26, p € pcandidates.
By Corollary 12(a), there is a time after which
LEADER, = £.

3. Let p € Reandidates. Since every process in Rcandidates
is correct, either p € ncandidates or p € infcandidates.
If p € ncandidates then, by Lemma 27, there is a
time after which LEADER, = ?. If p € infcandidates

then, by Corollary 12(b), there is a time after which
LEADER,, € {?, £}. So in both cases there is a time after
which LEADER, € {?, £}.

Putting the above facts together, we show that the algo-
rithm described in this section implements 24 :

Theorem 8 The algorithm in Figs. 4, 5, and 6 implements
QA in a system with abortable registers.

Proof Property (2) of Qa holds by Corollary 6. If
Pcandidates N Timely = {}, Property (1) of Qa trivially
holds. If Pcandidates N Timely # (), Assumption 9 holds.
In this case, we can apply Lemma 49 which shows that Prop-
erty (1) of Q4 holds.

6 Using £ to achieve adaptive progress

We now explain how Q2 can be used to obtain an AP imple-
mentation of an object O of type T, for any type 7.

Given any type T, we first use the universal construction
of [2] to get a wait-free implementation of an object Ogy of
type Tpa—the query-abortable counterpart of 7'. Intuitively,
an object Opy of type Tpa behaves like an object O of type
T except that (a) if an operation executes concurrently with
another operation, it may abort, with or without taking effect,
and return a special value L; and (b) there is an additional
operation called QUERY. A process can call QUERY to deter-
mine the fate of its last non-QUERY operation op on the object:
if op took effect then QUERY returns the response that should
have been returned by op; otherwise, QUERY returns a special
value F to indicate that op did not take effect. As with other
operations, a QUERY operation can also abort and return L
(this can occur only if it is concurrent with other operations
on the object). A formal definition of the query-abortable
type Tpa is given in [2].

We then use 24 to transform the wait-free implementa-
tion of Opy of type Ty, into an AP implementation of O of
type T, as shown in Fig. 8. Intuitively, when p wants to exe-
cute an operation op on O, p first waits until LEADER, # p
(to ensure that the use of 2z is canonical), and then p sets the
input variable CANDIDATE,, of €24 to frue, to indicate that it
now wants to compete for the leadership. If Q2 tells p that it
is the leader (i.e., LEADER, = p) then p executes a sequence
of op and QUERY operations on Oga, as illustrated in Fig. 9,
until p is successful. The first operation is op (shown by the
double circle), and the corresponding response is either a
“normal” response v # L or L (indicating that the operation
aborted).

If it is a normal response v # L then p is done; in this
case, p sets CANDIDATE,, to false to relinquish the leadership
and exits the procedure invoke(op, O, T) by returning v. If
the response is L, p is uncertain whether the aborted opera-
tion op took effect or not. In this case, p executes a QUERY
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Fig. 8 AP implementation of
any type T from its
query-abortable counterpart Tpa
and Qp

CODE FOR PROCESS p:

{ Initial state }
CANDIDATE = false

{ Main code }

{ O and Oy are objects of type T" and Ta. respectively }

1 { procedure to execute an operation op of object O of type T" }
procedure invoke(op, O, T)

op — op
repeat forever

© ©® N o 0 s~ N

5

wait until LEADER # p
CANDIDATE « true

if LEADER = p do
res — invoke(op’, O qa:Tga)
if res ¢ { L, 7} then CANDIDATE « false; return res
if res = | then op’ — QUERY
if res = F then op’ — op

{ 224 is used in the canonical way }
{ p now competes for the leadership }

done

Fig. 9 Sequence of operations executed on object Ogy of type Tpa by
the implementation in Fig. 8

operation to try to find out. While QUERY returns L, p contin-
ues executing QUERY operations. If a QUERY returns a “nor-
mal” response v ¢ {L, F} then p knows that its previous
execution of op took effect and that v is the corresponding
response—so p is done. If QUERY returns F then p knows
that its previous execution of op did not take effect, so p tries
to execute op again. If, at any time, Qa tells p that it is not
the leader anymore, (i.e., LEADER, # p) then p stops trying
to execute operations on Og4.

It is worth pointing out that the wait for LEADER,, # p in
line 2, which ensures a canonical use of Q4, is crucial for
obtaining an implementation that achieves adaptive progress.
Without it, a strict subset of timely processes would be able
to monopolize the access to the implemented object O: they
would be able to execute an infinite sequence of operations
on O and win every competition for leadership among them-
selves, thereby preventing all the other timely processes from
executing their operations. However, the enhanced leader
election properties that we get from a canonical use of Q2
ensure that the access to the object O remains fair among all
the timely processes, so they all eventually complete all their
operations on O. Intuitively, this is because when 2 is used
in a canonical way, a subset of timely processes cannot pass
the leadership back and forth between themselves while pre-
venting the other timely processes, who are also candidates,
from getting the leadership forever: such a behavior would
contradict Corollary 3 that states that eventually the leader is
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elected among the set of timely processes who remain candi-
date forever! This intuitive argument is used in a more precise
way in the proof of Theorem 51.

We now show the correctness of this algorithm. Hence-
forth we consider an arbitrary run R of the algorithm.

Lemma 50 For every process p, when p is in line 2,
CANDIDATE,, = false.

Proof Let p be any process. Initially, CANDIDATE, = false.
Moreover, when p executes procedure invoke in line 1, p
sets CANDIDATE, to false before returning. So whenever p
enters the procedure invoke in line 1, it does so with
CANDIDATE, = false.

From Lemma 50 and p’s code, it is clear that in the algo-
rithm in Fig. 8 the use of Q24 is canonical.

Lemma 51 For every operation op of type T, if a timely
process p calls procedure invoke(op, O, T) in line 1 then p
eventually returns from this procedure.

Proof Suppose, by contradiction, that there is an operation
op of type T and a timely process p that calls procedure
invoke(op, O, T) in line 1, but p never returns from this
procedure. Since p is timely, p is correct, and so p exe-
cutes forever in the procedure. By Lemmas 50 and 4, p
does not wait forever in line 2. Thus, p loops forever in
the repeat loop of line 5. Before entering this loop, p sets
CANDIDATE, to true. Since p never returns, it is clear from
p’s code that CANDIDATE, remains true forever. Therefore,
p € Pcandidates. So there is at least one timely process in
Pcandidates (namely, p). Since Q4 is used in the canonical
way, by Corollary 3, there is a timely process ¢ in Pcandidates
such that:

(a) there is a time after which LEADER; = £, and
(b) there is a time after which, for every correct process

p # {,LEADER,, # p.
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Since ¢ € Pcandidates, there is a time after which
CANDIDATE,; = true. Thus, from Lemma 50 and ¢’s code,
it is clear that there is a time Tj after which £ loops forever in
the repeat loop of line 5. By (a) above, £ executes lines 7-10
infinitely many times.

Claim There is a time Ty after which no process p # £
executes lines 7-10.

The proof of this claim is immediate from (b) above, the
guard in line 6, and the fact that Ogj is wait-free.

Therefore, there is a time 7> > max{Ty, T} after which ¢
starts executing an operation on Ogy (in line 7), and this exe-
cution is not concurrent with any other operation executions
on this object. Since Og, is query-abortable, this execution
returns a value v # L. If v # F then £ subsequently exits
the invoke procedure in line 8&—which contradicts the defini-
tion of Ty. So, v = F, and £ sets op’ to op in line 10. Note
that since op is an operation of O, op # QUERY. Thus, in the
next iteration of the repeat loop in line 5, £ executes operation
op’ # QUERY on Opjy in line 7. Since this execution is not
concurrent with any other operation executions on Oga and
op’ # QUERY, it returns some value v’ & {_L, F}. Therefore
p exits the invoke procedure in line 8, and it does so after time
To—a contradiction to the definition of T that concludes the
proof of the lemma.

Theorem 13 The algorithm in Fig. 8 uses Qa to obtain an
AP implementation of an arbitrary type T from a wait-free
implementation of its query-abortable counterpart Tp,.

Proof Let T be an arbitrary type and Tps be its query-
abortable counterpart. Consider a correct process p that
executes invoke(op, O, T) in the algorithm of Fig. 8. This
execution can cause executions of op or QUERY operations
on Ogpy only according to the pattern shown in Fig. 9. Note
that op can take effect at most once (because p re-executes
op on Ogy only if it determines that its previous execution
of op on Op, aborted without taking effect). Moreover, if
p returns from invoke(op, O, T') then op takes effect exactly
once, and p returns a correct non-_L response (the response
is correct because Ogjy is the query-abortable counterpart of
0). Therefore, Fig. 8 is an implementation of type 7 from
Toa and QA . From Lemma 51, this is an AP implementation.

Let T be an arbitrary object type. Since (a) there is an
implementation of its query-abortable counterpart Tp4 from
abortable registers [2], and (b) there is an implementation of
QA using only abortable registers (Theorem 8), from Theo-
rem 13 we conclude the following:

Theorem 14 Every type T has an AP implementation from
abortable registers.

7 Related work

This work is related to notion of partial synchrony [6], to the
concepts of obstruction-freedom [11] and wait-freedom [10],
to the algorithms that boost obstruction-freedom to wait-
freedom given in [7,9,15], to the algorithms that implement
failure detector €2 in partially-synchronous systems given in
[1], and to the work on abortable and query-abortable object
types described in [2].

The notion of partial synchrony was introduced by Dwork
et al. [6] for message-passing systems, where timeliness
involves not only processes but also communication links.
That work shows how to solve consensus in a system with
process crashes, assuming that all correct processes and links
between them are eventually timely.

Algorithms that boost obstruction-freedom to wait-
freedom are given in [7,15]. The key idea in these algorithms
is to avoid contention so that a process can execute solo and
hence terminate the obstruction-free operation. These algo-
rithms work assuming that all correct processes are timely,
i.e., the whole system is partially synchronous. If some cor-
rect processes are not timely, however, these algorithms have
runs such that no correct process (not even the timely ones)
makes any progress. Intuitively, this is because a single slow
or unstable process can prevent all correct processes from
making progress. So they are not gracefully degrading when
synchrony decreases.

Going into more detail, the basic technique to avoid con-
tention in [7] is similar to the one in the greedy contention
manager [8]: processes obtain a timestamp and the process
ps with smallest timestamp is allowed to execute while oth-
ers must wait for py to finish. This scheme by itself cannot
tolerate crashes: for example, if pg crashes, other processes
block forever. To overcome this limitation, [7] proposes that
(a) ps periodically increments a heartbeat and processes use
a timeout on the heartbeat to stop waiting on p;, and (b) if
there is a premature timeout, ps causes other processes to
wait again and increase the timeout value. This transforma-
tion uses atomic registers, and it would not work with abor-
table registers. Moreover, if pg is not timely, then p; may
not make progress and it may also prevent timely processes
from making progress.

In [15], the basic technique to avoid contention is to use a
lock to provide mutual exclusion. To tolerate crashes, the pro-
cess holding a lock periodically increments a heartbeat and
processes use a timeout on the heartbeat to release the lock
and let another process acquire the lock. A premature time-
out causes the lock to be released even though the (former)
lock holder is still executing. In that case, the former lock
holder waits until the new holder releases it or times out,
and increases the timeout value. This transformation uses
compare-and-swap objects to implement the lock, which is
a much stronger object than the abortable registers we use.
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We should note that the work in [15] is concerned about effi-
ciency, that is, ensuring that processes terminate their oper-
ations in a small number of steps. Efficiency is provided
under the assumption that all correct processes are timely. In
contrast, our work is concerned about termination of timely
processes, and we ensure this property independent of the
behavior of other processes. We do not focus on efficiency
here, but this may be a topic for future research.

Asin [7,15], the core idea in our algorithm is to choose a
process to run solo, and we make this choice in a fair man-
ner to avoid starvation. In contrast to those works, however,
we choose this process using €24, a modular abstraction that
selects aleader among the current set of contenders, provided
that at least one of them is timely. Our implementation of Q2
includes new techniques to prevent an unstable process from
being repeatedly re-elected as the leader forever—a behavior
that could prevent timely processes from making progress.
For example, in our implementation of 2, in contrast to the
timestamps used in [7] (which are fixed for each process’s
operation) the counter of a process p may change during the
execution of an operation by p, to repeatedly “punish” p if p
is unstable. Moreover, processes must use $2 in a particular
way to ensure that the leadership rotates fairly among con-
tenders, as we explain in Sect. 3. Finally, in the implementa-
tion of 2 A using abortable registers, we introduce techniques
to coordinate the reading and writing of the register to prevent
operations from always aborting, as explained in Sect. 5.

In [9], Guerraoui et al. determine the weakest failure detec-
tors to boost obstruction-freedom. In particular, [9] describes
(a) an algorithm that boosts obstruction-freedom to wait-free-
dom using I p (a failure detector that is equivalent to the
eventually perfect failure detector { P) and (b) an algorithm
that implements /¢ p in a system where all the correct pro-
cesses are timely. By combining these two algorithms, one
obtains wait-free implementations in systems where all cor-
rect processes are timely. But this combined algorithm is not
gracefully degrading: if only some of the correct processes
are timely, the non-timely processes can prevent all the timely
processes from making progress.

A, adynamic variant of failure detector €2 [5,4], is spec-
ified in terms of the timeliness properties (if any) of the
candidates for leadership. Our algorithms for 2, include
several techniques that were first proposed in [1] for imple-
menting 2 in systems with weak reliability and synchrony
assumptions. Another dynamic variant of €2, denoted I+,
was previously proposed in [9] to boost obstruction-freedom
to lock-freedom. In contrast to 2, the specification of I+
does not refer to process timeliness (and so it is not use-
ful to obtain AP implementations: the progress property of
such implementations is stated in terms of the degree of syn-
chrony of each process). The implementation of /o« given in
[9] uses atomic registers and assumes that all processes are
timely.
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Finally, our AP implementations use the universal con-
struction of query-abortable types given in [2].
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Appendix: Implementing activity monitors
using registers

Figure 2 gives an algorithm that implements the activity mon-
itor A(p, q) for any pair of distinct processes p and g.'> This
algorithm uses a shared register HbRegister[q, p]thatis writ-
ten by g and read by p. Intuitively, g periodically increments
HbRegister|q, p] when ACTIVE-FOR,[p] = on, and g sets
HbRegister[q, p]to —1 and sleeps when ACTIVE-FOR,[p] =
off. Process p monitors HbRegister[q, p] when
MONITORING ,[q] = on (otherwise p sleeps). To mon-
itor HbRegister|q, p], p executes in a loop and, every
hbTimeout, iterations of the loop, p reads HbRegister|q, p]
and decides on one of three possibilities: (1) if
HbRegister|q, p] has a negative value, p sets STATUS,[¢g] to
inactive; (2) otherwise, if HbRegister|q, p] increased since
the last time p checked, p sets STATUS,[q] to active and
allow_increment , to true; (3) otherwise, HbRegister|q, p]
has not changed since the last time p checked, so p “times
out” on g : p sets STATUS,[q] to inactive. Moreover, if
allow_increment , is true, p increments FAULTCNTR ,[¢]and
hbTimeouty, and p sets allow_increment, to false. The
role of allow_increment, is to ensure that p increments
FAULTCNTR,[q] only if p sees that g is active and subse-
quently times out on g. This prevents p from incrementing
FAULTCNTR,[¢] infinitely often if ¢ crashes.

‘We now show that, for any two processes p # ¢, the algo-
rithm in Fig. 2 implements an activity monitor A(p, ¢) using
registers. Henceforth, we consider an arbitrary run R of this
algorithm such that p is correct (note that if p is not correct,
then the properties of A(p, ¢g) are trivially satisfied).

In the following, the value of var), at time ¢ is denoted by
var,.

Lemma 52 (1) hbTimeout, > 1 and hbTimeout, is mono-
tonically nondecreasing. (2) hbTimer, > 0.

Proof (1) Initially, hbTimeout, = 1. Subsequently,
hbTimeout, can only change by being incremented.
Thus, hbTimeout, > 1 and hbTimeout, is monotoni-
cally nondecreasing.

(2) Initially, hbTimer, = 1. Moreover, hbTimer), is
changed in only two ways: (a) p sets hbTimer, to
hbTimeouty, or (b) p decrements hbTimer, only if
hbTimer, > 1. In either case, hbTimer, > 0.

12 Note that it is trivial to implement the activity monitor A(p, g) when
pP=q.
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Lemma 53 If g is correct and there is a time after which
ACTIVE-FOR, [ p]=on then

(a) there is a time after which HbRegister|q, p] > 0,

(b) there is a time after which HbRegister|q, p] is mono-
tonically nondecreasing, and

(c) q increments HbRegister|q, p] infinitely often.

Proof Suppose g is correct and there is a time after which
ACTIVE-FOR, [ p]=on. Then, it is clear from ¢’s code that
eventually g loops forever in the while loop of line 4. So it
is clear that (a), (b), and (c) hold.

Lemma 54 Forallt and t', if t <t' and HbRegister(q, p]"
> 0 then HbRegister[q, p|' < HbRegister(q, p]' .

Proof Let t and ' be such that + < ¢ and
HbRegister|q, p]’, > 0. If HbRegister[q, p]' < 0O then the
lemma trivially holds. Now assume HbRegister[q, p]' > 0.
Note that (a) when g sets HbRegister[q, p] to a non-negative
value, g sets it to hbCounter;, and (b) hbCounter  is mono-
tonically nondecreasing.

Lemma 55 If q is p-timely then there exists an integer
Jj > 1 such that for every time interval [t,t'] contain-
ing at least j steps of p, if HbRegister|q, p]’, > 0 then
HbRegister|q, p]' < HbRegisterlq, p]" .

Proof Assume that g is p-timely. Since ¢ is correct, from
the code of the algorithm, it is clear that there exists an inte-
ger i > 1 such that if, at any time ¢, HbRegister(q, p]' > 0
then g executes one of the following two statements within
i steps:

— (a) g increases HbRegister[q, p] by 1 (in line 6), or
— (b) g sets HbRegister|q, p] to —1 (in line 2).

Since g is p-timely, there exists an integer k > 0 such
that (*) every time interval containing k 4 1 steps of p has
at least one step of ¢q.

Let j = ik + 2 and consider any time interval [z, ¢']
containing at least j steps of p. If HbRegister[q, p]' < 0
then the lemma trivially follows, so assume that
HbRegister[q, p]' > 0. Time interval [z + 1, '] has at least
Jj— 1 =ik+1stepsof p. By (*), time interval [ + 1, '] has
at least i steps of g. Thus, at some time in [+ 1, ], (a) or (b)
occurs.

Consider the first time ¢ in [¢r + 1, '] when (a) or (b)
occurs. There are two possible cases:

— If (a) occurs then HbRegister[q, p)'" = HbRegister(q, p]'
+ 1. Since t” < ¢ and HbRegister[q,p]’/ > 0, by
Lemma 54, HbRegister(q, pl' < HbRegisterlq, p" .
Thus, HbRegisterq, pl' + | < HbRegister(q, p]' .

— If (b) occurs then note that at time ", hbCounter ),
is equal to HbRegister[q, p]', that is, thounterZ/ =
HbRegister[q, p]'. Attimet”, HbRegister(q, p]" = —1,
and at time 1 > ", HbRegisterlq, p]’ > 0. Thus,
at some time in [¢” + 1,1'], g sets HbRegister[q, p] to
a non-negative value (this must occur in line 6). Let
t"” be the first time in [t” + 1,¢] when this occurs.
At time 1", HbRegister[q, p] is set to thounter’[: +1
(because p increments hbCounterp, in line 5). Thus
HbRegister(q, pl' = thounter;”—l-l = HbRegister|q, p]’
+ 1. Since " < ¢ and HbRegister|q, p]’ > 0, by
Lemma 54, HbRegister[q, p]’w < HbRegister(q, p]l/.
Thus HbRegister[q, p]" + 1 < HbRegister[q, p]’/.

In both cases above, HbRegister[q, p]' < HbRegister|q, p]’/.

Lemma 56 If q is p-timely then p increments hbTimeout,
only finitely many times.

Proof Assume, by contradiction, that g is p-timely and p
increments hbTimeout, infinitely many times. Note that p
increments hbTimeout, only in line 25.

Claim 1 There is a time after which, each time p executes
line 21, p finds that the guard “hbCounter, > 0 and
hbCounter, < prevHbCounter,” in line 21 is false.

We now prove this claim. Since p increments hbTimeout),
infinitely many times in line 25, p sets hbCounter) to
HbRegister|q, p] infinitely many times in line 16. For each
i > 1, let t; be the time when p sets hbCounter, to
HbRegister[q, p] for i-th time (in line 16). For convenience,
letzyp = 0. Let ¢; be the value of hbCounter , at time t;. Thus,
¢ = thounterZ = HbRegister[q, p]i. 1t is clear from
lines 15 and 16 that (a) for all i > 1, prevaCounter;’; =
thounter;’fl =ci_1.

Since ¢ is p-timely, by setting r = ;,_1 and t’ = 1; in
Lemma 55, we have (b) there exists an integer j such that,
foreveryi > 1, if time interval [#;_1, ;] has j steps of p and
¢; >0thenci_1 <.

Claim 1.1 There exists k such that, for every i > k, time
interval [t;_1, t;] has at least j steps of p.

To show Claim 1.1, first note that hbTimeout, is mono-
tonically nondecreasing (Lemma 52). Since, p increments
hbTimeout, infinitely many times (by assumption),
hbTimeout , increases withoutbound. Foreachi > 0, let 7; be
the value of hbTimeout , at time t;. Thus, lim; , o 7; = 00. It
is clear from p’s code that, from time ¢; to time #;4 1, p decre-
ments hbTimer, in line 12 at least 7; times until hbTimer ),
reaches 0. Therefore, from time #; to #;41, p executes at least
7; steps. Since lim;_, o, T; = 00, there exists k such that, for
every i > k,ti—1 > j. So, for every i > k, time interval
[ti—1, t;] has at least j steps of p, which shows Claim 1.1.
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From (b) and Claim 1.1, for every i > k, if ¢; > 0
then ¢;_1 < ¢;. Thus, from (a) and the definition of ¢;, for
every i > k, if thounterZ > (0 then prevaCountert,’; <
thounter;’;. So, for every i > k, the condition
“thounterZ > 0 and thounterZ < prevaCounterii” is
false. From p’s code it is now clear that Claim 1 holds.

Note that p can increment hbTimeout, only in line 25,
and only if the guard “hbCounter, > 0 and hbCounter, <
prevHbCounter ,” in line 21 is true. Thus, Claim I implies
that p increments hbTimeout, only finitely many times—a
contradiction that shows the lemma.

In the next six lemmas we prove that the six properties of
A(q, p) are satisfied.

Lemma 57 Ifthere is a time after which MONITORING ,[g]=
off then there is a time after which STATUS ,[q]=".

Proof Suppose there is a time after which MONITORING ,[¢ |
= off. Since p is correct, from p’s code it is clear that p
eventually loops forever in the while loop of line 9. Before
getting stuck in this loop, p sets STATUS,[¢] to ? and p does
not set STATUS,[¢] afterwards.

Lemma 58 Ifthere is a time after which MONITORING ,[g]=
on then there is a time after which STATUS p[q]#7.

Proof Suppose there is a time after which MONITORING , (g |=
on. Since p is correct, from p’s code it is clear that p eventu-
ally loops forever in the while loop of line 11. Before getting
stuck in this loop, p sets hbTimer) to hbTimeout,, where
hbTimeout, > 1 by Lemma 52. From the way p decrements
hbTimer) in line 12, it is clear that eventually p executes
line 13 with hbTimer, = 0. Then, p finds that one of the
three if statements in lines 17, 18, or 21 has a condition
that is satisfied, and p sets STATUS,[q] to inactive, active,
or inactive, respectively. Thereafter, STATUS ,[q]#£?.

Lemma 59 If g crashes or there is a time after which
ACTIVE-FORy [ pl=off then there is a time after which
STATUS , g |#active.

Proof Suppose ¢ crashes or there is a time after which
ACTIVE-FOR, [ p]=off . Initially, STATUS ,[q] = ?. If p never
sets STATUS,[q] to active, then the lemma trivially holds.
Now assume that p sets STATUS,[q] to active at least once.
Note that p sets STATUS ,[¢] to active only in line 19.

We claim that p executes line 19 only finitely many
times. Assume, by contradiction, that p executes line 19
infinitely many times. Since g crashes or there is a time
after which ACTIVE-FORy[pl=off, from ¢’s code, there
is a time after which HbRegister[q, p] does not change.
Note that p sets hbCounter, only in line 16, and p sets
it to HbRegister[q, p]. Thus, there is a time after which
hbCounter , does not change. Since p executes line 19 infi-
nitely many times, p sets prevHbCounter , to hbCounter
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in line 15 infinitely many times. Thus, there is a time after
which hbCounter , = prevHbCounter ,. So, from the guard
“hbCounter > prevHbCounter” in line 18, it is clear that p
executes line 19 only finitely many times—a contradiction
that shows the claim.

Let ¢ be the time when p executes line 19 for the last time.
There are two cases:

(1) Aftertimet, p remains forever in the loop of line 11. By
Lemma 52, hbTimer,, > 0. Since p is correct, from p’s
code it is clear that p eventually executes line 13 with
hbTimer, = 0 after time 7. Then, p finds that one of
the three if statements in lines 17, 18, or 21 has a condi-
tion that is satisfied. From the definition of ¢, it cannot
be the if statement in line 18. Thus, p sets STATUS,[¢q]
to inactive in line 17 or 22. Thereafter, STATUS,[q] #
active.

(2) After time t, p exits the loop of line 11. Since p is cor-
rect, p sets STATUS,[¢] to ? in line 8 after time ¢. There-
after, STATUS,[q] # active.

Lemma 60 [f g is p-timely and there is a time after
which ACTIVE-FOR, [ p|=on then there is a time after which
STATUS,[q#inactive.

Proof Suppose g is p-timely, and there is a time after which
ACTIVE-FOR, [ p]=on. Initially, STATUS,[¢q] = ?. If p never
sets STATUS,[¢] to inactive, then the lemma trivially holds.
Now assume that p sets STATUS,[¢] to inactive at least once.
Note that p sets STATUS ,[¢] to inactive only in lines 17 or 22.

Claim 1 p sets STATUS ,[q] to inactive in line 17 only finitely
many times.

To prove this claim, note that before executing line 17, p
sets hbCounter |, to HbRegister[q, p] in line 16. Since g is
p-timely, ¢ is correct. Since ¢q is correct and there is a time
after which ACTIVE-FOR,[p]=on, by Lemma 53, there is a
time after which HbRegister[q, p] > 0. Therefore, the guard
“hbCounter < 0 in line 17 can evaluate to frue only finitely
many times. So p sets STATUS ,[¢] to inactive in line 17 only
finitely many times. So Claim 1 holds.

Claim 2 p sets STATUS ,|q] to inactive in line 22 only finitely
many times.

Assume, by contradiction, that (a) p sets STATUS,[q] to
inactive in line 22 infinitely many times. From this assump-
tionand p’s code, itis clear that p executes each of the three if
statements in lines 17, 18, and 21 infinitely many times. Fur-
thermore, since ¢ is correct, from Lemma 53 and the way p
sets prevaCounterp and hbCounter , in lines 15 and 16, itis
clear that p executes the if statement of line 18 infinitely many
times while the guard “hbCounter, > 0 and hbCounter , >
prevaCounterp” is true. So, (b) p sets allow_increment
to true infinitely many times in line 20.
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Claim 2.1 p increments hbTimeout,, infinitely often.

To prove this claim, we now show that for each time ¢,
there exists ' > ¢ such that p increments hbTimeout,, at time
¢’ (in line 25). Consider any time 7. Let #; > ¢ be the first
time after ¢ when p sets allow_increment , to true in line 20;
note that 71 exists by (b). Let £, > 1 be the first time after #
when p sets STATUS,[g] to inactive in line 22; note that 7,
exists by (a). Furthermore, since p can set allow_increment,
to false only in line 26, allow_increment , is still true at time
tp. Thus, after p executes line 22 at time 7, p finds that
allow_increment,, = true in line 23, and so p increments
hbTimeout in line 25. This shows Claim 2.1.

Since ¢ is p-timely, by Lemma 56, p increments
hbTimeout , only finitely many times. This contradicts Claim
2.1 and concludes the proof of Claim 2.

From Claims 1 and 2, p sets STATUS ,[¢] to inactive only
finitely many times. Let# be the time when p sets STATUS,[g]
to inactive for last time. There are two cases:

(1) Aftertimet, p remains forever in the loop of line 11. By
Lemma 52, hbTimer,, > 0. Since p is correct, from p’s
code it is clear that p eventually executes line 13 with
hbTimer, = 0 after time . After that, p finds that one of
the three if statements in lines 17, 18, or 21 has a guard
that is satisfied. From the definition of 7, it cannot be the
if statement in line 17 or 21. Thus, p sets STATUS[¢]
to active in line 19. Thereafter, STATUS ,[q] # inactive.

(2) Aftertimet, p exitsthe loop of line 11. Since p is correct,
D sets STATUS ,[¢] to ? in line 8 after time ¢. Thereafter,
STATUS,[q] # inactive.

In both cases above, there is a time after which
STATUS,[q] # inactive.

Lemma 61 FAULTCNTR,[q]is bounded if any of the follow-
ing conditions hold:

(a) g is p-timely

(b) g crashes

(c) thereis a time after which ACTIVE-FORy[p] = off
(d) there is a time after which MONITORING ,[q ] = off

Proof (a): If g is p-timely then, by Lemma 56, p incre-
ments hbTimeout, only finitely many times. Thus, p exe-
cutes line 25 only finitely many times. So, p executes
line 24 only finitely many times. Therefore, p increments
FAULTCNTR,[g] only finitely many times and
FAULTCNTR,[q] is bounded.

(b) and (c): Assume ¢ crashes or there is a time after
which ACTIVE-FOR, [ p]=off. By Lemma 59, there is a time
after which STATUS ,[g]#active. So, p sets STATUS,[q] to
active in line 19 only finitely many times. Thus, (i) p sets
allow_increment , to true in line 20 only finitely many times.

Suppose, by contradiction, that FAULTCNTR,[¢] is not
bounded. Then p increments FAULTCNTR ,[¢] in line 24 infi-
nitely many times. Since p executes line 24 infinitely many
times, we have (ii) p sets allow_increment , to false in line 26
infinitely many times.

From (i) and (ii), there is a time after which
allow_increment, = false, that is, the guard in line
23 is false. Therefore, p increments FAULTCNTR,[g] in
line 24 only finitely many times—a contradiction. So,
FAULTCNTR[¢q] is bounded.

(d): If there is a time after which MONITORING ,[¢] = off
then it is clear from p’s code that eventually p loops forever
in the while loop of line 9. So, FAULTCNTR,[¢] is bounded.

Lemma 62 FAULTCNTR,[q] increases without bound if all
of the following conditions hold:

(a) q is not p-timely

(b) g is correct

(c) thereis a time after which ACTIVE-FOR,[p] = on
(d) there is a time after which MONITORING ,[q] = on

Proof Suppose that conditions (a), (b), (c), and (d) hold. First
note that p can change FAULTCNTR,[¢] only by increment-
ing it in line 24, and so FAULTCNTR,[q] is monotonically
nondecreasing. There are two possible cases:

(I) p increments FAULTCNTR | q] infinitely many times. In
this case, FAULTCNTR ,[¢] increases without bound.

(Il) p increments FAULTCNTR [q] finitely many times. In
this case, it is clear that p changes hbTimeout ), (in line 25)
only finitely many times. So hbTimeout), is bounded.

Since p is correct and (d) holds, p eventually loops for-
ever in the while loop of line 11. Thus, it is clear from p’s
code that p sets hbCounter , to HbRegister|[q, p] in line 16
infinitely many times.

Foreachi > 1, lett; be the time when p sets hbCounter |,
to HbRegister[q, p] for i-th time (in line 16).

Let K be large enough so that, from time ¢ onwards, p
loops forever in the while loop of line 11.

Claim 1 There exists an integer j > 1 such that, for every
i > K, time interval [t;, ti+1] has at most j steps of p.

To show this claim, note from the above that hbTimeout,
is bounded by some value B; > 1. So, from p’s code and the
definitions of K, #;, and #; 41, for every i > K, p executes at
most By complete loop iterations of the while loop of line 11
(and p does not execute outside the loop) between times #;
and #;41. From p’s code it is also clear that there is a bound
B> > 1 on the number of steps that p takes to execute each
iteration of this while loop. Let j = Bj B;. Then, for every
i > K, time interval [#;, t;+1] has at most j steps of p, where
j = 1. This shows Claim 1.
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Since (b) and (c) holds, by Lemma 53, we have (1) there
is a time ¢" after which HbRegister[q, p] > 0, (2) there is
a time after which HbRegister[q, p] is monotonically non-
decreasing, and (3) g increments HbRegister[q, p] infinitely
often.

Since p sets hbCounter , to HbRegister|q, p] in line 16
infinitely many times, it is clear from the code that p also exe-
cutes the if statement of line 18 infinitely many times. From
(1), (2), and (3) above, and the way p sets prevHbCounter ,
and hbCounter j, in lines 15-16, it is clear that p executes the
if statement of line 18 infinitely many times while the guard
“hbCounter, > 0 and hbCounter, > prevHbCounter,” is
true. So, p sets allow_increment), to true infinitely many
times in line 20.

Let ¢+ be a time such that p never increments
FAULTCNTR ,[q] after time #; note that ¢ exists by the assump-
tion of case (II). Let #,5,,, be the first time after max{z, t’, tx }
when p sets allow_increment ), to true in line 20. Since
FAULTCNTR,[¢] is not incremented after time ¢ (in line 25),
allow_increment , is not set to false after time ¢. Thus, after
time 410y, allow_increment , = true forever.

Since ¢ is not p-timely and q is correct, for every integer
k > 1 there exists a time interval that has k steps of p but
no steps of g. Let s450,, be the number of steps of p up to
time 740w. Pick k = 3j + Sgi0w, Where j is the bound of
Claim 1. Then there exists a time interval that has k steps of
p but no steps of g. Thus, there exists a time interval [u, u']
withu > 4., such that [u, u’] has 3 steps of p but no steps
of g.

Note that u > tg (because u > ty,, > max{t,t’, tx}).
Thus, by Claim 1, (i) time interval [u, u’] contains time
interval [t,, t;12] for some ¢ > K. Note that g does not
take a step during [u, u’'] and ¢ is the only process that
writes to HbRegister[q, p]. Therefore, the value read from
HbRegister[q, p] can change at most once during [u, u'] (it
could change once since ¢ may have an outstanding write
at time u). At times fg, 1,11, and g4, process p reads
HbRegister|q, p]and stores the resultin hAbCounter ,. There-

. t ty !
fore, either hbCounter ; = thounterp“] or thounter,’f+I =

thounter;’;”rz. Assume that thounter;f = thounteri’,“'
(the other case is analogous and omitted). From p’s
code, prevaCounter?;’Jrl = thountert[f. Thus,
prevaCountertlf+1 = thountert,f = thounterff,"“. In
other words, at time t, 1, prevHbCounter »= hbCounter p.

By (i), tg41 > u. Since u > taon > max{t, ', tx}, we
have t,41 > t'. Thus, at time t,1 1, HbRegister[q, p] > 0.
Therefore, thounter;;"+l > 0.

Insummary, attime o1, pisinline 16 and hbCounter , >
0 and prevHbCounter, = hbCounter,. Thus, when p
reaches the if statement in line 21, the guard evaluates to
true, and so p reaches the if statement in line 23. Recall that,
after time 40w, allow_increment,, = true forever. Since
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fg4+1 > laliow, the guard in line 23 also evaluates to true, and
p increments FAULTCNTR,[¢] in line 24. This increment-
ing occurs after time ¢, which contradicts the definition of 7.
Thus, case (II) cannot occur and this concludes the proof.

Theorem 3 For any pair of processes p # q, the algo-
rithm in Fig. 2 implements an activity monitor A(p, q) using
registers.

Proof Lemmas 57-62 show that the 6 properties of A(p, q)
hold.
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