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Abstract Bubble growth controlled by mass transfer of
water from hydrated rhyolitic melts at high pressures
and temperatures was studied experimentally and simu-
lated numerically. Rhyolitic melts were hydrated at
150 MPa, 780–850 7C to uniform water content of 5.5–
5.3 wt%. The pressure was then dropped and held con-
stant at 15–145 MPa. Upon the drop bubbles nucleated
and were allowed to grow for various periods of time
before final, rapid quenching of the samples. The size
and number density of bubbles in the quenched glasses
were recorded. Where number densities were low and
run duration short, bubble sizes were in accord with the
growth model of Scriven (1959) for solitary bubbles.
However, most results did not fit this simple model be-
cause of interaction between neighboring bubbles.
Hence, the growth model of Proussevitch et al. (1993),
which accounts for finite separation between bubbles,
was further developed and used to simulate bubble
growth.

The good agreement between experimental data,
numerical simulation, and analytical solutions enables
accurate and reliable examination of bubble growth
from a limited volume of supersaturated melt. At mod-
est supersaturations bubble growth in hydrated silicic
melts (3–6 wt% water, viscosity 104–106 Pa7s) is diffu-
sion controlled. Water diffusion is fast enough to main-
tain steady-state concentration gradient in the melt.
Viscous resistance is important only at the very early
stage of growth (t~1 s). Under the above conditions
growth is nearly parabolic, R2p2Dtrm(C0–Cf)/rg until
the bubble approaches its final size. In melts with low
water content, viscosity is higher and maintains pres-
sure gradients in the melt. Growth may be delayed for
longer times, comparable to time scales of melt ascent

during eruptions. At high levels of supersaturation, ad-
vection of hydrated melt towards the growing bubble
becomes significant.

Our results indicate that equilibrium degassing is a
good approximation for modeling vesiculation in melts
with high water concentrations (C0`3 wt%) in the re-
gion above the nucleation level. When the melt acceler-
ates and water content decreases, equilibrium can no
longer be maintained between bubbles and melt. Su-
persaturation develops in melt pockets away from bub-
bles and new bubbles may nucleate. Further accelera-
tion and increase in viscosity cause buildup of internal
pressure in the bubbles and may eventually lead to
fragmentation of the melt.

Introduction

The expansion of volatiles exsolved from magma is the
major driving force of explosive volcanic eruptions.
This process begins with nucleation of bubbles in a su-
persaturated melt, continues with growth of these bub-
bles by mass transfer of volatiles and by expansion in
response to the release of confining pressure during as-
cent, and culminates with the rupture of the thin, viscid
walls between bubbles and the fragmentation of the
melt to ash and pumice. The process is complex and
involves a variation in many parameters. Some impor-
tant ones, e.g., pressure, velocity, and viscosity, vary
over a few orders of magnitude. Thus, it is useful to
study each stage of the process separately, under condi-
tions where the major controlling parameters can be
isolated and examined individually.

Here we concentrate on the relatively simple case of
bubble growth from a supersaturated melt, at constant
pressure and temperature. Under these conditions,
growth is controlled by two processes: diffusion of wa-
ter molecules from the bulk of the melt towards and
through the bubble–melt interface and expansion of the
bubble by viscous deformation of the surrounding melt.
The time scale for diffusion is tdpR2/D and for viscous
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deformation tvph/DP (see Notation List). The ratio be-
tween these characteristic time scales is the non-dimen-
sional Peclet number that indicates which process con-
trols the actual rate of the bubble growth:
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Most of the industrial literature deals with cases of
Peclet numbers much larger than unity, where growth
rate is controlled by characteristic diffusion time scale.
Epstein and Plesset (1950) developed a model of diffu-
sional growth of bubbles in water. They considered the
effect of surface tension and demonstrated that after a
short time growth is parabolic (;t). Scriven (1959) for-
mulated equations for phase growth in an infinite me-
dium and simplified them to describe growth controlled
by heat and mass transfer. Readey and Cooper (1966)
also accounted for the role of variable melt density. Ca-
ble and Evans (1967) and Szekely and Fang (1973) ex-
amined the early stages in which growth is not para-
bolic. Zak and Weinberg (1980a,b) studied the simulta-
neous growth of many bubbles. In the geological litera-
ture, the benchmark study of Sparks (1978) reviewed
early models and used the equations of Scriven (1959)
to describe bubble growth in silicic melts. He noted,
however, that viscous resistance could be important in
hindering bubble growth in silicic melts when viscosity
exceeds 107 Pa s. The case of high Peclet numbers was
also discussed by Bottinga and Javoy (1990) in their
study of bubble growth in basalts. Toramaru (1989) and
Mangan et al. (1993) also assumed a parabolic growth
law to calculate rates of bubble growth in a variety of
silicate melts. The subject has been reviewed by Jau-
part and Tait (1990) and Sparks et al. (1994).

However, in highly viscous, silicic systems, the Peclet
number is small and diffusion is fast enough to ap-
proach steady state during the time it takes for the bub-
ble to expand. A mathematical model for the interme-
diate case (Pe;1) was presented by Proussevitch et al.
(1993). They accounted for the viscous resistance of the
melt, emphasized the role of advective flux of a vola-
tile-bearing melt towards the growing bubble, and con-
sidered the effect of neighboring bubbles. The numeri-
cal results they obtained using this model indicated that
during the initial stages, growth rate is very slow. This
“delay time” was initially attributed to the effect of sur-
face tension (Proussevitch et al. 1993), but as shown lat-
er, surface tension delays growth by no more than a
fraction of a second, whereas longer delay times are
due to viscous resistance of the melt during the initial
stages of growth (Sparks 1994; Sahagian et al. 1994).

In contrast to the extensive theoretical modeling, the
only experimental investigation of bubble growth in
natural silicate melts was carried out by Murase and
McBirney (1973). They investigated the growth rate of
bubbles at 1 atm in rhyolitic, andesitic, and basaltic
glasses of low volatile content.

We investigated the systematics of bubble growth by
mass transfer of water in rhyolitic melts with high initial
water contents at high pressures and temperatures. We
used a model similar to that of Proussevitch et al.
(1993) to simulate bubble growth when the Peclet num-
ber is approximately unity. In the case of small Peclet
numbers, the model was significantly simplified by an
analytical solution for the concentration profile of wa-
ter in the melt. We also derived asymptotic analytical
solutions that allow a better understanding of the role
of the various physical parameters. The experiments
conducted by Hurwitz and Navon (1994) documented
the growth of water bubbles from a finite volume of
rhyolitic magma under controlled conditions. A more
precise measurement of the average bubble radius ena-
bled us to test the theoretical model, to constrain im-
portant controlling parameters (e.g., diffusion coeffi-
cient and bubble separation), and to report the first ex-
perimental verification of the theory of bubble growth
in silicic magma under conditions that are relevant for
the early stages of magma degassing in nature.

Experimental methods and results

The data for this study were derived from the experi-
ments performed by Hurwitz and Navon (1994) in their
study of nucleation. A detailed description of the ex-
periments can be found there. Briefly, the experiments
involved hydration of small chips of rhyolitic obsidian
at 150 MPa (water content of 5.3 and 5.5 wt% at 850
and 800 7C, respectively), followed by a drop of pres-
sure, which allowed bubbles to nucleate and grow un-
der a lower constant pressure for periods of a few sec-
onds to a few hours. Growth time was measured from
the moment stable pressure was established (3–5 s for
DP~50 MPa; 5–10 s for larger pressure drops). This
may have induced a systematic error of a few seconds,
mainly in experiments where pressure drop was large
and growth time was short. At the end of the growth
period, samples were quenched rapidly by dropping
them to the water-cooled zone of the pressure vessel.
Quenching time was less than 2 s. Considering the high
viscosity of the melt, negligible changes in the volume
of the bubbles were expected, i.e., less than 5% change
in bubble size, based on numerical simulation and heat-
ing stage experiments, where the relative volumes of
the gas and liquid remained constant, until decripita-
tion at 300 7C.

Bubble diameter was measured in thick sections of
the run products using the internal scale bar of a Nikon
petrographic microscope, or after transmitting the mi-
croscopic image to a computer. Bubble-size distribution
was determined by measuring the radii of 30–90 bub-
bles per sample, or of all bubbles where the total num-
ber of bubbles in the sample was less than 30. Bubbles
close to the sample margins were avoided.

The number density of bubbles (Nd-number of bub-
bles per cm3 of glass) was determined directly under
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Table 1 Experimental results Sample No. T (7C) Pf (MPa) t (s) Nc R (mm) SD (%) Sd (mm)

LGB-10 780 50 1800 78 17 12 25
LGB-17 780 100 1200 39 18 15 49
LGB-24 780 100 60 70 7 18 13
LGB-35b 780 145 45 90 2 28 23
LGB-52 780 120 30 81 10 26 35
LGB-58b 780 120 300 90 3 15 35
LGB-89 780 145 180 62 5 30 36
LGB-97 780 120 45 56 7 19 38
LGB-98b 780 140 180 70 4 32 29
LGB-104 780 120 30 16 10 8 76
LGB-124b 780 120 5 68 6 35 31
LGB-59 790 120 480 19 32 11 122
LGB-7a 800 50 14400 6 125 194
LGB-16 800 50 900 10 135 19 228
LGB-18 800 100 300 17 91 21 189
LGB-39 800 120 120 21 22 8 415
LGB-53 800 120 1140 59 80 17 329
LGB-55 800 112 30 53 11 9 492
LGB-57 800 120 180 22 27 13 319
LGB-84 800 135 180 8 14 5 492
LGB-85 800 80 180 32 56 12 228
LGB-88 800 16 5 43 18 27 92
LGB-101 800 25 30 30 71 7 81
LGB-102a 800 42 30 14 22 35
LGB-135 800 120 60 43 13 10 92
LGB-136 800 120 80 5 17 4 683
LGB-74 850 120 10800 6 90 19 852
LGB-76 850 120 180 40 25 8 349
LGB-81 850 100 180 20 35 5 355
LGB-82 850 40 180 7 52 16 71
LGB-95 850 15 30 6 164 6 199
LGB-111 850 30 60 21 46 13 62
LGB-114 850 50 180 30 71 9 88
LGB-115 850 60 180 22 63 9 106
LGB-116 850 35 60 20 86 7 192
LGB-117a 850 44 180 17 24 30
LGB-118 850 62 180 35 38 16 58
LGB-119 850 35 120 25 51 24 68
LGB-120 850 36 15 25 37 13 158
LGB-121a 850 36 90 15 22 29
LGB-122 850 35 5 25 40 9 147
LGB-123a 850 30 30 14 70 88
LGB-125 850 50 7 38 20 6 100
LGB-126 850 50 6 35 19 10 65
LGB-127 850 70 6 42 8 16 43
LGB-128 850 50 60 7 63 13 131
LGB-129 850 50 60 24 38 9 75
LGB-130 850 70 60 44 16 12 29

Note: The table includes three new experiments (LGB-130, 135, 136) not reported by Hurwitz and
Navon (1994), new determination of R, three new estimations of S (LGB-58, 126, 129), and one
correction in t (LGB-128)
a Bubble size and separation were counted only on the surface of the sample (see text)
b Bimodal bubble distribution
c N number of bubbles included in calculation of R and its standard deviation
d Sp(3/(4pNd))1/3 (see text for details)

the microscope. In samples with low-number density
the total number of bubbles was divided by the total
volume of the sample. For higher densities bubbles
were counted throughout the thickness of the sample,
but only in an area exposed to the microscope with
!40 objective lens (exposed area 0.07 mm2). In highly
vesiculated samples, only bubbles exposed on the sur-
face were counted and the surface distribution was con-
verted into a three-dimensional number density. Errors
in the number density of bubbles may be as large as a

factor of two. The main source of error is the uneven
distribution of bubbles. The average separation be-
tween bubbles (2S) for spherical geometry was deduced
from the bubble number density, 1/Ndp4pS3/3.

The number density of bubbles in each individual
sample (Table 1) is strongly dependent on the availabil-
ity of oxide microlites which serve as efficient nuclea-
tion sites (Hurwitz and Navon 1994). This dependence
leads to variations of up to two orders of magnitude in
the separation between bubbles. In the presence of ox-
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Fig. 1 Bubble-size distribution for representative samples

ides (temperature lower than 800 7C) nucleation was in-
tensive, and the typical separation between bubbles was
less than 50 mm. In samples where no oxides were pres-
ent, pressure drops of less than 80 MPa (DP~80 MPa)
led to limited nucleation and large separation between
bubbles (92–852 mm). In experiments where DP ex-
ceeded 80 MPa, nucleation was intensive, and, even in
the absence of microlites, bubble separation became
smaller (29–228 mm).

Figure 1 presents the bubble-size distribution in rep-
resentative samples. The range of bubble sizes in indi-
vidual samples is always narrow, and does not exceed a
factor of two. In most cases the standard deviation from
the average radius is less than 20%. In some samples
bimodal distribution was observed, with a few large
bubbles and many small ones. The small bubbles nu-
cleated in response to the controlled pressure drop.
The large bubbles that grew during the hydration peri-
od, probably in response to small fluctuations in pres-
sure, were ignored (Hurwitz and Navon 1994).

Some general correlations were observed in the raw
data. For example, the average radius of samples held
at 120 MPa grows with increasing time, and the radius
in experiments where separation was large fit the mod-
el of Scriven (1959). However, as was quickly realized,
in order to fully interpret the experimental data set, a
more elaborate model was required.

Mathematical model

The model presented here is based on the physical
model suggested by Proussevitch et al. (1993). Briefly,
each bubble gets water from a spherical shell of melt
with initial radius S0. The mass of the melt in the shell is
conserved during growth, as is the total amount of wa-
ter in the bubblecshell.

The governing equations

Following is a brief description of the main model
equations from Proussevitch et. al. (1993), together
with our simplifications for small Peclet numbers. Vola-
tile mass transfer expressed by Fick’s law of diffusion
for spherical symmetry is of the form:
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i
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ir 2 (1)

When Pe;1 or Pe`1, Eq. (1) is solved in its origi-
nal form, including temporal derivation of the concen-
tration and the advection term (dynamic model). For
Pe~1 these two terms may be neglected, leading to a
quasi-static approximation, where the concentration of
water is described by the steady-state diffusion equa-
tion:

1
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This reduction enables a significant simplification of
the mathematical procedure and enables deriving an
asymptotic analytical solution for the growth law (Ap-
pendix A).

Two boundary conditions are necessary for solving
the above equation. The first, at the bubble–melt inter-
face, is derived from the equilibrium between dissolved
water in the melt and the gas in the bubble. This is ap-
proximated using a Henry’s law solubility model for
water in rhyolitic melts (Burnham 1975):

CRpKh7;Pg (2)

The second boundary condition, at rpS, is derived
from the condition of water mass conservation in the
spherical shell of melt that surrounds the bubble:

4
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Equation (3) also defines the final bubble radius
that is reached when the concentration gradient of wa-
ter in the melt becomes zero. Substitution of the equili-
brium water concentration (CpCf) into Eq. (3) and in-
tegration yields:

R3
fpS3

0 (C0PCf)
rm

rg

(3a)

The viscous deformation of the surrounding melt is
described by the continuity and momentum equations.
Melt density varies slightly with water content, but to a
good approximation, rmpconst and the continuity
equation describing the velocity field in the melt sur-
rounding a bubble with growth rate VR (Proussevitch
et al. 1993) is simply:

vr (r)pVR R2 1
r2

(4)

The relations between the gas pressure in a bubble,
confining pressure, surface tension effects, and viscous
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resistance of the melt are described by the Navier-
Stokes equation. For an incompressible Newtonian
melt with constant viscosity, low Reynolds number
(ReprVRS/hP1) and constant final pressure, the me-
chanical behavior of the bubble–melt system given by
Proussevitch et al. (1993) is:

PgPPfp
2s

R
c4hVR 1 1

R
P

R2
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The omission of the acceleration term is justified be-
cause of the low Reynolds number. When the bubble is
at its critical size, it is in metastable mechanical and
chemical equilibrium with the melt. The internal pres-
sure defined by Henry’s law (Eq. (2)) is fully compen-
sated by the surface tension and VRp0. Under these
conditions, Eq. (5) yields:
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The last equation required for modeling bubble
growth defines volatile mass balance at the bubble-melt
interface:

dm
dt

p#Drm
iC
ir

dg (6)

where g is a surface element. To simulate bubble
growth under constant pressure we solve the diffusion
equation, either in its complete form (Eq. (1)) or in the
reduced form for low Peclet numbers (Eq. (1a)), using
boundary conditions defined in Eqs. (2) and (3), and
melt velocities of Eq. (4). Finally, Eq. (5) is solved for
the bubble growth rate, VR. The resulting concentra-
tion gradient is then used to solve Eq. (6), from which
the new gas density and pressure can be calculated, as-
suming ideal behavior.

Dynamic case

For the dynamic case (Pe;1) the boundary condition
defined by Eq. (3) which expresses mass conservation
of the melt may be simplified. Differentiation with re-
spect to time yields:

d
dt 1
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Substituting the temporal derivation of water con-
centration from Eq. (1) into Eq. (7) and integrating we
obtain:

d
dt 1
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Using the mass–balance equation (Eq. (6)), Eq. (8)
may be separated into two conditions used by Prousse-

vitch et al. (1993). The first is identical to the mass–
balance equation (Eq. (6)) and expresses accumulation
of mass in the bubble by diffusion:

d
dt 1
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Combining Eqs. (8) and (9) yields the second
boundary condition for rpS, which corresponds to
mass conservation of water within the shell:

1iC
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A numerical procedure for modeling bubble growth
in the dynamic case is described in Appendix B.

Quasi-static case

The quasi-static approximation was developed for the
case of Pe~1, where the temporal derivation of con-
centration, and the advection term in the diffusion
equation, may be neglected. The major advantage of
this approximation is that it leads to a general solution
for the distribution of volatile concentration around the
growing bubble:

C(r)pAP
B
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and to analytical solutions for the constants A and B.
Combining Eqs. (11) and (3) and integrating yields:

4
3

p rg R3c
4
3

p rm (S3PR3) AP2prm (S2PR2) B

p
4
3

p rm S3
0 C0

Combining this equation with Eq. (2) together with
the condition for conservation of melt volume
(S3PR3pS3

0), we can calculate the values of constants
A and B:
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For further simulation we need only the concentra-
tion gradient on the bubble–melt interface, which is of
the form:
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This simplification leads to a significant reduction in
the numerical calculations for small Peclet numbers
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Fig. 2 The effective diffusivity (R2/t) for DP of 10, 30, and 50
Mpa, hp5!104 Pa s, and SpR. Dotted lines indicate the value of
the asymptotic solution after a long time (Eq. 15); dashed lines
indicate the first and the second terms of the asymptotic solution
(Eq. (14)); solid lines indicate results of numerical calculations.
The quasi-static solution was used for all times at DPp10 or
30 MPa. At DPp50 MPa, the quasi-static solution was used until
the Peclet number exceeded 0.01 at tp0.02 s. The dynamic solu-
tion was used at later times. The deviation of the asymptotic ap-
proximation from the numerical solution at DPp50 MPa is due to
the growing importance of advective flux, neglected in the former

(Appendix B). More importantly, an analytical asymp-
totic solution of the model equations for t]p can be
derived. For this solution we assume infinite bubble
separation (SpR) and neglect the surface tension
(RpRcr). The first two terms of the asymptotic solution
are:
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Further terms, of the order of 1/t, 1/t2, and smaller, are
negligible (Appendix A).

It is interesting that although for low Peclet numbers
the dominant time scale is that of viscous response (tv)
and the temporal derivation of the concentration in the
diffusion equation was neglected (Eq. (1a)), for a rela-
tively long period, the growth law retains the same pa-
rabolic form as common diffusion controlled processes,
and is independent of viscosity. The effective diffusion
coefficient is:

Deffp
2Drm (C0PCf)

rg

(15)

and its value depends on the diffusion coefficient of wa-
ter, initial water content, and the final confining pres-
sure. Figure 2 compares the analytical solution and the
full numerical calculation for the same parameters. At
modest supersaturation the numerical solution quickly
approaches the asymptotic value predicted by Eq. (15).

Equation (14) yields an even better approximation and
deviates only at very short times, when additional terms
are still important. We note that an approximate solu-
tion for growth of bubbles from finite volume of melt
may be obtained by replacing the gradient for the sin-
gle-bubble case by Eq. (13). At high supersaturations
(Pf~110 MPa, for the parameters of Fig. 2), advection
becomes important, the analytical solution may not be
used, and the quasi-static solution must be replaced by
the dynamic one as the bubble grows and Pe exceeds
0.01.

Model parameters and results of numerical simulation

The numerical code developed was used for simulating
bubble growth under conditions corresponding to all
the experiments listed in Table 1. Input parameters in-
clude the experimentally controlled, initial water con-
tent (C0), confining pressure (Pf), temperature (T) and
run duration, calculated bubble separation, and prede-
termined parameters, as discussed below. The model
output parameter was the bubble radius corresponding
to the input parameters of each experiment.

Initial bubble separation was calculated from the
number density of bubbles, and the observed radius,
(S3

0pS3
fPR3

fp3/4pNdPR3
f ). Gas densities were calcu-

lated using the ideal gas law. Comparison to more real-
istic densities calculated using the modified Redlich-
Kwong equation of state (Holloway 1977) demon-
strates that deviations are less than 14% in volume and
less than 5% in bubble radius. Measured initial water
contents of 5.5 and 5.3 wt% (at 8007 and 850 7C, respec-
tively; Hurwitz and Navon 1994) correspond to Henry’s
constants of 4.49!10P6 and 4.33!10P6 PaP0.5, slightly
higher than the commonly used value of
4.11!10P6 PaP0.5 (Burnham 1975), but in good agree-
ment with the experimental data of Silver et al. (1990).
Melt density of 2300 kg/m3 at 5.3 wt% water was com-
piled from the data of Silver et al. (1990).

The surface tension used in the simulation
(sp0.06 N/m) is that estimated by Hurwitz and Navon
(1994) based on the experimental results of Epel’baum
et al. (1973). It varies with water content up to a maxi-
mum value of 0.2 N/m in dry rhyolite at 850 7C (Murase
and McBirney 1973). The value used for melt viscosity,
5!104 Pa s, is approximately higher by a factor of two
than the values obtained from Shaw (1972), or Baker
and Vaillancourt (1995), but is in agreement with Persi-
kov (1991). This presumably higher value compensates,
at least in part, for the increase in viscosity, because the
water content of the melt drops during the growth peri-
od. The diffusion coefficient of water in highly hy-
drated rhyolitic melts is not well constrained, due main-
ly to the variation with varying water content. We used
a subset of our data to constrain the diffusion coeffi-
cient of water to 2–3!10P11 m2/s (see below).

Surface tension, viscosity, and diffusion coefficient
of water are not well constrained, either due to lack of
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Fig. 3 The effect of viscosity and surface tension on the growth
regime of bubbles. The normalized excess pressure in the bubbles
(Pg/Pf–1) is plotted as a function of time. Initial conditions are
Pfp120 MPa, DPp30 MPa, Dp2!10–11 m2/s, sp0.05 N/m,
hp104 Pa s. The contribution of surface tension (s) to the excess
pressure quickly falls after 0.001 s. The viscosity term (h) also de-
cays after 0.01 s. Their combined effect is shown by the left solid
line. The dashed line shows the effect of increasing surface tension
to 0.2 N/m (its value in dry rhyolite). The solid line on the right
corresponds to viscosity of 106 Pa s, where growth is delayed by
approximately 1 s

Fig. 4 Bubble radius as a function of growth time. Triangles indi-
cate experimental results for samples decompressed to 120 MPa
and where RPS. Solid lines indicate simulation of growth under
the above conditions, using hp5!104 Pa s different values of dif-
fusion coefficient (Dp2, 3, and 4!10–11 m2/s). Error bars indi-
cate the standard deviation from the average radius, and the time
it takes for the pressure to stabilize

data or because all three vary with the water content of
the melt. Figure 3 shows the sensitivity of the solution
to variations in melt viscosity and surface tension. Both
parameters act against the expansion of the bubble and
inhibit the fall of internal pressure. Surface tension is
only important at very early stages, when the bubble
radius is close to the critical value and its effect falls as
1/r. At DPp30 MPa it is negligible after 0.01 s for
sp0.05 N/m and after 0.1 s for the surface tension of
dry rhyolite, sp0.2 N/m.

Viscosity is important when the ratio of radial
growth velocity to bubble radius, VR/R, is high. At ear-
ly stages of growth, when bubble size is close to critical,
the bubble is close to mechanical equilibrium and the
radial growth velocity is low. Later, melt velocity
reaches a maximum value and then declines when the
radius is large and grows slowly with increasing volume.
At this stage the viscous resistance is small and Pg;Pf.
When hp104 Pa s the viscous resistance of the melt de-
cays quickly and may be neglected after 0.01 s. Howev-
er, at h`106 Pa s the delay induced by the viscous re-
sistance of the melt is important for times of 1 s or
more and must be considered. The role of viscosity and
surface tension in delaying bubble growth has been dis-
cussed by Sparks (1994) and Sahagian et al. (1994). Our
numerical code allows simulation of the very early
stages of growth. Moreover, the analytical solution de-
rived (Eq. (14)) enables direct examination of the role
of viscosity and diffusivity during these stages when
separation is still large and the Peclet number is small.
Because viscosity appears only in the second term of
Eq. (14), which depends on log(t), its effect disappears

quickly. This can be seen in Fig. 2, in which the numer-
ical and analytical solutions both show that the effect of
viscosity dies after approximately 0.2 s (for
hp5!104 Pa s). At later times the bubbles behave as if
they grew in accordance with the parabolic growth law
(Eq. (15)) from tp0.

As noted above, the diffusion of water in melts with
high water contents is not well constrained by experi-
mental data; we used a subset of our experiments to
estimate its value. Figure 4 shows the average radii
reached in experiments in which pressure was dropped
from 150 to 120 MPa. In most runs the average separa-
tion is large compared with the final radius. Numerical
simulations of the growth process were conducted as-
suming large separation and diffusion coefficients of 2–
4!10P11 m2/s. These values of D are in good accord
with seven of the nine samples. Sample LGB-97 falls
below the calculated curves, probably because bubbles
grew in clusters around iron-oxide crystals, so that the
actual separation was smaller than the average value
and limited the final size. LGB-124 was quenched after
a very short time, comparable to the time it took to
drop and stabilize the pressure; thus, its growth time is
not well constrained and is probably longer. Similar si-
mulations with hp106 Pa s (not shown in graph)
caused only a small shift in the calculated growth
curves with most experimental points best fitted by
Dp3–4!10P11 m2/s; thus, it appears that the best val-
ue for the diffusion coefficient at 5 wt% water is
3!10P11 m2/s.

The above value falls within the large range sug-
gested by Karsten et al. (1982) and Lapham et al.
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Fig. 5a–d Comparison of av-
erage bubble radii measured
in the experimental samples
with the numerical results for
identical conditions. a Samples
that reached their final radius
(according to the simulations).
b Samples where bubbles
grew at Pf`110 MPa, com-
pared with radii calculated us-
ing Dp3!10–11 m2/s. c Same
as b, but using Dp2!10P11

m2/s. d Samples held at
Pf~110 MPa compared with
numerical results calculated
using Dp2!10–11 m2/s

(1984). It is higher by a factor of 4 than the value ob-
tained by extrapolating the expression derived by
Zhang et al. (1991) to high water contents and high
temperatures. Zhang et al. (1991) suggested that the
dependence of the bulk diffusivity of water on the total
water content of the melt is due solely to varying pro-
portions of hydroxyls and molecular water, and that the
intrinsic diffusivity of molecular water is constant and
does not vary with water content. The higher values we
obtained may reflect an increase in the intrinsic diffu-
sion coefficient of molecular water with increasing wa-
ter content in the melt. Clearly, more precise experi-
ments aimed at direct measurements of diffusion pro-
files are needed for accurate determination of the diffu-
sion coefficient at high water contents. However, be-
cause the experiments of Zhang et al. (1991) were lim-
ited to water content of less than 1.7% and tempera-
tures of less than 550 7C, the value obtained here ap-
pears to be the best currently available coefficient for
melts with high water content.

All the experiments were simulated using the pa-
rameters discussed above and water diffusivities of 2–
3!10–11 m2/s. A lower value of 2!10–11 m2/s was used
in simulations of bubble growth at low pressures in or-
der to compensate for the decrease in diffusivity with
water content. The measured and calculated radii are
compared in Fig. 5. This simple presentation enables

comparing the results for runs of different duration, fi-
nal pressures, and bubble number densities. In 11 cases
simulations indicated that bubbles closely approached
their final radii, either because the separation between
bubbles was small, or because run durations were long.
In these cases bubble radii are governed by a simple
mass balance (Eq. (3a)). The close fit we found be-
tween measured radii and the simple mass balance cal-
culation (Fig. 5a) is a good indication that average radii
measured in the samples are representative of bubble
radii in the melt at the end of the growth period, and
that shrinkage during quenching is small. It also ascer-
tains that the random spatial distribution of bubbles
can be adequately modeled by a regular geometry with
an average separation.

The success of the model in simulating the dynamics
of bubble growth is evident in Fig. 5b, c, and d, which
compares the bubble size in runs where the bubbles did
not attain their final, equilibrium size. The results for
runs where pressure drop was modest (DP~40 MPa)
are shown in Fig. 5b and c. Under these conditions the
advective flux is negligible and the bubbles grow main-
ly by diffusive mass transfer. A diffusion coefficient
of 3!10–11 m2/s slightly overestimates bubble radii,
but yields a closer fit than Dp2!10–11 m2/s. The
data for bubbles that grew after large pressure
drops (DP`40 MPa; Fig. 5d) are better fitted by
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Dp2!10P11 m2/s, probably because of the lower wa-
ter concentrations in the melt surrounding the bub-
bles.

The good agreement between the experimental data
and the numerical simulation reinforces in the applica-
bility of the physical model, the numerical code, and
the melt properties used in the simulations.

Discussion

The experiments reported herein provide the first com-
prehensive data set on the dynamics of bubble growth
in natural silicate melts at pressures, temperatures, and
water contents corresponding to the early stages of nat-
ural volcanic eruptions. In these experiments bubbles
grew under constant confining pressure. Although it is
unlike the natural situation where pressure decreases
continuously, this design has some important advan-
tages. Nucleation took place in a single, short event
upon the drop of pressure, so that growth time is well
defined and bubble-size distribution is well represented
by the average radius. In addition, the experimental re-
sults can be compared with existing models (Scriven
1959; Sparks 1978; Proussevitch et al. 1993).

Using the physical model of Proussevitch et al.
(1993) and our improved numerical code, we were able
to closely fit the experimental results within a wide
range of supersaturation pressures, bubble separation,
and growth time. We also derived an asymptotic analy-
tical solution describing the growth of bubbles under
conditions where the Peclet number (DPR2/hD) is
small and RPS. This solution enables clearly under-
standing the relative roles of supersaturation, confining
pressure, viscosity, and diffusivity. The good agreement
between experiments, analytical solution, and numeri-
cal simulations demonstrates the validity of the model
and allows us to assess the accuracy of current models
and the role of the various parameters.

The approximate parabolic growth law derived by
Sparks et al. (1994; their Eq. (13)) is similar in form to
the asymptotic solution we derived (Eq. (15)), but is
larger by a factor of three. The reason for the discre-
pancy is the unrealistic concentration gradient assumed
by these authors. This discrepancy is eliminated if the
steady-state gradient, (C0–Cf)/R (our Eq. (13), with
S;S0pR), is used instead. An equation identical to
Eq. (15) can be derived using Scriven’s (1959) model
for the case of high Peclet numbers.

Figure 6 compares the results of the present numeri-
cal model with the predictions of the growth model of
solitary bubbles formulated by Scriven (1959) and used
by Sparks (1978). Calculating R/;t as a function of Pf

for solitary bubbles (SpR) and using melt parameters
appropriate for our experiments yields a curve that en-
velopes the experimental data and is in excellent agree-
ment with Scriven’s model. The differences are due
mainly to the limitations of the polynomial approxima-
tion of the growth constant, b, needed for Scriven’s so-

Fig. 6 The effect of confining pressure on the parabolic growth
rate of bubbles. Triangles indicate experimental results. Solid line
indicates Scriven’s growth model for solitary bubbles using the
polynomials given by Sparks (1978) and Dp2!10–11 m2/s.
Dashed line indicates results of numerical calculations, using
SpR, hp5!104 Pa s, and Dp2!10–11 m2/s (see discussion in
text)

lution (Sparks 1978). This good fit is expected because
viscosity in our experiments was small and Pg quickly
reached the constant value of Pf. At higher viscosity
Scriven’s model is not valid and description of the vis-
cous effect, as given in the model used here, is re-
quired.

Most experimental results fall below the line which
plots the growth of solitary bubbles and can be simu-
lated only by models that account for finite separation
between bubbles. In this case the amount of water
available for each bubble is limited, and it cannot grow
beyond a finite size: (R3

fpS3
0 rm (C0PKh ;Pf) GT/MPf.

In fact, the radius of LGB-18 (91 mm), the only sample
which falls much above the solitary bubble line, is with-
in error of the calculated final radius (88 mm). This
leads us to conclude that the growth time recorded for
this run is most probably erroneous and was actually
longer than 300 s.

The effect of separation, along with that of initial
water content and the associated viscosity and diffusivi-
ty, are demonstrated in Fig. 7. We examine two typical
situations. The dashed line follows bubble growth at
Pfp120 MPa from a melt with initial water content of
5.3 wt% water, corresponding to a supersaturation
pressure of 30 MPa. If initial separation between bub-
bles is 50 mm (Ndp2!106 bubbles per cubic centimet-
er), it takes approximately 60 s to reach 90% of the fi-
nal radius of 19 mm. If the number of bubbles increases
to 2.5!108 (S0p10 mm), then only 3 s are required to
approach the final radius of 3.8 mm.

During eruption, melt emerging from the magma
chamber first ascends at low velocity and accelerates
when it approaches the fragmentation level (c.f. Fig. 15
of Sparks et al. 1994). Typical velocities at the early
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Fig. 7 The evolution of bubble radius with time for samples with
different water content. Dashed lines indicate bubbles growing
from a melt with initial water concentration of 5.3 wt% at
120 MPa (Dp3!10–11 m2/s, hp5!104 Pa s). Upper line indicates
bubbles growing from spherical shells of initial thickness 50 mm;
lower line indicates shell of thickness 10 mm. Solid lines indicate
same, for a melt with initial water content of 3 wt% at 43 MPa
(Dp1!10–11 m2/s, hp5!106 Pa s). Pressures were chosen so
that in both cases bubbles growing from shells of similar thickness
reach the same final radius of 19 mm (for S0p50 mm), or 3.8 mm
(for S0p10 mm). Note that growth is nearly parabolic, but is dis-
torted because of the logarithmic scale for the time axis

stage are of the order of a few kilometers per hour
(Sparks et al. 1994; Klug and Cashman 1994). At these
rates it takes a few hundred seconds for the pressure to
decrease by 30 MPa. If Nd`106 cm–3, bubbles have
enough time to reach their final size. During ascent
melt and bubbles are in equilibrium and no further nu-
cleation is expected. Under these conditions magma
density follows the equilibrium condition:
rprm (1c(C0PCR) rm/rg)P1. Such equilibrium is com-
monly assumed in many models of magma degassing
(Wilson et al. 1980; Jaupart and Allegre 1991; Papale
and Dobran 1993). As the magma approaches the frag-
mentation level, the pressure is lower (50 MPa in the
example given in Fig. 7), the water content of the melt
is only 3 wt%, the viscosity is higher by two orders of
magnitude, and the diffusion coefficient of water is low-
er by a factor of three (Chekhmir et al 1989). In addi-
tion, ascent velocities are high and a pressure decrease
of approximately 6 MPa occurs in less than 10 s. (This
drop of pressure was chosen to produce bubbles of the
same final radius as in the 30 MPa decrease from 150 to
120 MPa). The shorter time scale and the slower re-
sponse of the melt prevent complete equilibrium, and
supersaturation develops in melt regions which are not
close to existing bubbles and may induce nucleation of
a new generation of bubbles (c.f. the natural samples
shown in Toramaru 1990; Klug and Cashman 1994).

Figure 7 also shows the growing effect of viscosity as
water content decreases. In melt with 5.3% water and
viscosity of 5!104 Pa s, the melt follows the parabolic
growth law (the dashed line). At 3 wt% water, when

viscosity is higher and diffusion slower, growth is de-
layed and the bubble radius is nearly zero for approxi-
mately 1 s. This effect must grow in importance as as-
cent velocity increases. Confining pressure drops rap-
idly and internal excess pressure builds up in the bub-
bles. The growing pressure gradients and the increase
in melt viscosity may lead to fragmentation.

Under the conditions prevailing in the experiments
reported herein, the role of viscosity is limited to the
very early stages of the runs. As water content of the
melt decreases, viscosity increases and its role becomes
significant. In order to improve our understanding of
the fast degassing just before fragmentation, additional
experiments aimed at examining the viscous response,
as well as a model with variable pressure, viscosity, and
diffusion coefficient are required.

Conclusions

The agreement between experimental data, numerical
simulation, and asymptotic analytical solutions enables
accurate and reliable examination of bubble growth
from limited volume of supersaturated silicic melts. At
low supersaturation (less than 40 MPa in the present
set of experiments with C0;5 wt% water) growth is
diffusion-controlled and can be closely approximated
by an analytical solution. At higher supersaturation ad-
vection of hydrated melt towards the growing bubble
becomes significant and growth should be modeled
with the complete solution of the diffusion equation.

The initial water content and the final confining
pressure are the important factors controlling bubble
growth. Their combination defines the supersaturation
that has a crucial role in determining the nucleation ef-
ficiency (Hurwitz and Navon 1994), and hence, the sep-
aration between bubbles. Through Henry’s law they
determine the total amount of water available for the
bubbles and control the final volume fraction of gas in
the melt. They also determine the gradients of concen-
tration and pressure in the melt which surrounds the
bubble, and hence, the rate of growth.

In the experiments reported herein, the most impor-
tant melt property is the diffusion coefficient of water.
The experimental data indicate that the diffusion coef-
ficient at ;5 wt% water is close to 3!10–11 m2/s. A
coefficient of 2!10–11 m2/s fits experiments where wa-
ter content decreases to 2–4 wt%. These coefficients
are three to four times higher than the values predicted
by Zhang et al (1991). 

Our data indicate that equilibrium degassing is a
good approximation for ascending magma just above
the nucleation level, where magma velocities are low
and water concentrations high (a few kilometers per
hour and more than 3 wt% water). When the melt ac-
celerates and water content decreases, growth can no
longer approach equilibrium, and supersaturation de-
velops in melt pockets away from bubbles and new
bubbles may nucleate. Further acceleration and in-
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crease in viscosity cause a buildup of internal pressure
in the bubbles and may eventually lead to fragmenta-
tion of the melt.
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Appendix A

Asymptotic solution of the quasi-static approximation

We derived an analytical asymptotic solution of the
quasi-static approximation of model equations for
t]p. For this solution the surface tension may be ne-
glected (RpRcr), and for simplicity we assume infinite
bubble separation (SpR). All the calculations are pre-
sented in the non-dimensional form and only the final
result is transformed back to the dimensional form. The
main parameter governing the style of bubble growth is
supersaturation pressure (DP), which is taken as a scale
of the pressure (p̄pDP). In accordance, density can be
scaled as r̄pp̄M/GT. The critical radius is chosen as a
length scale (R̄pRcr). The velocity scale (v̄pR̄/t̄) is es-
timated using the assumption that the characteristic
pressure is proportional to the velocity gradient multi-
plied by the viscosity of the melt (p̄ph v̄/R̄). Finally,
the time scale is t̄ph/p̄. Using this scaling where all pa-
rameters are in their non-dimensional form, neglecting
the effect of surface tension and mechanical interaction
between bubbles, Eq. (5) transforms to:

pgppfc4
VR

R
(A1)

The concentration gradient on the bubble–melt inter-
face (Eq. (13)) is of the form:

1iC
ir 2R

p
C0PCR

R
(A2)

Inserting Eq. (A2) into Eq. (9) and differentiation
yields:

R2 drg

dt
p3

Dh

R̄p̄
r̄ (C0PCR)P3rg RVR (A3)

We search a solution R(t), for Eqs. (A1)–(A3) in the
form of a time series:

Rp3a0 tca1 logtca2
1
t
c . . .4

1/2

(A4)

Actually, because we are interested in the asymptotic
solution for t]p, we need to define only the zero and
the first approximation of the solution: a0 and a1. Using
Eq. (A4) we may calculate two useful variables for the
construction of the solution:

R7VRp
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Inserting Eq. (A6) into Eq. (A1) yields:

pgppfc
1
2t

co (tP2) (A7)

Using the non-dimensional form of the ideal gas equa-
tion of state (rgppg) the temporal derivation of the gas
density is of the form:

drg

dt
pP

2
t2 co (tP2) (A8)

We also use Henry’s law (Eq. (2)) for expressing CR as
a function of Pg. Inserting Eq. (A7) into Eq. (2) yields:

CRpKh ;Pf c
Kh ;Pf

tPf

co (tP2) (A9)

We insert Eqs. (A4)–(A8) into Eq. (A3) and reduce it
to:

3
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a0 PfP3
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4co (tP2)p0

The coefficients a0 and a1 can be defined and inverted
into the initial form of the solution (Eq. (A4)). Back-
transformation of Eq. (A4) into the dimensional form,
the final asymptotic solution is:

R2p
2Drm (C0PCf)

rg

t

P
2
3

Dh

Pf

rm

rg

(2C0cCR) log 1DP
h

t2 (A10)

where rg is the gas density at PpPf.

Appendix B

Numerical solution of the quasi-static and dynamic
cases

The system of governing equations for the quasi-static
approximation, including the effects of surface tension
and finite separation (Eqs. (5), (9), and (13)), may be
rewritten as:

dR
dt
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Fig. B1 Construction of the non-regular grid used for the simula-
tion of the water concentration in a shell of melt of radius S sur-
rounding a bubble of radius R (see text for explanation)

Fig. B2 Comparison of the dynamic (dashed lines) and quasi-
static (solid lines) solutions for DPp10, 30, and 50 MPa, Sp200
mm, and Dp2!10–11 m2/s

drg

dt
p

3Drm

R 1iC
ir 2R

P
3rgVR

R
(B3)

This is a system of two first-order differential equations
(Cauchy problem) for R and rg and one algebraic equa-
tion for the gradient of water concentration at the bub-
ble-melt interface. This system of equations requires
two initial conditions. We assume that the bubble starts
growing from a nucleus with radius R0p2Rcr with zero
initial velocity (VRhtp0p0). The second condition is
derived from initial gas density:

rgp
M

GT 1Pfc
2s

R 2 (B4)

Even for very low confining pressures, the Peclet num-
ber corresponding to the initial stage of growth is small
and the quasi-static approximation may be applied. For
high confining pressures the Peclet number remains
small and the system of equations (Eqs. (B1)–(B4)) is
integrated numerically for the full duration of the ex-
periment, using a constant time step.

Simulation of bubble growth at low confining pres-
sures also begins with the quasi-static solution. How-
ever, the Peclet number is calculated for each time
step. When this number exceeds some critical value
PecrptD/tvp0.01 the simulation in the quasi-static re-
gime is stopped and the simulation in the dynamic re-
gime begins. All bubble parameters (R, VR, rg) calcu-
lated at the last time step of the quasi-static regime are
the initial conditions for the dynamic regime. The ini-
tial distribution of water concentration for the dynamic
regime is calculated according to the quasi-static solu-
tion (Eq. (11)).

Subsequently, the analytical solution for the gra-
dient of water concentration at the bubble–melt inter-
face (Eq. (B3)) cannot be used and Eq. (1) is solved nu-

merically in order to calculate the gradient for each
time step. The numerical techniques of the solution of
these type of equations require a finite grid for the time
and spatial coordinate. The accuracy of the calculation
of water concentration around the bubble is deter-
mined by the spatial step of the grid, which should be
smaller than one bubble radius. If we were to use the
regular mesh for large bubble separation (SpR), we
would need a huge number of grid nodes and the calcu-
lations would be time-consuming. In order to reduce
computer time without loss of accuracy, we used a non-
regular mesh. This mesh was constructed by the projec-
tion of the simulation region (R^r^S) on the interval
(YR^y^YS) by the function:

ypln(r)

A regular mesh is built in y-coordinates (Fig. B2) and
each point of the y-mesh is projected back on the re-
gion of simulation:

Ripexp(Yi)

where Ri and Yi are grid points. For each time step the
distribution of water concentration around the bubble
may be represented as a Taylor series of the variable
(1/r):

C(r)pa0c
a1

r
c

a2

r2 c
a3

r3 c . . . (B5)

The finite difference approximation of the derivation
(iC/ir) depends only on the descretization along the y-
coordinate and does not increase with increasing inter-
val of descretization along the r-coordinate. To show
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this we take three nodes: Ri-1, Ri, Ric1 and calculate
the first derivative as:
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4
This approximation differs from the exact derivation of
the Taylor series (Eq. (B5)) by terms of the order
(Dy)2, regardless of the corresponding DR.

In order to take into account viscous deformation of
the melt around the bubble, we used the Lagrangian
coordinate system, i.e., the coordinate of each grid
point is changed according to the velocity of the melt
(Eq. (4)). This transformation of coordinates eliminates
the advective term from the diffusion in Eq. (1). Veloc-
ity of the melt decreases with distance from the bubble
(Eq. (4)), which leads, on one hand, to a decrease in size
of the simulation area (from the bubble interface to the
surface of the shell), and on the other, to the increase
of the non-uniformity of the grid. When the grid be-
comes too distorted, a new mesh with a reduced num-
ber of points is constructed. Interpolation from the old
nodes to the new mesh must be done only at this stage.
This is in contrast to the Eulerian method where such
interpolation must be performed at each time step. The
reduction in the number of nodes efficiently shortens
computation time without diminishing the accuracy of
the calculations.

In order to determine the maximum supersaturation
pressure for which the quasi-static approximation may
be applied, we ran two parallel simulations for the qua-
si-static and dynamic solutions using the following pa-
rameters DPp30, 40, and 50 MPa, Sp200 mm,
hp5!104 Pa s, and Dp2!10–11 m2/s. This lower val-
ue of D was preferred in order to overestimate the
maximum possible error. At the initial stage of the bub-
ble growth the numerical scheme of the dynamic solu-
tion follows the quasi-static approximation and both so-
lutions coincide (Fig. B2). After a certain period, the
advective term is also taken into account in the dy-
namic scheme and the two curves deviate. The results
indicate that for DP smaller than 40 MPa
(Pf`110 MPa), the effect of advective flux is small and
the quasi-static approximation does not introduce any
serious error.

Our simulations yield close agreement with the nu-
merical results of Proussevitch et al. (1993) when run
under similar conditions. The bench marking of the nu-
merical scheme with the asymptotic solution (Eqs. (14)
and (A10)) is shown in Fig. 2. The value R2/t at each
time step of the numerical solution is compared with
the analytical solution for a range of supersaturation
pressures of 10, 30, and 50 MPa. At supersaturation
pressures of 10 and 30 MPa, the numerical and analyti-
cal solutions coincide after less than half a second and
differ by less than 10% from the constant asymptotic
value. At higher supersaturation pressures the analyti-

cal solution underestimates the radius. This result is ex-
pected as the effect of the advective flux, which en-
hances the rate of water transport, can no longer be ig-
nored. This effect is obviously included in the numeri-
cal solution, leading to the larger calculated bubble ra-
dii. Simulation with SpR yields an excellent agreement
with the analytical solution of Scriven (1959), even at
low pressures (Fig. 6). The difference between analyti-
cal and numerical solutions at 40~Pf~80 MPa is due
to the limitation of the polynomial approximation
(Sparks 1978), which slightly overestimates Scriven’s
growth constant, b, at this interval.

Notation List

A, B constants
C concentration wt%
D diffusion coefficient m2/s
G Universal gas constant J/mole! 7C
Kh Henry’s constant Pa0.5

m mass of the gas in the bubble kg
M molecular weight of water kg/mole
Nd bubble number density cm–3

P pressure MPa
r radial coordinate mm
R bubble radius mm
S separation mm
t time s
T temperature 7C
v radial melt velocity m/s
VR bubble growth rate m/s
DP supersaturation pressure MPa
b Scriven’s growth constant
g surface element m2

h melt viscosity Pa s
r density kg/m3

s surface tension N/m

Subscripts
0 initial value
f final value
g gas
m melt
r radial coordinate
R properties of the bubble melt interface
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