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Abstract
We investigate the influence of gas pore pressure in granular flows through numerical simulations on horizontal and low-angle 
inclined surfaces. We present a two-phase formulation that allows a description of dam-break experiments considering high-
aspect-ratio collapsing columns and depth-dependent variations of flow properties. The model is confirmed by comparing its 
results with data from analogue experiments. The results suggest that a constant, effective pore pressure diffusion coefficient 
can be determined in order to reproduce reasonably well the dynamics of the studied dam-break experiments, with values of the 
diffusion coefficient consistent with experimental estimates from defluidizing static columns. The discrepancies between simula-
tions performed using different effective pore pressure diffusion coefficients are mainly observed during the early acceleration 
stage, while the final deceleration rate, once pore pressure has been dissipated, is similar in all the studied numerical experiments. 
However, these short-lasting discrepancies in the acceleration stage can be manifested in large differences in the resulting run-out 
distance. We also analyze the pore pressure at different distances along the channel. Although our model is not able to simulate the 
under-pressure phase generated by the sliding head of the flows in experiments and measured beneath the flow-substrate interface, 
the spatio-temporal characteristics of the subsequent over-pressure phase are compatible with experimental data. Additionally, 
we studied the deposition dynamics of the granular material, showing that the timescale of deposition is much smaller than that 
of the granular flow, while the time of the deposition onset varies as a function of the distance from the reservoir, being strongly 
controlled by the surface slope angle. The simulations reveal that an increment of the surface slope angle from 0° to 10° is able 
to increase significantly the flow run-out distance (by a factor between 2.05 and 2.25, depending on the fluidization conditions). 
This has major implications for pyroclastic density currents, which typically propagate at such gentle slope angles.
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Introduction

Pyroclastic density currents (PDCs) are gravity-driven flows of 
hot particles (pyroclasts and lithic fragments) and gas (Druitt 
1998; Branney and Kokelaar 2002; Dufek et al. 2015; Dufek 
2016) generated by the partial or total collapse of an eruptive 
column or a volcanic dome. They exhibit a wide range of 
particle concentration, temperature and grain size distribution, 
and two physical regimes can be recognized as end-members 
(Branney and Kokelaar 2002; Burgisser and Bergantz 2002; 
Dufek 2016): dilute and dense flows, which may occur alone 
(e.g., dilute turbulent flow) or simultaneously (e.g., dense 
base and overriding turbulent part) during the propagation of 
a PDC. The dilute component of PDCs consists of a turbulent 
suspension with a solid concentration of the order of 1 vol. % 
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or less dominated by the interaction between solid particles and 
the interstitial gas, while the dynamics of the dense component 
of PDCs, if present, is typically dominated by particle-particle 
interaction and by friction with the topography, presenting 
a solid concentration of the order of 30–60 vol. % (Lube 
et al. 2020). A transport regime of PDCs characterized by 
clusters at intermediate particle concentrations (i.e., a few 
vol.% to ~30 vol.%) has been recognized recently and may 
be present for instance in a transitional zone between a dense 
base and an upper dilute turbulent part (Breard et al. 2016; 
Fullmer and Hrenya 2017; Lube et al. 2020). Because of 
their high propagation velocities, dynamic pressures, and 
temperatures, PDCs can devastate urbanized zones, being 
one of the most hazardous processes associated with volcanic 
eruptions (Druitt 1998; Branney and Kokelaar 2002; Cole 
et al. 2015; Neri et al. 2015). Thus, deciphering the factors 
controlling their dynamics and the expected run-out distance 
is of paramount importance for volcanic hazard assessment. 
Although much attention has been paid to the study of the 
long run-out distance that characterizes some PDCs (Bursik 
and Woods 1996; Branney and Kokelaar 2002; Kelfoun 2011; 
Roche et al. 2016, 2021; Shimizu et al. 2019; Giordano and 
Cas 2021), several aspects remain poorly understood. PDC 
run-out distance is the result of a series of concomitant 
processes whose relative efficiency is influenced by the flow 
properties (e.g. solid particle concentration, volume, speed, 
and temperature) and the regional slope (Valentine et al. 2011), 
and include the interaction with the surrounding atmosphere 
(e.g., air entrainment and heat transfer; Benage et al. 2016), the 
rheological effect of interstitial pore fluid pressure (Druitt et al. 
2007; Roche 2012), and the interplay between the flow base 
and the substrate, where different processes may occur, such as 
erosion (Cas et al. 2011; Bernard et al. 2014; Farin et al. 2014), 
self-channelization (Brand et al. 2014; Gase et al. 2017), self-
fluidization (Breard et al. 2018; Chédeville and Roche 2018), 
and pyroclast deposition (Branney and Kokelaar 2002).

In particular, within the pyroclastic mixture, and espe-
cially at the impact zone of a collapsing fountain (Sweeney 
and Valentine 2017; Valentine and Sweeney 2018; Valen-
tine 2020; Fries et al. 2021), the differential motion between 
the interstitial gas (flowing relatively upwards) and the solid 
particles (moving relatively downward) is able to gener-
ate pore pressure, which counterbalances the weight of the 
particles, reduces friction and thus increases run-out dis-
tance (Iverson 1997; Savage and Iverson 2003; Goren et al. 
2010; Roche 2012; Rowley et al. 2014; Breard et al. 2019a). 
The temporal evolution of pore pressure, and thus its effec-
tive influence on run-out distance, depends on the balance 
between some source mechanisms (e.g., gas ingestion, dif-
ferential gas-particle motion caused by particle settling) and 
pore pressure diffusion, which is in turn controlled by the 
properties of the PDC material. In fact, slow gas pressure 
diffusion is favored by thick pyroclastic flows and by grain 

size distributions dominated by fine particles that confer 
low hydraulic permeability (Druitt et al. 2007; Burgisser 
2012; Roche 2012; Breard et al. 2019b).

In this work, we address the influence of pore pressure on 
the propagation of granular flows through numerical simula-
tions. In particular, we present a two-phase model, built on 
the formulation presented by Chupin et al. (2021), which 
accounts for the effect of pore pressure on the dynamics of 
granular flows and allows us to simulate collapsing columns 
in the dam-break configuration and the subsequent flow 
propagation on horizontal and low-angle inclined surfaces. 
The column height and aspect ratio adopted in our numeri-
cal simulations (40 cm and 2, respectively) were selected to 
allow model confirmation by comparing numerical results 
with published experimental data (cf. Valentine 2019; Esposti 
Ongaro et al. 2020) of collapsing columns over a horizontal 
surface (Roche et al. 2010). Note that we use the term con-
firmation instead of validation following the framework pre-
sented by Esposti Ongaro et al. (2020). Numerical results also 
allow us to explore some key physical aspects controlling the 
dynamics of granular flows (e.g., pore pressure spatio-tempo-
ral evolution and flow deposition), which are often difficult to 
measure in time across the entire spatial domain of analogue 
experiments. Moreover, adopting a set of input conditions 
calibrated using experimental data, we performed additional 
simulations considering collapsing columns on low-angle 
inclined rigid surfaces, in order to test the coupled effect of 
pore pressure and topography on the propagation of granular 
flows. Compared to previous efforts to address numerically 
the influence of pore pressure in the propagation dynamics 
of PDCs (Gueugneau et al. 2017), which are based on depth-
averaged models, our model has some relevant strengths: it 
allows us to study high-aspect-ratio collapsing columns and 
to describe depth-dependent variations of the flow properties.

This article consists of five sections. First, we describe 
the experimental configuration considered in this paper. In 
the “Numerical simulations” section, we present the numeri-
cal model adopted (“Mathematical modeling and numerical 
schemes” section), its confirmation by comparing numerical 
results with those of analogue experiments (“Simulations on 
horizontal planes” section), and then we describe the results 
of simulations performed considering low-angle inclined sur-
faces (“Simulations on inclined planes” section). Finally, we 
present the discussion and concluding remarks of this article.

Experimental configuration

In order to test and confirm our model, we considered the 
experimental data presented by Roche et al. (2010). The 
benchmark experiment consists in the release of a fluid-
ized granular column into a horizontal, smooth channel 
(note that the term fluidization is used here to refer to the 
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presence of a vertical flow of air able to counterbalance 
the bed weight, and it is not related to the presence of 
other fluid phases such as water). The dynamics of the 
dam-break experiment, which was measured using high-
speed cameras and pressure sensors located at different 
positions along the horizontal channel, can be decomposed 
into three stages: (1) a quick phase of initial acceleration, 
(2) propagation of the front at a nearly constant velocity, 
and (3) deceleration of the flow and front stopping. Roche 
et al. (2010) and Chupin et al. (2021) also pointed out a 
final stage of very slow propagation of granular material 
in the flow body after the front stopped. The experimen-
tal apparatus includes a reservoir of 20 cm length and 10 
cm width, and a channel of 3 m length and 10 cm width. 
Initially, the particles are introduced into the reservoir 
(column height of 40 cm) where an air flow is supplied 
from below in order to generate fluidization and the related 
pore pressure. This simple configuration aims to mimic 
particle-gas differential motion generated through various 
means, including particle settling (Chédeville and Roche 
2018; Breard et al. 2018; Valentine and Sweeney 2018; 
Fries et al. 2021). Roche et al. (2010) tested two fluidiza-
tion conditions by adjusting the supplied air velocity: (1) 
imposing the minimum fluidization velocity ( Umf  ) or (2) 
imposing the minimum bubbling velocity ( Umb ). The mini-
mum fluidization velocity Umf  ( ∼ 0.8 cm∕s in the experi-
ments; Roche et al. 2010) guaranties that the bed weight 
is counterbalanced by the drag of the interstitial air flow 
on the particles, and the granular bed is not expanded. 
On the other hand, at Umb ( ∼ 1.3 cm∕s in the experiments; 
Roche et al. 2010), the bed weight is counterbalanced 
and the granular network is expanded. In order to trigger 
column collapse, at t = 0 , a sluice gate is opened rapidly 
( <∼ 0.1 s ), allowing to release the granular material, which 
propagates laterally along the horizontal channel during 
about 1.3 s. As our numerical model treats incompressible 
flows, we compare our results with the analogue experi-
ment performed using the minimum fluidization velocity 
( Umf  ), that is, when the bed is not expanded. The particles 
used in these experiments were spherical glass beads with 
a grain size range of 60–90 µm (monodisperse size distri-
bution, mean of 75 µm) and a density of �s = 2500 kg∕m3 . 
Note that more complex particle shapes and size distribu-
tions are able to control pore pressure diffusion in granu-
lar flows by affecting porosity and mixture permeability 
(Wilson 1984; Burgisser 2012; Breard et al. 2019b and 
references therein) and that Breard et al. (2019b) showed 
that the effective particle size regarding fluidization and 
pore pressure diffusion is the Sauter diameter, which is 
very close to the mean diameter for subspherical parti-
cles such as we considered. The resulting granular col-
umn had a bulk density of �b = 1450 ± 50 kg∕m3 (i.e., 
pore volume fraction of � = 0.42 ± 0.02 ). Additionally, 

we can calculate the theoretical hydraulic diffusion coef-
ficient �T = k∕(���) , where k is hydraulic permeability, � 
is gas dynamic viscosity, and � is gas compressibility. In 
the case of a perfect gas, � = 1∕Pi , where Pi is the initial 
pore pressure, which is about equal to the atmospheric 
pressure. Considering that k ∼ 10−11 m2 , � ∼ 0.42 , and 
� ∼ 1.8 × 10−5 Pa s , we obtain �T ∼ 0.13 m2∕s . However, 
it is worth noting that this value is one order of magnitude 
larger than the estimates of diffusion coefficient given by 
Roche et al. (2010) ( � ∼ 0.01 m2∕s ), which are based on 
experimental measurements on static defluidizing beds 
and are shown to increase with the bed height. The reason 
explaining this discrepancy is unknown and is discussed 
below.

Numerical simulations

Mathematical modeling and numerical schemes

Based on the numerical model presented by Chupin et al. 
(2021), we constructed a new model able to consider the 
effect of pore pressure and reproduce the experimental con-
figuration adopted by Roche et al. (2010). We consider the 
collapse of a granular mass over a planar rigid surface with 
inclination angle � varying from horizontal up to 10°. As 
the laboratory experiments have been performed in a narrow 
channel (10 cm wide and 3 m long; Roche et al. 2010), we 
consider the problem as mainly two-dimensional. Note that 
we neglect the effects of the lateral walls.

The granular medium, which is a mixture of air and glass 
beads, is described by an incompressible flow with a µ(I)-
rheology (Jop et al. 2006). In this rheological model, which 
has been widely adopted to describe dense granular flows 
(Gray and Edwards 2014; Ionescu et al. 2015), the dynamics 
of the granular flow is governed by the mass and momentum 
conservation laws

where u is the material velocity, g is an external force 
(gravity), T is the total stress tensor, and � = ��s is the bulk 
density, where �s and � are the particle density and aver-
age volume fraction, respectively. In our simulations, based 
on the experimental data described by Roche et al. (2010), 
we use �s = 2500 kg∕m3 and � = 1 − � = 0.58 . The pres-
sure is given by p = −

1

3
trT , so that the deviatoric stress T′ 

( T = −pId + T′ ) has to be prescribed in order to close Eqs. 
(1)–(3).

(1)�
(
�tu + u ⋅ �u

)
= divT + �g,

(2)div u = 0,

(3)�t� + u ⋅ �� = 0,
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Modeling the granular flow with Eqs. (1)–(3) entails that 
the total pressure p is the sum of the solid (effective) pres-
sure ps , due to force chains of glass beads, and the pore 
pressure pf  , due to the presence of air between particles. 
Therefore, in order to account for the presence of air between 
glass beads, the pore pressure and its effect on granular 
flows should be modeled. Following Iverson and Denlinger 
(2001), the pore pressure diffuses and is advected with the 
granular mass so that pf  satisfies the balance equation

where � is the diffusion coefficient. The knowledge of pf  
through Eq. (4) permits us to define the effective pressure 
as ps = p − pf .

In the µ(I)-rheology (Jop et al. 2006), the deviatoric stress 
T′ is given by

where D(u) = 1

2
(�u + �ut) is the strain rate tensor and 

�D(u)�2 = 1

2

∑
i,jD(u)

2
i,j

 . The friction coefficient �(I) depends 
on the inertial number I , namely

In Eq. (6), d is the particle diameter, I0 is a dimensionless 
number, �s = tan(�) with � representing the static internal 
friction angle of the granular material, and �∞ ≥ tan(�) is an 
asymptotic value of the friction coefficient for large inertial 
numbers. By combining Eq. (6) and Eq. (5) (see Chupin 
et al. (2021) for the details), we can rewrite the expression 
of the tensor T′ in regions where D(u) ≠ 0 as

with

With this formulation, the µ(I)-rheology appears to be a 
viscoplastic rheology with a Drucker-Prager plasticity cri-
terion (see also Jop et al. 2006 and Ionescu et al. 2015) and 
a spatio-temporal variable viscosity, which is a fundamen-
tal aspect of our study. In order to treat the non-differenti-
able definition of the tensor T′ , due to the presence of the 
1∕|D(u)| term that is singular in the absence of strain rate, a 
projection scheme is applied (Chalayer et al. 2018; Chupin 
et al. 2021). The projection procedure avoids a need to resort 
to any regularization technique and allows to accurately 

(4)�tpf − div(��pf ) + u ⋅ �pf = 0,

(5)T
′

= �(I)ps
D(u)

|D(u)|
,

(6)�(I) = �s +
�∞ − �s

1 + I0∕I
and I =

2d�D(u)�
√
ps∕�s

.

(7)T
′

= 2�
(
|D(u)|, ps

)
D(u) + tan(�)ps

D(u)

|D(u)|
,

(8)�(�D(u)�, ps) =
�
�∞ − tan(�)

�
ps

2�D(u)� + I0

d

√
ps∕�s

.

capture the rigid zones, i.e., the regions where no deforma-
tion occurs.

As in Chupin et al. (2021), the presence of the ambient 
gas (i.e., the air outside the flow) is taken into account. The 
granular flow and the ambient air flow are separated by an 
interface transported by the velocity field. A level-set func-
tion Φ (see Osher and Fedkiw (2001) for instance), initially 
defined as the signed distance to the interface, is used to 
describe the limit between the granular flow and the ambi-
ent gas. The computational domain is split so that Φ < 0 
corresponds to the granular flow, Φ > 0 the ambient gas, 
and Φ = 0 the interface. The level-set function satisfies the 
equation

The ambient flow ( Φ > 0 ) is also governed by Eqs. 
(1)–(3) but with Newtonian rheology, namely T

′

= 2�fD(u) 
where �f is the air dynamic viscosity, and a mass density 
� = �f . Note that the pore pressure in Eq. (4) has a mean-
ing only inside the granular flow, that is where Φ < 0 . In 
order to solve an equation valid over the whole computa-
tional domain, the diffusion coefficient � takes a very large 
value ( ≈ 1016 m2∕s ) outside the granular flow so that pf  is 
extended to zero outside of the granular flow.

Coulomb friction boundary conditions are applied on the 
vertical backwall of the reservoir and on the bottom of the 
channel on which the granular medium slides, that is

where un = u ⋅ n ( n being the unit outward normal vec-
tor to the domain boundary) is the normal velocity and 
ut = u − unn the tangential one. Similarly, for the stress, we 
have Tn = (T ⋅ n) ⋅ n and Tt = T ⋅ n − Tnn . In all simulations 
reported in this paper, the friction angle on the vertical back-
wall of the reservoir and on the bottom of the channel ( �b ) 
was set to 15° (Chupin et al. 2021).

At time t = 0 , the pore pressure pf  is initialized in the 
reservoir as 90% of the weight of the particles, that is, 
pf (x, y) = 0.9�g(H − y) ( H being the height of the initial 
column), which agrees with experimental measurements 
(Montserrat et al. 2012). Equation (4) is supplemented with 
Neumann boundary conditions. On the bottom of the chan-
nel inside the reservoir, that is for x ∈ [−20 cm, 0 cm] and 
y = 0 , the constant air flux imposed in the experiment is 
modeled with a constant pressure gradient �pf

�n
= −0.9�g . 

Everywhere else on the domain boundary, a homogeneous 
Neumann boundary condition �pf

�n
= 0 is applied.

Equations (1)–(3) and (4) are discretized in space with 
second-order finite volume schemes on a staggered grid. A 
bi-projection scheme (Chalayer et al. 2018) is applied for 
the temporal discretization. The level-set transport Eq. (9) 

(9)�tΦ + u ⋅ �Φ = 0.

(10)un = 0 and Tt = −�but − tan
(
�b
)(
−Tn

)+ ut
||ut||

,
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is solved with a RK3 (third-order Runge-Kutta) TVD (total 
variation diminishing) scheme coupled with a fifth-order 
WENO (weighted essentially non-oscillatory) scheme. We 
also apply a reinitializing algorithm in order to maintain the 
level-set function to the signed-distance function to the inter-
face between the granular and the ambient flows. Details on 
the numerical schemes are provided in Chupin and Dubois 
(2016), Chalayer et al. (2018), and Chupin et al. (2021). 
In order to remedy a lack of resolution of the small-scale 
structures outside the granular flow, due to the small value 
of the air viscosity, a subgrid-scale (Smagorinsky) model 
is used (Smagorinsky 1963). This results in enhancing the 
viscosity of air �f by adding a local eddy viscosity defined 
as 
(
Csh

)2|D(u)| , where h is the mesh size and Cs ∈ [0.1, 0.2] 
is the Smagorinsky constant. We used hereafter the value 0.1 
for Cs in all simulations.

The code, written in F90, is parallel: the PETSc library 
(Balay et al. 2018, 2021) is used to solve the linear systems 
and to manage data on structured grids while communica-
tions between processes are explicitly written with MPI 
subroutines.

Simulations on horizontal planes

As a first step, we performed a set of simulations on horizon-
tal surfaces using the model described in the “Mathematical 
modeling and numerical schemes” section and considering 
different values of the pore pressure diffusion coefficient 
( � ). Here we focus on the results of simulations that agree 
reasonably well with the experimental results presented by 
Roche et al. (2010) in terms of run-out distance, temporal 
evolution of the front position, and profile of the flow sur-
face, that is, with pore pressure diffusion coefficients rang-
ing from 0.015 to 0.035 m2/s. Interestingly, these values 
agree with those determined experimentally by measuring 
the timescale of pore pressure diffusion in static columns of 
heights of ~15–35 cm. For comparison purposes, we also 
include the results of a test simulation performed using the 
theoretical hydraulic diffusion coefficient ( �T ∼ 0.13 m2∕s ). 
Note that we consider constant effective diffusion coeffi-
cients (with values of 0.015, 0.025, and 0.035 m2/s), while 
the diffusion coefficient likely varies during the analogue 
experiment due to granular material dilation and compac-
tion. To reproduce the initial setup of the benchmark ana-
logue experiment, in our simulations the initial height of the 
collapsing column is 40 cm and the initial width is 20 cm. 
The height of the computational domain is 45 cm, adopting 
a grid with 128 cells in the vertical direction (i.e., cell size 
of 3.5 mm).

Our model tends to underestimate the deposit thickness in 
proximal domains (from <5 up to ~25%) and to overestimate 
the deposit thickness in distal domains (Figs. 1a–c and 2). 
Still, the general shapes of the simulated final profiles of 

the deposits are very similar to that of the benchmark ana-
logue experiment, i.e., profiles dipping gently downstream 
and with the maximum thickness located in the channel near 
the reservoir. This deposit shape differs clearly from that of 
non-fluidized granular flows, whose maximum thickness is 
located at the backwall of the reservoir while the thickness 
decreases monotonically with distance (Roche et al. 2010; 
Ionescu et al. 2015). Moreover, numerical results reproduce 
reasonably well the three phases of propagation described 
by Roche et al. (2010) (Fig. 3), and the relative duration of 
each phase as well as the flow duration are consistent with 
the benchmark experiment. The dynamics of gate opening 
in the analogue experiment slightly affects flow propagation 
during the initial acceleration phase, which may explain the 
differences in the initial front velocity during about 10% 
of the simulation duration (Fig. 3). An effective diffusion 
coefficient ( � ) of about 0.015 m2/s reproduces the experi-
mental run-out distance, whereas larger values of diffusion 
coefficient reproduce better the maximum thickness of the 
deposit. Note that, because our simulations are not able to 
describe flow thicknesses lower than 3.5 mm (i.e., the cell 
size used in numerical simulations), we compare our results 
with filtered experimental data, that is, with no consideration 
of flow thicknesses below this threshold (see Fig. 3 and its 
caption). On the other hand, the use of the theoretical value 
of the diffusion coefficient (i.e., 0.130 m2/s) fails completely 
in reproducing the propagation dynamics of the benchmark 
experiment, under-estimating significantly the run-out dis-
tance (<60% of the run-out distance measured in the bench-
mark experiment; Figs. 1d, 2, and 3).

The simulations performed using � = 0.015 and 
� = 0.035 m2∕s give rise to differences of about 15% in 
the maximum velocity reached by the flow front (Fig. 4). 
The phase of velocity increase lasts ~17–22% of the whole 
propagation time, while the constant-velocity stage, which 
is slightly longer for simulations with low diffusion coef-
ficients, represents ~15–25% of the total propagation 
time. Most of the propagation time of the granular flows 
(about 60–70%) is associated with the phases of decelera-
tion and front stopping. Our results of maximum velocity 
( u∕

√
gH ∼ 1.0 − 1.15 ) are consistent with the results pre-

sented by Roche et al. (2010), which further confirm the 
validity of our model. Note that the initial phase is character-
ized by the same acceleration in all the simulations, and the 
main differences between our simulations are observed in 
the absolute duration of this stage (and thus in the velocity 
reached by the flow front, Fig. 4). Another interesting result 
is that the velocity decrease during the final phase occurs at 
a similar rate in all the simulations (deceleration of ∼ 0.23g ). 
This shows that the differences in the front velocity during 
the early phases of flow propagation are the cause of the 
different run-out distances, while negligible differences are 
observed in the dynamics of the deceleration stage. This is 
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consistent with the fact that, once the initial pore pressure is 
completely dissipated, granular flows have the same rheo-
logical behavior. On the other hand, as observed by Roche 
(2012), during the stopping stage, the run-out distance 
increases with time to the power of 1/3.

The evolution of the pore pressure (Fig. 5) is the result of 
the coupled effect of diffusion, which occurs at a rate con-
trolled by � , and advection, controlled by flow velocity and 
thus in turn influenced by � . Basal pore pressure undergoes 
an initial phase dominated by advection (i.e., advance of the 
iso-pressure fronts, which indicate the position along the 
x-axis at which specific values of pore pressure are reached 
as a function of time; Fig. 6), and a later phase dominated 
by diffusion (i.e., recession of the iso-pressure fronts) until 
stationary conditions are reached (Fig. 6). In particular, the 
simulations with � = 0.025 m2∕s and � = 0.035 m2∕s show 
a smooth, gradual transition between both phases. Instead, 
some of the iso-pressure fronts (Fig. 6) for the simulation 

with � = 0.015 m2∕s show a significantly longer phase dom-
inated by advection and then an abrupt decrease of pore 
pressure near the front. This rapid pore pressure decrease 
is favored by the small thickness of the granular flow at the 
front, while in other cases, such small flow thicknesses are 
reached while the flow is already defluidized.

In order to further compare our results with experimen-
tal data (Roche et al. 2010), we studied the pore pressure 
signal at different points along the channel base. Note that 
the under-pressure phase measured in experiments beneath 
the flow-substrate interface during the passage of the slid-
ing head of the flow cannot be computed in our numerical 
simulations. Still, in Fig. 7a–c, we show the evolution of 
the modeled basal pore pressure at specific points along the 
x-axis, and we also display the differential pressure meas-
ured in the benchmark experiment (in the channel base at 
x = 0.2 m ). The experimental data show that the passage of 

Fig. 1   a–d Surface profiles of 
the granular flows at different 
times after release (see legends) 
in four simulations performed 
on horizontal planes, consider-
ing initially fluidized conditions 
and different values of the effec-
tive diffusion coefficient ( � , see 
titles). The final surface profile 
of the benchmark analogue 
experiment is also included 
(Roche et al. 2010)
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the flow front at a given point is followed by a short under-
pressure phase and a later and longer over-pressure phase. 
Roche et al. (2010) propose that the under-pressure stage is 
mainly caused by the basal slip boundary condition and pos-
sibly by dilatancy processes (Garres-Díaz et al. 2020; Bou-
chut et al. 2021), which is supported by simulations (Breard 
et al. 2019a). Moreover, the minimum value reached during 
the under-pressure phase was empirically correlated to the 
slip velocity ( uslip ; Roche 2012). The over-pressure phase 
would be instead dominated by compaction and advection of 
pore pressure within the granular flow. Since our model does 
not consider changes in density, it is not able to describe the 
effect of dilatancy and compaction, and thus under-pressure 
cannot be modeled, while the over-pressure phase, which 
is observed in our numerical simulations, is exclusively 

a consequence of advection (Fig. 7a–c). The relationship 
between distance along the x-axis and the maximum basal 
pore pressure reached is remarkably consistent with experi-
mental data both in the curve shape and in the values meas-
ured (Fig. 7d), which further confirms the validity of the 
description of pore pressure used in our model once the 
under-pressure pĥase is finished, suggesting that the effect 
of compaction is limited compared to pore pressure advec-
tion. Note that the absence of dilatancy in our model is likely 
manifested in an earlier peak of the basal pore pressure than 
that expected in presence of an initial under-pressure stage 
(Fig. 7e).

Roche (2012) proposed that the basal under-pressure 
measured at the head of granular flows scales with the square 
of the flow front velocity. Based on this observation, Breard 

Fig. 2   a–f Surface profiles of the granular flows at different times 
after release in four simulations performed on horizontal planes, con-
sidering initially fluidized conditions and different values of the effec-

tive diffusion coefficient ( � , see legend). The evolution of the sur-
face profile of the benchmark analogue experiment is also included 
(Roche et al. 2010)
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et al. (2019a) showed that the differential pressure measured 
in experiments can be given by

where pf  is the basal pore pressure and �b is the mix-
ture density at the base. The use of this expression and our 
numerical results show that the temporal evolution of pc 
at different positions along the channel is characterized by 
a short under-pressure phase followed by a longer over-
pressure stage in proximal domains ( x < 0.5 m , Fig. 8a–c), 
while distal points present only the under-pressure phase 
(Fig. 8a–c) because most of the pore pressure is already dis-
sipated at these distances from the reservoir. Although the 
duration of the under-pressure phase of pc is shorter than 
that measured in the benchmark experiment, the simulated 
minimum values, their evolution with distance, and the time 
at which these values are reached are strongly consistent 
with experimental data (Fig. 8d–e). On the other hand, while 
the maximum values of pc and those of experimental data 
are in agreement, the times at which these maximum values 
are observed are shifted.

The deposition dynamics of particles in the simulations 
is shown in Fig. 9. Note that these results are a direct 
consequence of the rheological model adopted and no 

(11)pc = pf −
1

2
�b
(
uslip

)2
,

calibrated inputs of sedimentation rate are needed to par-
ametrize the deposition of granular material. The length 
of the sliding head ( Lh , Fig. 9a) was computed consider-
ing that sedimentation occurs at the base of the channel 
when the slip velocity reaches a value lower than 5% of 
the maximum slip velocity observed during the simulation. 
On the other hand, the variable Ad (area of material depos-
ited, Fig. 9a) was calculated by considering the modulus of 
velocity in each cell of the computational grid. In particu-
lar, at a given distance from the reservoir, the thickness of 
the deposit was computed considering all the cells with a 
velocity modulus lower than 0.1 m/s (i.e., about 5% of the 
maximum value of the velocity modulus observed during 
the simulations). Our simulations show maximum lengths 
of the flow head of the order of 0.85–1.15 m, slightly 
larger than the experimental estimates of Roche (2012) 
(i.e., ~0.7 m; Fig. 9b) and twice the values simulated and 
observed in analogue experiments of dry granular flows 
of the same dimensions (i.e., 0.4–0.5 m; Roche 2012; 
Chupin et al. 2021). The relationship between Lh∕L and 
Ld∕Lf  (see Fig. 9a for definition) shows a linear trend, in 
agreement with experimental data and also with the behav-
ior of dry granular flows (Roche 2012; Chupin et al. 2021; 
Fig. 9c). The evolution of the deposit area compared with 

Fig. 3   Temporal evolution of the front position of the granular flows 
in four simulations performed on horizontal planes, considering ini-
tially fluidized conditions and different values of the effective diffu-
sion coefficient ( � , see legend). The temporal evolution of the front 
position of the benchmark analogue experiment is shown as well (see 
legend; Roche et  al. 2010). Because our simulations are not able to 
describe flow thicknesses lower than 3.5 mm (i.e., the cell size used 
in numerical simulations), we also include the experimental data 
considering only flow thicknesses above this threshold in the defi-
nition of the front position. Both axes are normalized using ad-hoc 
factors in order to produce non-dimensional results ( H = 0.4 m and 
g = 9.8 m∕s2)

Fig. 4   Temporal evolution of the front velocity of the granular flows 
in four simulations performed on horizontal planes, considering ini-
tially fluidized conditions and different values of the effective dif-
fusion coefficient ( � , see legend). A moving average function was 
applied to these curves, considering a time window of 0.1 s. The 
evolution of the front velocity of the benchmark analogue experi-
ment is shown as well (see legend; Roche et al. 2010). Because our 
simulations are not able to describe flow thicknesses lower than 3.5 
mm (i.e., the cell size used in numerical simulations), we include 
the experimental data considering only flow thicknesses above this 
threshold in the definition of the front position. Both axes are normal-
ized using ad-hoc factors in order to produce non-dimensional results 
( H = 0.4 m and g = 9.8 m∕s2 ). Note that the theoretical value for the 
maximum velocity in a dam-break experiment of an inviscid flow is 
u∕

√
gH =

√
2 ≈ 1.4 (Marino et al. 2005)
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the normalized time and run-out distance is also consist-
ent with experimental data. Most of the deposition occurs 
during the final 40% of the propagation time span, when 
the flow front has already traveled more than 80% of the 
final run-out distance (Fig. 9d–e). The results show that 
most of the deposition occurs between t ≈ 4.0

√
H∕g and 

t ≈ 6.0
√
H∕g − 6.5

√
H∕g (Fig. 9f–g) and that lowering the 

pore pressure diffusion coefficient leads to delayed deposi-
tion. The position at which the peak of sedimentation rate 
occurs increases monotonically with time in all the simu-
lations presented, showing slightly S-shaped curves that 
start in the vicinity of the reservoir and present maximum 
advance velocities similar in all the cases ( usp∕

√
gH ∼ 1.4 , 

where usp is the advance velocity of the position of the 
deposition rate peak), significantly higher than the flow 
front velocity (Fig. 9f). Thus, our results suggest that the 
advance of the position of maximum deposition rate is 
poorly correlated with the behavior of the flow front. At 
a given point along the channel, the deposition of parti-
cles tends to occur very rapidly (Fig. 9g). In fact, the time 
elapsed between the deposition of 10% and 90% of the 
final deposit at a given point is of the order of 0.1

√
H∕g , 

one order of magnitude smaller than the granular flow 
duration (Fig. 9g). Locally, the sedimentation rate reaches 
peaks of the order of 1 m/s, with mean sedimentation rates 

of the order of 0.1 m/s. It is worth noting, however, that 
this constraint of sedimentation rate is strongly influenced 
by the threshold used to define the deposited portion of the 
granular flow during its propagation.

Simulations on inclined planes

In the previous section, we showed that the effective diffu-
sion coefficient required to simulate the benchmark analogue 
experiment (Roche et al. 2010), which is likely variable in 
time and position, is in the range � = 0.015 − 0.035 m2∕s . 
Considering these values of diffusion coefficient, we inves-
tigated the coupled effect of fluidization and topography 
through an additional set of simulations adopting variable 
surface slope angles (from 0° to 10°). Additionally, for com-
parison purposes, we did complementary dam-break simula-
tions considering inclined surfaces and dry flows, using the 
model described in Chupin et al. (2021).

Thereby, simulation results for run-out distance allow 
quantifying the combined effects of pore pressure and sur-
face slope angle.

The temporal evolution of the front position of dry and 
fluidized granular flows shows that a small increment of 
the surface slope angle is able to significantly increase the 

Fig. 5   a–c Basal pore pressure 
profiles of the granular flows at 
different times after release (see 
legends) in three simulations 
performed on horizontal planes, 
considering initially fluidized 
conditions and different values 
of the effective diffusion coef-
ficient ( � , see titles). Note that 
the ratio between basal pore 
pressure and the lithostatic 
pressure ( pf ∕�gh ), not shown 
here, represents the degree of 
fluidization (see Supplementary 
Figure S1). Full fluidization 
occurs when pf ∕�gh is larger 
than 1
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maximum run-out distance (Fig. 10). For instance, an incre-
ment of surface slope from 0° to 10° is able to increase the 
modeled run-out distance from ∼ 2H to ∼ 4.4H for dry gran-
ular flows (relative increase of 220%), where H is the initial 
column height, while an increase from ∼ 3.8 to ∼ 8.4H was 
computed for fluidized flows with � = 0.025 m2∕s (relative 
increase of 220%). Differences in the propagation velocity 
between dry and fluidized granular flows are evident from 
early phases of flow propagation (Figs. 10 and 11). On the 
other hand, as observed in the simulations described in the 
“Simulations on horizontal planes” section, also on inclined 
planes the differences between simulations performed with 
different diffusion coefficients are mainly manifested in the 
duration of the initial phase of velocity increase (and thus 
manifested in the maximum front velocity reached by the 
flow; Fig. 11). Instead, for a given slope angle, the velocity 
decrease during the final phase occurs at a similar rate for 
all the fluidized and dry flows simulated (Fig. 11). This is 
because, once the pore pressure has been dissipated by diffu-
sion, the rheology of all the simulated granular flows is that 
of dry flows. The deceleration of the flow front is strongly 
controlled by the slope angle (Fig. 11), ranging from ∼ 0.23g 
(at 0°) to ∼ 0.11g (at 10°). This dependency gives rise to 

significant differences in the modeled run-out distance as 
a function of surface slope angle for both dry and fluidized 
flows (Fig. 12).

Run-out of simulated flows also shows important aspects 
of pore pressure and surface slope angle effects (Fig. 12). 
For the range of diffusion coefficients adopted here, fluidi-
zation of the initial source is able to increase the run-out 
distance between ∼ 1.55H ( � = 0.035 m2∕s , slope angle of 
0°) and ∼ 5.15H ( � = 0.015 m2∕s , slope angle of 10°), cor-
responding to an increased range of the run-out distance 
between ~165 and ~225%. Interestingly, the relative increase 
of run-out distance when fluidized granular flows are com-
pared with dry flows is only weakly controlled by the slope 
angle (Fig. 12c). On the other hand, for given fluidization 
conditions, we note that an increase of slope angle from 0° to 
10° produces an increment of the run-out distance of about 
105–125%. This relative increase in the run-out distance is 
significantly larger than that measured in analogue experi-
ments by Chédeville and Roche (2015) for lower-aspect ratio 
collapsing columns (0.5–1.0), i.e., ~60% for an increase of 
slope angle from 0° to 10°. We speculate that this could 
be a consequence of the slower pore pressure diffusion that 
characterizes taller collapsing columns.

Fig. 6   a–c Temporal evolu-
tion of the front position and a 
set of iso-pressure fronts (i.e., 
the position along the x-axis 
at which specific values of 
pore pressure are reached as a 
function of time, see legends) in 
three simulations performed on 
horizontal planes, considering 
initially fluidized conditions and 
different values of the effective 
diffusion coefficient ( � , see 
titles)
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The slope angle has a small influence on the maximum 
basal pore pressure computed at a given distance (Fig. 13). 
This shows that the evolution of the basal pore pressure is 
mainly controlled by the effective pore pressure diffusion 
coefficient. On the other hand, the length of the sliding 
head increases significantly when granular flows propa-
gate on inclined surfaces (Fig. 14a–c). Moreover, inclined 
topographies are able to delay the onset of deposition and 
reduce the sedimentation rate (Fig. 14d–f). Interestingly, the 
shape of the curves describing the evolution of the deposit 
area (Fig. 14d–f) changes when different slope angles are 

considered. Deposition in flow propagating on horizontal 
surfaces occurs at a nearly constant rate during almost all 
the deposition stage (Fig. 14d–f), and the position at which 
the maximum deposition rate occurs advances at an almost 
constant velocity (Fig. 14g–i). However, in simulations 
performed at high slope angles, the initial stage of deposi-
tion, characterized by a relatively low sedimentation rate, is 
accompanied by a relatively slow advance of the position 
at which the maximum deposition rate occurs (Fig. 14g–i), 
while both the sedimentation rate and the advance velocity 

Fig. 7   a–c Temporal evolution of basal pore pressure at different 
positions (see legends) in simulations on horizontal planes, consider-
ing initially fluidized conditions and different values of the effective 
diffusion coefficient ( � , see titles). Experimental data are also pre-
sented (Roche et  al. 2010). d Maximum normalized values of basal 
pressure in numerical simulations and in the benchmark experiment 

as a function of horizontal distance (see legend; Roche et al. 2010). e 
Time needed to reach the extreme values of basal pressure (i.e., mini-
mum, if present, and maximum values) at the channel base in numeri-
cal simulations and in the benchmark experiment (see legend; Roche 
et al. 2010)
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of the position of maximum deposition rate increase during 
the final period of deposition (Fig. 14d–i).

Discussion

In this work, we have presented a new model to describe 
dam-break fluidized granular flows and test the effect of 
low-angle inclined surfaces in the resulting propagation 
dynamics. This model, built on the formulation described 
by Chupin et al. (2021) for dry flows, was compared with a 
benchmark analogue experiment for which detailed infor-
mation on flow propagation, pore pressure evolution, and 
sedimentation dynamics is available in the literature (Roche 
et al. 2010; Roche 2012). Thereby, this work complements 
previous efforts to analyze analogue experiments through 
numerical modeling (Breard et al. 2019a). In particular, 
Breard et al. (2019a) tested different friction models and 
compared their simulations with experiments considering 
flow shape, kinematics, and pore pressure evolution. Our 

model allows the description of the sedimentation dynam-
ics of granular flows and their comparison with additional 
characteristics of the benchmark experiment (Roche et al. 
2010; Roche 2012), thus allowing to explore aspects of gran-
ular flows that were not addressed by Breard et al. (2019a). 
In contrast, the model of Breard et al. (2019a) is able to 
describe slight compaction and dilation processes, which is 
not possible in our formulation.

Numerical results reproduce reasonably well the collapse 
and propagation dynamics described in the analogue experi-
ment in terms of run-out distance and pore pressure, and 
they allow to constrain the effective diffusion coefficient that 
characterizes the granular material considered. However, 
even though the model captures the general shape of the 
resulting deposits, the thickness tends to be under-estimated 
in proximal domains and overestimated in distal domains. 
Potential sources of systematic differences between the ana-
logue experiments and our numerical model are the dynam-
ics of gate opening and simplifications in the mathematical 
description such as the non-compressibility of the granular 

Fig. 8   a–c Temporal evolution 
of pc (see Eq. (11)) at differ-
ent positions (see legends) 
in simulations performed on 
horizontal planes, considering 
initially fluidized conditions 
and different values of the 
effective diffusion coefficient 
( � , see titles). Experimental 
data are also presented (Roche 
et al. 2010), which describe the 
difference between the pressure 
generated by the flow above a 
sensor located at x = 0.2 m and 
the ambient atmospheric pres-
sure. d Maximum normalized 
values of pc and differential 
pressure with respect to the 
atmosphere in numerical simu-
lations and in the benchmark 
experiment, respectively, as a 
function of horizontal distance 
(see legend; Roche et al. 2010). 
e Time needed to reach the 
extreme values (i.e., minimum 
and maximum values) of pc 
and of differential pressure 
with respect to the atmosphere 
in numerical simulations and 
in the benchmark experiment 
(Roche et al. 2010), respectively 
(see legend)
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flow and the assumption of a constant effective diffusion 
coefficient in space and time.

Interestingly, our estimates of the effective diffusion coef-
ficient are consistent with experimental measurements on 
static defluidizing beds (Roche et al. 2010) and are one order 
of magnitude smaller than the theoretical value, which fails 
completely in predicting the behavior of the studied ana-
logue experiment (see Fig. 1d). The discrepancy between the 
theoretical value and experiment-derived estimates (Roche 
et al. 2010; Montserrat et al. 2012) is a major unsolved 
issue related to pore pressure diffusion in granular materi-
als. Breard et al. (2019b) showed that if the volume of air in 
a windbox at the base of an experimental granular column is 
significant compared to the volume of air in the column, then 

the measured diffusion coefficient is larger than predicted 
theoretically. However, we made recently further pore pres-
sure diffusion tests in a device with a windbox whose vol-
ume was less than ~0.05 % of the volume of air in the granu-
lar column, and we found a positive correlation between 
the diffusion coefficient and the column height (in prepara-
tion). Therefore, though a windbox affects the estimates of 
pore pressure diffusion coefficient, it cannot be invoked to 
explain differences of more than one order of magnitude 
between experimental and theoretical estimates, and thus 
additional investigation is still required to understand this 
discrepancy. In the case of the numerical simulations pre-
sented here, we note that the effective diffusion coefficients 
� = 0.015 − 0.035 m2∕s giving the best agreement with the 

Fig. 9   Plots describing the 
deposition dynamics of particles 
in our numerical simulations. 
a Schematic figure showing 
the definitions used to describe 
the deposition dynamics of 
the modeled granular flows. b 
Temporal evolution of the slid-
ing head length ( Lh , see panel 
a) in simulations performed on 
horizontal planes, considering 
initially fluidized conditions 
and different values of the 
effective diffusion coefficient 
( � , see legend). c Lh∕L as a 
function of Ld∕Lf  (see panel a) 
in the same set of simulations, 
where Lf = L(tf ) and tf  is the 
final time. d Temporal evolution 
of Ad∕Ad(tf ) (see panel a) in 
the same set of simulations. e 
Ad∕Ad(tf ) as a function of L∕Lf  
(see panel a) in the same set of 
simulations. f Temporal evolu-
tion of the position at which the 
peak of deposition rate is mod-
eled in the same set of simula-
tions. The front position is also 
included. g Times at which 
different percentiles (10%, 
50%, and 90%) of the final 
deposit thickness are reached 
as a function of distance along 
the x-axis, for the same set of 
simulations. In panels b–e, we 
include data from the bench-
mark analogue experiment 
(Roche 2012)

Page 13 of 20    77Bulletin of Volcanology (2021) 83: 77



1 3

experimental data are those typical of static bed heights of 
~15–25 cm, which are about half the height of the initial 
column in the dam-break configuration. This typical height 
seems to be the best compromise between the height of the 
column released and that of the resulting flow.

Despite that main differences in flow dynamics due to 
different diffusion coefficients arise during only the first 
~17–22% of the total propagation time, they can cause sig-
nificant changes in the resulting run-out distance. In contrast, 
during the later phases of flow propagation, once pore pres-
sure has diffused significantly, the non-fluidized conditions 
of the flow produce a similar stopping dynamics in all the 
simulations studied. These results suggest that understanding 

the processes controlling the generation and evolution of 
pore pressure (e.g., internal gas-particle motion, air inges-
tion, particle settling, and diffusion; Sweeney and Valentine 
2017; Valentine and Sweeney 2018; Valentine 2020; Fries 
et al. 2021) at early propagation stages can be particularly 
critical in controlling the whole granular flow, regardless of 
possible mechanisms able to generate pore pressure during 
later propagation stages (Benage et al. 2016; Breard et al. 
2018; Chédeville and Roche 2015, 2018; Lube et al. 2019), 
which are not taken into account in our numerical model and 
are expected to be negligible in the benchmark experiment. 
In simulations on horizontal surfaces with effective diffu-
sion coefficients compatible with the benchmark experiment, 

Fig. 10   Temporal evolution of the front position of the granular flows in simulations with variable initial fluidization conditions (dry and fluid-
ized flows) and different values of the effective diffusion coefficient and surface slope angle (see titles and legend)
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we observe an increase of run-out distance by a factor of 
~1.8–2.2 when compared with dry granular flows. Thus, flu-
idization processes represent a critical factor in the evalua-
tion of PDC hazards.

Additionally, this work provides insights for understand-
ing some aspects of the dynamics of fluidized granular flows 
such as the evolution of pore pressure in time and space, the 
deposition process, and the effect of inclined topographies. 
These aspects are discussed below:

a.	 Our simulations of initially fluidized flows present an 
initial phase dominated by pore pressure advection and 
a later phase controlled by pore pressure diffusion up 

to reach stationary conditions. The transition between 
these phases is influenced by the effect of front velocity 
on flow stretching because pore pressure diffuses faster 
in thinner flows. Importantly, these results suggest that 
the fluidization effect in increasing the maximum run-
out distance may be self-limited, particularly on steep 
slopes. In fact, high pore pressure reduces friction and 
causes faster granular flows able to travel larger dis-
tances, but in turn, fast propagation causes a reduction 
in flow thickness, which causes faster pore pressure dif-
fusion.

b.	 The basal pore pressure simulated at a given point 
along the channel shows an over-pressure phase coin-

Fig. 11   a–f Temporal evolution of the front velocity of the granular 
flows in simulations with variable initial fluidization conditions (dry 
and fluidized flows) and different values of the effective diffusion 

coefficient and surface slope angle (see titles and legend). A moving 
average function was applied to these curves, considering a time win-
dow of 0.1 s
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cident with the passage of the flow head, while the 
pressure signal measured in experiments beneath the 
flow substrate interface, which represents the difference 
between the pressure at the flow base and the ambient 
atmospheric pressure, is characterized by a short under-
pressure phase followed by a longer over-pressure stage. 
Although comparing these data is not straightforward 
because the experimental data are partially influenced 
by processes not considered in our model, in this work, 
we analyzed the main characteristics of these signals 
and we also considered the influence of the basal slip 
conditions, as suggested in the literature (Roche et al. 
2010; Breard et al. 2019a). We show that the relationship 
between distance along the channel and the maximum 
pressure reached during the flow passage is remarkably 
similar in simulations and experiments, which indicates 

that our model is able to capture reasonably well the 
evolution of pore pressure within the granular flow. This 
suggests that the effect of compaction and dilatancy pro-
cesses (Bouchut et al. 2016, 2021) is limited once the 
flow front has passed and that the pore pressure effect in 
the propagation of granular flows can be modeled con-
sidering only advection and diffusion. Moreover, we 
show that the magnitude of the under-pressure phase 
measured in experiments can be successfully quantified 
by considering the slip velocity at the channel base, as 
proposed by Breard et al. (2019a).

c.	 Our simulations suggest that deposition is close to the en 
masse end-member. In fact, for a given point along the 
channel, the time span during which deposition occurs is 
much smaller than the timescale of granular flow propa-
gation. Our results show that the position at which the 

Fig. 12   a–e Comparison of the run-out distance of granular flows in 
simulations performed considering variable initial conditions (dry 
and fluidized flows) and different effective diffusion coefficients as a 
function of the surface slope angle. We use the function sin(∙) in the 
x-axes because it is the driving component of gravity. RD∕H : run-out 
distance over initial column height ( H ). (RD − RDdry)∕H : increase of 

run-out distance over H with respect to dry flows. RD∕RDdry : ratio of 
run-out distance with respect to dry flows. (RD − RDhor)∕H : increase 
of run-out distance over H with respect to a flow propagated over a 
horizontal surface. RD∕RDhor : ratio of run-out distance with respect 
to a flow propagated over a horizontal surface
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maximum sedimentation rate occurs advances mono-
tonically from the reservoir and it is strongly influenced 
by the surface slope angle, while the effect of the pore 
pressure diffusion coefficient is small. Our conclusion 
on deposition is relevant for the experimental configu-
ration considered but it is not necessarily applicable for 
natural systems of significantly larger scale. In nature, 
in fact, progressive aggradation can operate if the onset 
of deposition occurs at early stages, the flow thickness 
is large, and the deposition rate is low (see Fig. 12 of 
Roche 2012).

d.	 Numerical simulations on inclined surfaces have shown 
that a low slope angle (up to 10°) is able to increase the 
run-out distance by a factor of 2.05–2.25 when com-
pared with horizontal surfaces. This has major implica-
tions for pyroclastic density currents, which typically 
propagate at gentle slope angles. A remarkable example 
where the regional slope could exert a significant effect 
is the Cerro Galan Ignimbrite (NW Argentina; Francis 
et al. 1983; Cas et al. 2011; Lesti et al. 2011), which pre-
sents a maximum run-out distance of ~70 km and was 
emplaced on a regional regular slope of a few degrees. 
Cas et al. (2011) also suggested an important effect of 
gas pore pressure in the reduction of friction between 
the flow and the substrate in this case study. Another 
example is the Peach Spring Tuff (USA), formed by 
PDCs that traveled >170 km from the eruptive center 
and propagated on substrates with gentle slope angles 
(Valentine et al. 1989; Roche et al. 2016). In this case as 
well, a significant influence of gas pore pressure on the 
resulting run-out distance has been suggested (Roche 
et al. 2016). Notice that though regional slope may 

enhance the runout distance of PDCs, recent advances 
suggest that the latter is controlled fundamentally by the 
discharge rate (Roche et al. 2021).

Concluding remarks

The numerical simulations presented in this work and their 
comparison with published experimental data have revealed 
the following:

1.	 Even though the pore pressure diffusion coefficient prob-
ably varies in space and time in dam-break fluidized gran-
ular flows, a constant (effective) pore pressure diffusion 
coefficient can be estimated to capture reasonably well 
the flow dynamics in terms of run-out distance, temporal 
evolution of pore fluid pressure, and shape of the deposit.

2.	 Pore pressure increases significantly the run-out distance 
of initially fluidized granular flows when compared with 
dry granular flows (e.g., by a factor of ~1.8 to ~2.2 on 
horizontal slopes). Therefore, taking into account pore 
fluid pressure appears critical for modeling dense PDCs 
in the context of volcanic hazard assessment.

3.	 A significant effect on granular flow run-out is also exerted 
by the substrate slope angle. For given fluidization condi-
tions, an increase of slope angle from 0° to 10° produces 
an increment of the run-out distance of 105–125%.

4.	 The effect of fluidization in increasing run-out distance 
may be self-limited because the higher velocity due 
to fluidization tends to reduce flow thickness, which 
induces faster pore pressure diffusion.

5.	 The pore pressure evolution in initially fluidized granular 
flows is mainly controlled by the diffusion coefficient, while 
the effect of the angle slope of the substrate is limited.

6.	 In the dam-break configuration at the laboratory scale, 
the onset of the deposition of granular flows occurs with 
a significant delay with respect to the front propaga-
tion. Once deposition starts, the position at which the 
maximum sedimentation rate occurs advances mono-
tonically with time at a velocity significantly larger than 
the flow front velocity. The dynamics of sedimentation 
in the studied experimental configuration, which is a 
direct consequence of the rheological model adopted and 
does not require calibrated inputs to set the sedimenta-
tion rate, is close to the en masse end-member model, 
but more progressive aggradation may operate in nature.

7.	 Our model describes depth-dependent variations of the 
properties of granular flows considering high-aspect 
ratio dam-break configurations. Moreover, the possibil-
ity of exploring granular flows at a larger-length scale 
makes this model a promising tool for investigating the 
factors controlling the dynamics of long run-out PDCs 
in nature.

Fig. 13   Maximum normalized basal pore pressure during the propa-
gation of fluidized granular flows as a function of horizontal distance 
in numerical simulations with different effective diffusion coefficients 
and surface slope angles (see legend)
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Fig. 14   a–c Temporal evolution of Lh (see Fig. 9a) in simulations per-
formed on horizontal and inclined planes (see legends), considering 
initially fluidized conditions and different values of the effective dif-
fusion coefficient ( � , see titles). d–f Temporal evolution of Ad∕Ad(tf ) 

(see Fig. 9a) in the same set of simulations. g–i Temporal evolution 
of the position at which the peak of deposition rate is modeled in the 
same set of simulations. The front position is also included
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