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Abstract. In this paper we study the path regularity of the adpated solutions to a class of
backward stochastic differential equations (BSDE, for short) whose terminal values are al-
lowed to be functionals of a forward diffusion. Using the new representation formula for
the adapted solutions established in our previous work [7], we are able to show, under the
mimimum Lipschitz conditions on the coefficients, that for a fairly large class of BSDEs
whose terminal values are functionals that are either Lipschitz under the L∞-norm or under
the L1-norm, then there exists a version of the adapted solution pair that has at least càdlàg
paths. In particular, in the latter case the version can be chosen so that the paths are in fact
continuous.

1. Introduction

Let (�,F, P ; {Ft }) be a complete filtered probability space on which is defined
a d-dimensional Brownian motion W ; and suppose that the filtration {Ft }t≥0 is
generated by the Brownian motion W with the usual augmentation. The celebrated
Martingale Representation Theorem (see, e.g., [3], [12]) states that every square
integrable martingale must be of the form of a stochastic integral against the Brown-
ian motion W . In particular, for any FT -measurable random variable ξ such that
E|ξ |2 < ∞, there exists an {Ft }-predictable process Z with E

∫ T
0 |Zt |2dt < ∞

such that

E{ξ |Ft } = E[ξ ] +
∫ t

0
〈Zs, dWs〉, t ∈ [0, T ], (1.1)

where 〈·, ·〉 denotes the inner product in R
n. Now our question is: what can we say

about the path regularity of the process Z? The answer to this question is quite
indefinite, as the following examples show:

(A) ξ = WT . Then Zt ≡ 1, ∀t ∈ [0, T ];
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(B) ξ = max0≤t≤T Wt . Then by the Clark-Ocone formula, Zt = E{Dtξ |Ft } =
E{1[0,τ ](t)|Ft }, where D is the “Malliavin derivative” and τ is the a.s. unique
point where W attains its maximum (cf. e.g., [9]).

(C) ξ = ∫ T
0 hsdWs , whereh is any {Ft }-predictable process such thatE

∫ T
0 |hs |2ds

< ∞, then Zt ≡ ht , ∀t ∈ [0, T ].

While the example (C) shows that one may not conclude anything in general, ex-
amples (A) and (B) do show that in some cases Z could indeed be “piecewise
continuous”, especially when ξ is of the form as a functional of the Brownian path
W . In fact, it has long been conjectured that the process Z should have a version
that has càdlàg paths whenever ξ = �(W)T , where� : C([0, T ]) �→ R is a “nice”
functional of W .

The above problem has been observed in a more general setting: instead of
(1.1) let us consider a backward stochastic differential equation (BSDE) initiated
by Pardoux-Peng (1990) [10]:

Yt = ξ +
∫ T

t

f (r, Yr , Zr)dr −
∫ T

t

〈Zr, dWr 〉, t ∈ [0, T ], (1.2)

where f : �× [0, T ]×R×R
d �→ R is some appropriate measurable function. It is

easy to check that (1.1) corresponds to the the special case of (1.2) with f ≡ 0, and
Yt = E{ξ |Ft }, t ∈ [0, T ]. A well-investigated case of (1.2) is the following exten-
sion of Example (A): ξ = g(XT ), where g is a function and f = f (t, Xt , Yt , Zt ),
where X is a diffusion given by the SDE:

Xt = x +
∫ t

0
b(Xr)dr +

∫ t

0
σ(Xr)dWr, t ∈ [0, T ]. (1.3)

In this case, Pardoux and Peng proved in one of their seminal works [11] that,
among other things, the process Z has continuous paths provided that the coeffi-
cients of (1.2) and (1.3) are sufficiently smooth (in particular, f and g are C3 in
their spatial variables). In fact, viewing (1.2) and (1.3) as a special (decoupled) case
of the so-called forward-backward SDEs, it was shown in Ma-Protter-Yong [5] that
the process Z has a more explicit expression:

Zt = ux(t, Xt )σ (Xt ), t ∈ [0, T ], (1.4)

where u is the classical solution to a quasilinear PDE. Consequently Z must be
continuous, verifying the result of [11]. However, we should note that all these re-
sults require rather heavy smoothness of the coefficients f and g. In a recent paper
Jacod-Méléard-Protter [2] studied, among other things, the explicit form and path
regularity of Z, as a “martingale representation” problem when W is allowed to be
any Lévy process and g is continuously differentiable. But the results there are only
valid when f ≡ 0 and g is at most the “discrete functional” as is defined in this
paper. In fact, to our best knowledge, so far there has been no regularity results for
the process Z, even in the Brownian case, when f (�= 0) and g are only Lipschitz
continuous.
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In this paper we shall prove that the conjecture on the path regularity of the pro-
cess Z is indeed true for a large class of BSDEs with functional terminal condition
and Lipschitz generators. More precisely, we show that if the terminal condition of
a BSDE is of the form ξ = �(X)T , where� is Lipschitz continuous (not necessar-
ily bounded!) under the sup-norm, then the process Z must have a càdlàg version;
and only requirement on the generator f is that it is Lipschitz continuous in all
spatial variables. Moreover, if the functional g is Lipschitz under the L1-norm, we
show that Z will even have an a.s. continuous version. The significance of such a
result lies in that it will enable one to put the solution pair (Y, Z) in a canonical
path space, such as the well-known D-space with Skorohod topology, which opens
the door to many further studies on BSDEs, especially to those concerning the so-
lutions in a weak sense, both theoretically or numerically. Our result relies heavily
on the representation formula that we established in our previous paper [7]; and a
key device we use to prove the convergence of our approximation scheme is the
Meyer-Zheng topology on pseudo-paths of stochastic processes (cf. [8]).

The rest of the paper is organized as follows. In section 2 we give some prelimi-
nary results, including the notion of Meyer-Zheng pseudo-path topology. In section
3 we study the case when the functional � depends only on finitely many points
of X and establish a crucial estimate on the conditional variation of Z. In section 4
we study the case where the functional � is Lipschitz under the sup-norm; and in
section 5 we extend the result to the so-called “integral Lipschitz” case and prove
a much stronger result.

2. Preliminaries

Throughout this paper we assume that (�,F, P ) is a complete probability space on

which is defined a d-dimensional Brownian motionW = (Wt )t≥0. Let F
�= {Ft }t≥0

denote the natural filtration generated by W , augmented by the P -null sets of F ;
and let F = F∞. We shall denote E to be a generic Euclidean space (or E1, E2, ...,
if different spaces are used simultaneously); and regardless of their dimensions we
denote 〈·, ·〉 and | · | to be the inner product and norm in all E’s, respectively. We
should point out here that although most of the vectors in this paper are considered
as column vectors, we sometimes require certain multi-dimensional process to be
of row vector form for notational convenience. For instance, throughout this paper

we denote �x = ( �
�x1

, · · · , �
�xd

). Thus if ϕ : R
d �→ R is differentiable, then �xϕ

�=
(�x1ϕ, · · · , �xd ϕ) will be a row vector! Also, if ψ = (ψ1, · · · , ψd)T : R

d �→ R
d

is differentiable, then �xψ
�= (�xiψ

j )di,j=1 is a matrix, with �xψj , j = 1, · · · , d
being its row vectors.

We inherit the notations from [7] for the following spaces that will be frequently
used in the sequel: let X denote a generic Banach space,

• L0([0, T ]; X ) is the space of all Borel measurable functions ϕ : [0, T ] �→ X ;
• C([0, T ]; X ) is the space of all continuous functions ϕ : [0, T ] �→ X ;
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• for integers k and %, Ck,%([0, T ] × E; E1) is the space of all E1-valued functions
ϕ(t, e), (t, e) ∈ [0, T ]×E, such that they are k-times continuously differentiable
in t and %-times continuously differentiable in e.

• C
k,%
b ([0, T ] × E; E1) is the space of those ϕ ∈ Ck,%([0, T ] × E; E1) such that

all the partial derivatives are uniformly bounded;
• W 1,∞(E; E1) is the space of all measurable functionsψ : E �→ E1, such that for

some constant K > 0 it holds that ‖ψ(x)−ψ(y)‖E1 ≤ K‖x − y‖E, ∀x, y ∈ E;
• for any sub-σ -field G ⊆ FT and 0 ≤ p < ∞,Lp(G; E) denotes all E-valued, G-

measurable random variable ξ such thatE|ξ |p < ∞. Moreover, ξ ∈ L∞(G; R
d)

means it is G-measurable and is bounded;
• for 0 ≤ p < ∞, Lp(F, [0, T ]; X ) is the space of all X -valued, F-adapted pro-

cesses ξ satisfying E
∫ T

0 ‖ξt‖pX dt < ∞; and also, ξ ∈ L∞(F, [0, T ]; X ) means
it is a process uniformly bounded in (t, ω);

• C(F, [0, T ] × E; E1) is the space of all E1-valued, continuous random field
ϕ : � × [0, T ] × E �→ E1, such that for fixed e ∈ E, ϕ(·, ·, e) is an F-adapted
process.

To simplify notation we often denote: C([0, T ] × E; E1) = C0,0([0, T ] ×
E; E1);Ck,%([0, T ]×E) = Ck,%([0, T ]×E; R);C(F, [0, T ]×E) = C(F, [0, T ]×
E; R) and W 1,∞(E) = W 1,∞(E; R), ..., etc.

The main object of this paper is the following system of SDEs:
dXt = b(t, Xt )dt + σ(t, Xt )dWt ;
dYt = −f (t, Xt , Yt , Zt )dt + 〈Zt , dWt 〉,
X0 = x, YT = ξ

(2.1)

where x ∈ R
n and ξ ∈ L2(FT ,R), and the negative sign in front of the drift of the

second equation is for convenience in the future. Note that the second SDE in (2.1)
is specified for a terminal value, it is thus called a backward SDE. The solution to
(2.1) is defined as a triplet (X, Y, Z) ∈ L2(F;C([0, T ]; R

n))×L2(F;C([0, T ]))×
L2(F, [0, T ]; R

d), where the processZ is called the martingale part of the solution.
To simplify notation from now on we make the convention that the martingale part

of the solution to the FBSDE (2.1), the process Z
�= (Z1, · · · , Zd), is a row vector.

Thus, the stochastic integral in (2.1) can now be simply written as
∫
ZsdWs .

Throughout this paper we shall make use of the following Standing Assump-
tions:

(A1) n = d. The functions σ ∈ C
0,1
b ([0, T ] × R

d; R
d×d), b ∈ C

0,1
b ([0, T ] ×

R
d; R

d); and all the partial derivatives of b and σ are uniformly bounded by a
common constant K > 0. Further, there exists a constant c > 0, such that

ξT σ (t, x)σT (t, x)ξ ≥ c|ξ |2, ∀t ∈ [0, T ]∀x, ξ ∈ R
d . (2.2)

(A2) The function f ∈ C([0, T ]×R
d×R×R

d)∩L0([0, T ];W 1,∞(Rd×R×R
d)).

Furthermore, we denote the Lipschitz constant of f by the same K > 0 as in (A1);

and assume that sup0≤t≤T
{

|b(t, 0)| + |σ(t, 0)| + |f (t, 0, 0, 0)|
}

≤ K .
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The following results are either standard or slight variations of the well-known
results in the SDE and the backward SDE literature. As in [7], we state them for
ready references.

Lemma 2.1. Suppose that b̃ ∈ C(F, [0, T ] × R
d; R

d) ∩ L0(F, [0, T ];W 1,∞
(Rd; R

d)) and σ̃ ∈ C(F, [0, T ] × R
d; R

d×d) ∩ L0(F, [0, T ];W 1,∞(Rd; R
d×d)),

with a common Lipschitz constant K > 0. Assume further that b̃(t, 0) = 0,
σ̃ (t, 0) = 0, and for any h0 ∈ L2(F, [0, T ]; R

d), h1 ∈ L2(F, [0, T ]; R
d×d),

let X be the solution of FSDE:

Xt = x +
∫ t

0
[̃b(s,Xs) + h0

s ]ds +
∫ t

0
[̃σ(s,Xs) + h1

s ]dWs; (2.3)

Then for any p ≥ 2, there exists a constant C > 0 depending only on p and T and
the Lipschitz constant K , such that

E
{

sup
0≤t≤T

|Xt |p
}

≤ C

{
|x|p + E

∫ T

0

[
|h0
t |p + |h1

t |p
]
dt

}
. (2.4)

Lemma 2.2. Assume that f̃ ∈ C(F, [0, T ] × R × R
d)∩L0(F, [0, T ];W 1,∞(R ×

R
d))with a uniform Lipshcitz constantK > 0; and assume further that f̃ (ω, s, 0, 0)

= 0, P -a.e. ω ∈ �. For any ξ ∈ L2(FT ; R) and h ∈ L2(F, [0, T ]), let (Y, Z) be
the adapted solution to the BSDE:

Yt = ξ +
∫ T

t

[
f̃ (s, Ys, Zs) + hs

]
ds −

∫ T

t

ZsdWs. (2.5)

Then, there exists a constantC > 0 depending only on T and the Lipschitz constant
K , such that

E

{∫ T

0
|Zt |2dt

}
≤ CE

{
|ξ |2 +

∫ T

0
|ht |2dt

}
. (2.6)

Moreover, for all p ≥ 2, there exists a constant Cp > 0 that might depend on p,
such that

E

{
sup

0≤t≤T
|Yt |p

}
≤ CpE

{
|ξ |p +

∫ T

0
|ht |pdt

}
. (2.7)

To conclude this section we introduce the notions of pseudo-path topology and
quasimartingales (cf. Dellacherie-Meyer [1] or Meyer-Zheng [8]), adjusted to our

setting. To begin with, let us denote D
�= D([0, T ]) ⊂ L0([0, T ]) to be the space of

all càdlàg function on [0, T ]. For any w ∈ L0([0, T ]), we define the pseudo-path
of w to be a probability measure on [0, T ] × R̄:

Pw(A)
�= 1

T

∫ T

0
1A(t, w(t))dt, ∀A ∈ B([0, T ] × R̄). (2.8)
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It can be shown that the mapping ψ : w �→ Pw is 1-1 on L0([0, T ]). Thus we can
identify all w ∈ L0([0, T ]) with its pseudo-path; and we denote all pseudo-paths
by /. In particular, using the mapping ψ the space D can then be imbedded into
the compact space P of all probability laws on the compact space [0, T ] × R̄ (with
the Prohorov metric). Clearly, in this sense

D ⊂ / ⊂ P. (2.9)

The induced topology on / and D are known as the pseudo-path topology or
sometimes called Meyer-Zheng topology. The following characterization of the
Meyer-Zheng topology is worth noting.

Lemma 2.3. (Meyer-Zheng [8, Lemma 1]). The pseudo-path topology on / is
equivalent to the convergence in measure.

Furthermore, it is known that (see, e.g., [8]) / is a Polish space; and D is a Borel
set in P . Consequently, we have

B(D) = D ∩ B(/) �= {A ∩ D : A ∈ B(/)}.
We now make the following observation. Denote M(D) to be the space of all prob-
ability measures on D, and M(/) be that of /. Then, any probability measure
P ∈ M(D) induces a probability measure P̂ ∈ M(/) by:

P̂ (A) = P(A ∩ D), ∀A ∈ B(/). (2.10)

In this sense we then have M(D) ⊂ M(/).
The most significant application of the Meyer-Zheng topology is a tightness

result for quasimartingales, which we now briefly describe. Let X be an F-adapt-
ed, càdlàg process defined on [0, T ], such that E|Xt | < ∞ for all t ≥ 0. For any
partition π : 0 = t0 < t1 < · · · < tn ≤ T , let us define

V π
T (X)

�=
∑

0≤i<n
E{|E{Xti+1 − Xti |Fti }|} + E|Xtn |, (2.11)

and define the conditional variation of X by VT (X)
�= supπ V

π
T (X). If VT (X) <

∞, then X is called a quasimartingale1. We have the following result.

Lemma 2.4. (Meyer-Zheng [8]). Let {Pn}n≥1 ⊂ M(D), such that under each Pn
the coordinate process Xt(ω) = ω(t), t ∈ [0, T ], ω ∈ D, is a quasimartingale.
Assume thatVn(X), n ≥ 1, the conditional variation ofX underPn’s, are uniformly
bounded in n. Then there exists a subsequence {Pnk } which converges weakly on D

to a law P ∗ ∈ M(D), and X is a quasimartingale under P ∗.

1 We should note that the quasimartingale in [8] is defined on [0,∞]. However, it is fairly
easy to check that if X is a quasimartingale on [0, T ] as is defined above, then the process
X̂t = Xt1[0,T )(t) + XT 1[T ,∞)(t), t ∈ [0,∞] is a quasimartingale in the sense of [8]. Fur-
thermore, the conditional variation VT (X) defined here, although looks slightly different, is
exactly the same as V (X̂) defined in [8]. In other words, our quasimartingale is a “local”
version of that in [8].
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3. Discrete functional case revisited

Before we begin our investigation, let us first recall a path regularity result we
derived in [7]. Since this result is only valid when the terminal value ξ takes the
form ξ = g(Xt0 , ..., Xtn), where g ∈ C(Rd(n+1)), which is a functional depending
on a discrete set of variables, we call it a discrete functional case in the sequel. In
this section we shall establish some further properties of the adapted solution to
BSDEs with such terminal values.

Let us assume that the standing assumptions (A1) and (A2) hold, and that g ∈
C1
b(R

d(n+1)) and f ∈ C0,1([0, T ] × R
2d+1). Let π : 0 = t0 < t1 < ... < tn = T

be a given partition of [0, T ], and let (Y, Z) be the adapted solution to the following
BSDE:

Yt = g(Xt0 , ..., Xtn)+
∫ T

t

f (r,Xr, Yr , Zr)dr−
∫ T

t

ZrdWr, t ∈ [0, T ]. (3.1)

Then from Theorem 5.1 of [7] and its proof we know that the martingale part Z
has a càdlàg version, and that on each subinterval [ti−1, ti), Z is continuous, such
that the following representation holds:

Zt = ∇iYt (∇Xt)
−1σ(t, Xt ), t ∈ [ti−1, ti). (3.2)

Here in (3.2), ∇X satisfies the following variational equation: for k = 1, · · · , d ,

∇kXt = ek +
∫ t

0
�xb(r,Xr)∇kXrdr +

d∑
j=1

∫ t

0
[�xσ j (r,Xr)]∇kXrdW

j
r , (3.3)

and for i = 1, · · · , n, (∇iY,∇iZ) satisfies the following BSDE on [ti−1, T ]:

∇iYt =
∑
j≥i

�j g∇Xtj +
∫ T

t

[
fx(r)∇Xr + fy(r)∇iYr + fz(r)∇iZr

]
dr

−
{ ∫ T

t

∇iZrdWr

}T
, t ∈ [ti−1, T ], (3.4)

where ek = (0, · · · , k1, · · · , 0)T is the k-th coordinate vector of R
d ; σ j (·) is the j -th

column of the matrix σ(·); and with 3(·) �= (X, Y, Z),{
�j g = (�x1

j
g(Xt0 , · · · , Xtn), · · · , �xdj g(Xt0 , · · · , Xtn));

(fx(r), fy(r), fz(r)) = (�xf (r,3(r)), �yf (r,3(r)), �zf (r,3(r)).

The main purpose of this paper is to generalize the path regularity result of
above to the case where the terminal value of the BSDE (3.1) takes the general
form: YT = �(X), where � : C([0, T ]; R

d) �→ R is some functional on the
path space of X. Our plan is to approximate a general function � by a sequence
of discrete functionals, and try to prove that the paths of the martingale part of
the solution under study is a limit of the sequence of corresponding solutions of
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BSDEs with discrete functional terminal on the path space(!), from which the path
regularity will follow.

To this end, we need some further properties on the adapted solution to the
BSDE (3.1). For a fixed partition π : 0 = t0 < t1 < · · · < tn = T , we denote

∇πYs =
n∑
i=1

∇iYs1[ti−1,ti )(s) + ∇nYT−1{T }(s), s ∈ [0, T ]. (3.5)

Then ∇πY is a càdlàg process. The following result is essential.

Theorem 3.1. Assume (A1) and (A2); and that g and f are both continuously
differentiable in the spatial variable (x, y, z) with uniformly bounded partial de-
rivatives. Assume further that for some constant L > 0, it holds for all x =
(x0, · · · , xn) ∈ R

d(n+1), y = (y0, · · · , yn) ∈ R
n+1 that

n∑
i=0

|�xi g(x)yi | ≤ Lmax
i

|yi |. (3.6)

Then, there exists a constant C > 0, depending on T ,K and L, but independent of
the partition π , such that

n∑
i=1

E
{∣∣∣E {∇πYti−1 − ∇πYti

∣∣∣Fti−1

} ∣∣∣}+ E{|∇πYT |} ≤ C. (3.7)

Proof. We begin by making the following convention: in what follows we denote
C > 0 to be a generic constant depending only on constants K in (A1) and (A2);
L in (3.6), and the time duraton T > 0, which is allowed to vary from line to line.

First note that (3.6) implies that |�xng| ≤ L. Thus by (3.5) we have

E{|∇πYT |} ≤ LE{|∇XT |} ≤ C.

Next, since for each i (∇iY,∇iZ) satisfies a linear BSDE (3.4), let (γ 0, ζ 0)

and (γ j , ζ j ), j = 1, · · · , n be the adapted solutions of the BSDEs

γ 0
t =

∫ T

t

[
fx(r)∇Xr + fy(r)γ

0
r + fz(r)ζ

0
r

]
dr −

{ ∫ T

t

ζ 0
r dWr

}T ;
(3.8)

γ
j
t = �j g∇Xtj +

∫ T

t

[
fy(r)γ

j
r + fz(r)ζ

j
r

]
dr −

{ ∫ T

t

ζ
j
r dWr

}T
,

respectively, we have the following decomposition:

∇iYs = γ 0
s +

∑
j≥i

γ
j
s , s ∈ [ti−1, ti). (3.9)

Therefore, using (3.5) and (3.9) we see that for each i,

∇πYti−1 − ∇πYti = ∇iYti−1 − ∇i+1Yti =
(
γ 0
ti−1

+
∑
j≥i

γ
j
ti−1

)
−
(
γ 0
ti

+
∑
j≥i+1

γ
j
ti

)
= [γ 0

ti−1
− γ 0

ti
] + γ iti +

∑
j≥i

[
γ
j
ti−1

− γ
j
ti

]
. (3.10)



Path regularity for solutions of BSDEs 171

Now let us denote the first term of the left hand side of (3.7) by I and show that
I ≤ C as well. First note that

I ≤ E
{ n∑
i=1

∣∣∣E{γ 0
ti−1

− γ 0
ti

∣∣∣Fti−1

}∣∣∣}+ E
{ n∑
i=1

∣∣∣E{γ iti ∣∣∣Fti−1

}∣∣∣}
+E

{ n∑
i=1

∣∣∣∑
j≥i

E
{
γ
j
ti−1

− γ
j
ti

∣∣∣Fti−1

}∣∣∣}
= I1 + I2 + I3, (3.11)

where Ii , i = 1, 2, 3 are defined in the obvious way. We now estimate I1–I3 sepa-
rately. First, by definition (3.8) we have

I1 = E
{ n∑
i=1

∣∣∣E{ ∫ ti

ti−1

[
fx(r)∇Xr + fy(r)γ

0
r + fz(r)ζ

0
r

]
dr

∣∣∣Fti−1

}∣∣∣}
≤

n∑
i=1

E
{ ∫ ti

ti−1

|fx(r)∇Xr + fy(r)γ
0
r + fz(r)ζ

0
r |dr

}
= E

{ ∫ T

0
|fx(r)∇Xr + fy(r)γ

0
r + fz(r)ζ

0
r |dr

}
≤ CE

{ ∫ T

0
(1 + |∇Xr |2 + |γ 0

r |2 + |ζ 0
r |2)dr

}
. (3.12)

Applying Lemmas 2.1 and 2.2 to SDEs (3.3) and (3.8) we conclude that I1 ≤ C.
To estimate I2 let us modify the BSDE (3.8) slightly. We define for any η ∈

L1(F, [0, T ]) and θ ∈ L2(F, [0, T ]; R
d) (viewed as row vector!),

9s
t (η)

�= exp
{ ∫ t

s

η(r)dr
}

; s, t ∈ [0, T ]; (3.13)

E s
t (θ)

�= exp
{ ∫ t

s

θ(r)dWr − 1

2

∫ s

t

|θ(r)|2dr
}
, s, t ∈ [0, T ]. (3.14)

(E t (θ) is known as the Doléan-Dade stochastic exponential of θ .) Then it is easily
checked that, for any p > 0, one has

[E st (θ)]p = E s
t (pθ)9

s
t

(p(p − 1)

2
|θ |2

)
; (3.15)

and
[E st (θ)]−1 = E s

t (−θ)9s
t

(
|θ |2

)
. (3.16)

In particular, we denote, for s, t ∈ [0, T ],

9s
t = 9s

t (−fy); Ms
t = E s

t (fz); (3.17)

and if there is no danger of confusion, we denote 9 = 90 and M = M0. Since fz
is uniformly bounded, by Girsanov’s Theorem (see, e.g., [3]) we know that M is a
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P -martingale on [0, T ], and W̃t
�= Wt − ∫ t

0 fz(r)dr , t ∈ [0, T ] is an F-Brownian

motion on the new probability space (�,F, P̃ ), where P̃ is defined by dP̃
dP

= MT .
Now we define

γ̃ it
�= γ it 9

−1
t , ζ̃ it

�= ζ it 9
−1
t , t ∈ [0, T ]. (3.18)

Then, using integration by parts and equation (3.8) we have

γ̃ it = ξi −
{ ∫ T

t

ζ̃ ir dW̃r

}T
, t ∈ [0, T ], (3.19)

where ξi
�= �ig∇Xti9

−1
T . Therefore, by the Bayes rule (see, e.g., [3, Lemma 3.5.3])

we have, for t ∈ [0, T ],

γ it = γ̃ it 9t = Ẽ{ξi |Ft }9t = E{MT ξi |Ft }M−1
t 9t = E{Mt

T 9tξi |Ft }. (3.20)

Now, recall the definition of ξ i’s and the boundedness of fy (whence both 9 and
9−1), we obtain that

I2 =
n∑
i=1

E

∣∣∣E{γ iti |Fti−1}
∣∣∣ ≤

n∑
i=1

E{|Mti
T 9ti ξi |}

= E
{ n∑
i=1

|�ig∇Xti9
−1
T M

ti
T 9ti |

}
≤ E

{
n∑
i=1

|�ig∇XtiM
ti
T [9ti

T ]−1|
}

≤ CE
{

sup
0≤t≤T

|Mt
T ∇Xt |

}
≤ C. (3.21)

Here we have used the assumption (3.6), as well as the fact that both M and ∇X

are continuous, square-integrable processes.
The estimate for I3 is a little more involved. First, from (3.20) we see that

E{γ jti−1
− γ

j
ti

|Fti−1} = E{ξj [Mti−1
T 9ti−1 − M

ti
T 9ti ]|Fti−1}

= E{ξjMti
T (9ti−1 − 9ti )|Fti−1} + E{ξj9ti−1(M

ti−1
T − M

ti
T )|Fti−1}.

Thus

I3 = E
{ n∑
i=1

∣∣∣∑
j≥i

E
{
γ
j
ti−1

− γ
j
ti

∣∣∣Fti−1

} ∣∣∣}

≤
n∑
i=1

∑
j≥i

E{|ξj ||Mti
T ||9ti−1 − 9ti |}

+
n∑
i=1

E
{∣∣∣∑

j≥i
E{ξj9ti−1(M

ti−1
T − M

ti
T )

∣∣∣Fti−1}
∣∣∣}

= I 1
3 + I 2

3 .
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Again, using the boundedness of fy we have

|9ti−1 − 9ti | = |9ti−1 |
∣∣∣∣exp

{
−
∫ ti

ti−1

fy(r)dr
}

− 1

∣∣∣∣ ≤ C

∣∣∣∣∫ ti

ti−1

fy(r)dr

∣∣∣∣
≤ C(ti − ti−1). (3.22)

Moreover, by assumption (3.6) we have

∑
j≥i

|ξj | ≤
n∑

j=0

|�j g∇Xtj9
−1
T | ≤ C max

0≤i≤n
|∇Xti | ≤ C max

0≤s≤T
|∇Xs |. (3.23)

Thus, combining (3.22) and (3.23) we get

I 1
3 =

n∑
i=1

E
{

|Mti
T ||9ti−1 − 9ti |

(∑
j≥i

|ξj |
)}

≤ C

n∑
i=1

E
{

|Mti
T | sup

0≤t≤T
|∇Xt |

}
(ti − ti−1)

≤ CE
{

sup
0≤t≤T

|Mt
T |2 + sup

0≤t≤T
|∇Xt |2

} n∑
i=1

(ti − ti−1) ≤ C. (3.24)

We now turn to I 2
3 . Define M̃t = E0

t (−fz), t ∈ [0, T ] (compare to M in (3.17)!).
Again, the boundedness of fz randers M̃ a P -martingale, and by (3.16) we have

M−1
t = M̃t9t (|fz|2) �= M̃t 9̃t , t ∈ [0, T ], (3.25)

where 9̃t
�= 9t(|fz|2). Now by definition of (3.17) we have

M
ti−1
T − M

ti
T = MT {M−1

ti−1
− M−1

ti
]} = MT {M̃ti−19̃ti−1 − M̃ti 9̃ti }.

Thus we see that the I 2
3 can be written as

I 2
3 =

n∑
i=1

E
{∣∣∣∑

j≥i
E{ξjMT9ti−1(M̃ti−19̃ti−1 − M̃ti 9̃ti )|Fti−1}

∣∣∣}

≤
n∑
i=1

E
{∣∣∣∑

j≥i
E{ξjMT9ti−19̃ti−1(M̃ti−1 − M̃ti )|Fti−1}

∣∣∣}

+
n∑
i=1

E
{∣∣∣∑

j≥i
E{ξjMT9ti−1M̃ti (9̃ti−1 − 9̃ti )|Fti−1}

∣∣∣}. (3.26)

Similar to (3.24) we can show that

n∑
i=1

E
{∣∣∣∑

j≥i
E{ξjMT9ti−1M̃ti (9̃ti−1 − 9̃ti )|Fti−1}

∣∣∣} ≤ C, (3.27)
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thanks to the boundedness of fz. Thus it remains to prove that the first term on the
right hand side of (3.26) is bounded as well. To see this we note that the bounded-
ness of fz and (3.15) imply that MT ∈ Lp(�) and ∇X ∈ Lp(F;C([0, T ]; R

d×d))

for all p ≥ 2. Therefore for each p ≥ 1, we use (3.6) to get

E
{ n∑
j=1

|MT ξj |
}p ≤ CE

{
|MT |p sup

0≤t≤T
|∇Xt |p

}
≤ C. (3.28)

In particular, for each j , MT ξj ∈ L2(FT ). Let us now define P -martingales

;
j
t = E{MT ξj |Ft }, t ∈ [0, T ], j = 0, 1, · · · , n. (3.29)

Since M̃ is a P -martingale as well, it is easily checked that,

n∑
i=1

E

∣∣∣∑
j≥i

E{ξjMT9ti−19̃ti−1(M̃ti−1 − M̃ti )|Fti−1}
∣∣∣

=
n∑
i=1

E
{

|9ti−19̃ti−1 |
∣∣∣∑
j≥i

E{ξjMT (M̃ti−1 − M̃ti )|Fti−1}
∣∣∣}

≤ CE
{ n∑
i=1

∣∣∣E{[∑
j≥i

(;
j
ti

− ;
j
ti−1

)
]
(M̃ti−1 − M̃ti )|Fti−1}

∣∣∣}

≤ CE
{ n∑
i=1

∣∣∣∑
j≥i

(;
j
ti

− ;
j
ti−1

)

∣∣∣2 +
n∑
i=1

(M̃ti−1 − M̃ti )
2
}
. (3.30)

Now, using Itô’s formula one shows that the exponential martingale M̃ satisfies

E(M̃ti−1 − M̃ti )
2 = E

∫ ti

ti−1

|fz(r)M̃r |2dr ≤ C(ti − ti−1),

we have
n∑
i=1

E|(M̃ti−1 − M̃ti )|2 ≤ C. (3.31)

On the other hand, since

n∑
i=1

E

∣∣∣∑
j≥i

(;
j
ti

− ;
j
ti−1

)

∣∣∣2
=

n∑
i=1

∑
j1,j2≥i

E

∫ ti

ti−1

d[;j1 , ;j2 ]r =
n∑

j1,j2=1

∑
i≤j1∧j2

E

∫ ti

ti−1

d[;j1 , ;j2 ]r

=
∑
j1,j2

E

∫ tj1 ∧tj2
0

d[;j1 , ;j2 ]r =
∑
j1,j2

E{〈;j1
tj1 ∧tj2 , ;

j2
tj1 ∧tj2 〉}

≤ 2
∑
j1≤j2

E{〈;j1
tj1
, ;

j2
tj1

〉}. (3.32)
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Let us define, for each j , a positive martingale associated to ;j :

|;|jt = E{|MT ξj ||Ft }, t ∈ [0, T ],

then |;j
t | ≤ |;|jt , t ∈ [0, T ], j = 1, · · · , n, such that

2
∑
j1≤j2

E{〈;j1
tj1
, ;

j2
tj1

〉} ≤ 2
∑
j1≤j2

E{|;|j1
tj1

|;|j2
tj1

}

= 2
n∑

j1=1

E
{

|;|j1
tj1

n∑
j2=j1

|;|j2
tj1

}
≤ 2

n∑
j1=1

E
{

|;|j1
tj1

n∑
j2=1

|;|j2
tj1

}

= 2
n∑

j1=1

E
{

|MT ξj1 |
n∑

j2=1

|;|j2
tj1

}
≤ 2

n∑
j1=1

E{|MT ξj1 | sup
0≤t≤T

n∑
j2=1

|;|j2
t }

≤ E
{( n∑

j=1

|MT ξj |
)2 +

(
sup

0≤t≤T

n∑
j=1

|;|jt
)2} ≤ CE

{ n∑
j=1

|MT ξj |
}2
. (3.33)

Here for the last inequality above we used Doob’s inequality (applied to the
martingale

∑n
j=1 |;|j ). Now by (3.28) we see that (3.33) and (3.32) yield that

n∑
i=1

E

∣∣∣ n∑
j≥i

(;
j
ti

− ;
j
ti−1

)

∣∣∣2 ≤ CE
{ n∑
j=1

|MT ξj |
}2 ≤ C. (3.34)

Now plugging (3.34) and (3.31) into (3.30), then combining with (3.27) and (3.26)
we obtain that I 2

3 ≤ C. This, together with (3.24), shows that I3 ≤ C, and hence
I ≤ C. The proof is now complete. �

Remark 3.2. We should point out that the generic constantC in (3.7) is independent
of n and the choice of the partition π . This will be crucial in our future discussion.

4. L∞-Lipschitz case

We are now ready to study the path regularity of the adapted solution to an BSDE:

Yt = ξ +
∫ T

t

f (r,Xr, Yr , Zr)dr −
∫ T

t

ZrdWr, t ∈ [0, T ], (4.1)

where ξ is an element in L2(FT ; R). Throughout this paper we consider only the
case where the terminal value ξ is of the form ξ = �(X), where � is some func-
tional from C([0, T ]; R

d) to R and X is a diffusion, characterized by the following
SDE:

Xt = x +
∫ t

0
b(r,Xr)dr +

∫ t

0
σ(r,Xr)dWr, t ∈ [0, T ]. (4.2)

In this section we are interested in the case where � satisfies the following
L∞-Lipschitz condition:
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There exists a constant L > 0 such that

|�(x1)−�(x2)| ≤ L sup
0≤s≤T

|x1(s)−x2(s)|, ∀x1, x2 ∈ C([0, T ]; R
d). (4.3)

Our first step is to approximate a functional � satisfying (4.3) by a sequence
of discrete functionals satisfying (3.6). We proceed as follows. For any partition
π : 0 = t0 < t1 < ... < tn = T , we define a mapping ϕπ : C([0, T ]; R

d) �→
C([0, T ]; R

d) by x �→ ϕπ(x)
�= xπ , where

xπ (t)
�= 1

ti+1 − ti
[(ti+1 − t)x(ti) + (t − ti )x(ti+1)], t ∈ [ti , ti+1]. (4.4)

Denote |π | = maxi |ti+1 − ti | to be the mash size of the partition π . Then, using the
uniform continuity of x it is easy to see that lim|π |→0 sup0≤t≤T |xπ (t)− x(t)| = 0.
Next, for the given functional � we define a new functional �π as

�π(x)
�= �(xπ ), ∀x ∈ C([0, T ]; R

d). (4.5)

then by assumption (4.3), one has

lim
|π |→0

|�π(x) − �(x)| ≤ L lim
|π |→0

sup
0≤t≤T

|xπ (t) − x(t)| = 0,

∀x ∈ C([0, T ]; R
d). (4.6)

Now letX be the solution to (4.2), and denote ξπ
�= �π(X). Then (4.6) implies

that ξπ → �(X),P -a.s., as |π | → 0. Moreover, if we denoteXπ(ω)
�= ϕπ(X)(ω),

then (4.3) leads to

|�π(X)| ≤ C
{

|�(0)| + sup
0≤s≤T

|Xπ
s |
}

≤ C
{

|�(0)| + sup
0≤s≤T

|Xs |
}
.

Thus, by the Dominated Convergence Theorem we see that

lim
|π |→0

E|�π(X) − �(X)|2 = 0. (4.7)

Consequently, if one denotes (Y π , Zπ) to be the adapted solution of (4.1) with

ξ = �(X) being replaced by ξπ
�= �π(X), then the standard stability result of

BSDE tells us that

E
{

sup
0≤t≤T

|Yπ
t − Yt |2 +

∫ T

0
|Zπ

t − Zt |2dt
}

→ 0, as |π | → 0. (4.8)

To construct the desired family of discrete functionals, we make a further reduc-
tion. For the given partition π we define a mappingψπ : C([0, T ]; R

d) �→ R
d(n+1)

by
ψπ(x) = (x(t0), x(t1), · · · , x(tn)), ∀x ∈ C([0, T ]; R

d). (4.9)

Denote Cπ([0, T ]; R
d) = {xπ : x ∈ C([0, T ]; R

d)}, then Cπ([0, T ]; R
d) is a sub-

space of C([0, T ]; R
d), and ψπ is a 1 − 1 correspondence between Cπ([0, T ]; R

d)

and R
d(n+1). We have the following lemma.
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Lemma 4.1. Suppose that � ∈ L0(C([0, T ]; R
d); R) satisfies the L∞-Lipschitz

condition (4.3). Let < = {π} be a family of partitions of [0, T ]. Then there exists
a family of discrete functionals {gπ : π ∈ <} such that

(i) for each π ∈ <, gπ ∈ C∞
b (Rd(n+1)) and satisfies (3.6), with constant L

being the same as that in (4.3), where n = #π − 1, and #π denotes the number of
partition points in π .

(ii) for any x ∈ C([0, T ]; R
d), it holds that

lim
|π |→0

|gπ(ψπ(x)) − �π(x)| = 0. (4.10)

Proof. Let � and π ∈ < be given. Define Gπ
�= � ◦ψ−1

π , and denote n = #π − 1.
Then it is easily checked that Gπ is a mapping from R

d(n+1) to R, such that

Gπ(x(t0), x(t1), · · · , x(tn)) = Gπ(ψπ(x)) = �(xπ ), ∀x ∈ C([0, T ]; R
d).

(4.11)
Since � satisfies (4.3), one has

|Gπ(x0, x1, · · · , xn) − Gπ(y0, y1, · · · , yn)| ≤ L max
0≤i≤n

|xi − yi |. (4.12)

That is, Gπ is (uniform) Lipschitz continuous with Lipschitz constant L being the
same as that in (4.3).

Now let φ ∈ C∞
0 (Rd(n+1)) be such that φ ≥ 0 and

∫
Rd(n+1) φ(z)dz = 1. For

fixed π and ε > 0 we define

Gε
π(x) =

∫
Rd(n+1)

Gπ(x − εz)φ(z)dz,

ThenGε
π ∈ C∞

b (Rd(n+1)), such that supx∈Rd(n+1) |Gε
π(x)−Gπ(x)| → 0, as ε → 0.

Next, for each π ∈ < choose ε(π) such that

sup
(x0,x1,···,xn)

|Gε(π)
π (x0, x1, · · · , xn) − Gπ(x0, x1, · · · , xn)| < |π |, (4.13)

and define gπ = G
ε(π)
π . Then, clearly gπ ∈ C∞

b (Rd(n+1)); and by definitions of

G
ε(π)
π , Gπ , and (4.11), for any x ∈ C([0, T ]; R

d) we have

|gπ(ψπ(x)) − �π(x)| = |Gε(π)
π (ψπ(x)) − Gπ(ψπ(x))|

≤ sup
x∈Rd(n+1)

|Gε(π)
π (x) − Gπ(x)| ≤ |π |.

Namely (4.10) holds, proving (ii).
We now show that gπ satisfies (3.6). Indeed, denoting δj (x) = sgn(�j gπ (x)yj ),

x = (x0, x1, · · · , xn) (same for y, z ∈ R
d(n+1)), and by a slight abuse of notation,

yδ
�= (y0δ0(x), y1δ1(x), · · · , ynδn(x)) we have
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n∑
j=0

|�j gπ (x0, ..., xn)yj | =
n∑

j=0

�j gπ (x0, ..., xn)yj δj

= lim
h→0

1

h
(gπ(x + hyδ) − gπ(x))

= lim
h→0

1

h

∫
Rd(n+1)

{
Gπ(x − ε(π)z + hyδ) − Gπ(x − ε(π)z)

}
φ(z)dz

= lim
h→0

1

h

∫
Rd(n+1)

[
� ◦ ψ−1

π (x − ε(π)z + hyδ) − � ◦ ψ−1
π (x − ε(π)z)

]
φ(z)dz

≤ lim inf
h→0

1

h

∫
Rd(n+1)

L sup
0≤s≤T

|[ψ−1
π (x − ε(π)z + hyδ) − ψ−1

π (x − ε(π)z)](s)|φ(z)dz

= lim inf
h→0

1

h

∫
Rd(n+1)

L max
0≤j≤n

|hyj δj |φ(z)dz = Lmax
j

|yj |. (4.14)

This proves (i), whence the lemma. �
We now give the main result of this section.

Theorem 4.2. Assume (A1) and (A2). Assume that the termial value of the BSDE
(4.1) is of the form ξ = �(X), where X satisfies (4.2) and � satisfies (4.3). Let
(Y, Z) be the (unique) adapted solution of (4.1), then Z admits a càdlàg version.

Proof. Again, in the sequel we denote all constants that depend only on T , K in
(A1) and (A2), and L in (4.3) by a generic one which is allowed to vary from line
to line.

Let< = {π} be the family of all partitions of [0, T ]; and let {gπ , π ∈ <} be the
family of discrete functionals constructed in Lemma 4.1. Further, let {f ε, ε > 0}
be a family of molifiers of f , that is f ε ∈ C∞

b ([0, T ] × R
d × R × R

d) such that

sup
(t,x,y,z)

|f ε(t, x, y, z) − f (t, x, y, z)| → 0, as ε → 0. (4.15)

Let ε(π) be the one chosen in (4.13), and define f π = f ε(π). Then it is clear that
f π(t, x, y, z) → f (t, x, y, z), as |π | → 0, uniformly in (t, x, y, z).

Now let us consider the following BSDE: for each π : 0 = t0 < t1 < · · · <
tn = T ,

Yπ
t = ξπ +

∫ T

t

f π (r,Xr, Y
π
r , Z

π
r )dr −

∫ T

t

Zπ
r dWr, t ∈ [0, T ], (4.16)

where ξπ = gπ(Xt0 , ..., Xtn) and X satisfies (4.2). Since each gπ satisfies (3.6)
with the same constant L > 0 of (4.3), we see that

|ξπ |2 = |gπ(Xt0 , · · · , Xtn)|2 ≤ 2
(

|�(0)|2 + L2 max
0≤i≤n

|Xti |2
)

≤ C
(

1 + sup
0≤t≤T

|Xt |2
)
. (4.17)
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Further, similar to the derivation of (4.7) (recall the notations there), we now apply
Lemma 4.1 to get, P -almost surely,

|ξπ −�(X)| ≤ |gπ(ψπ(X))−�π(X)| + |�π(X)−�(X)| → 0, as |π | → 0.
(4.18)

Therefore, the Dominated Convergence Theorem leads to thatE|ξπ−�(X)|2 → 0,
as |π | → 0. Now taking (4.15) into account and applying the standard stability
result for BSDEs, we have that

E

{
sup

0≤t≤T
|Yπ
t − Yt |2 +

∫ T

0
|Zπ

t − Zt |2dt
}

→ 0, as |π | → 0. (4.19)

We now analyze the family {Zπ }. First, recall from the previous section (or [7])
we know that each Zπ has a càdlàg version, we will always take such version from
now on. Second, each Zπ has the following representation:

Zπ
t = ∇πYπ

t [∇Xt ]
−1σ(t, Xt ), t ∈ [0, T ], (4.20)

where ∇πYπ is defined similar to (3.5), with Y being replaced by Yπ , and ∇iY π

satisfies the following BSDE:

∇iY π
t =

∑
j≥i

�j gπ∇Xtj +
∫ T

t

[
�xfπ (r)∇Xr+�yfπ (r)∇iY π

r + �zfπ (r)∇iZπ
r

]
dr

−
{ ∫ T

t

∇iZπ
r dWr

}T
, t ∈ [ti−1, T ], i = 1, · · · , n. (4.21)

We prove that the family {∇πYπ } is tight. To this end, fix π ∈ <, and let
π̂ : 0 = s0 < ... < sm = T be any partition of [0, T ]. We shall estimate the
conditional variation of ∇πYπ (see (2.11)):

Vπ̂ (∇πYπ) =
m∑
i=1

E{|E{∇πYπ
si

− ∇πYπ
si−1

|Fsi−1}|} + E{|∇πYπ
T |}. (4.22)

To begin with, we note that for any process A, Vπ(A) ≤ Vπ ′(A) if π ⊆ π ′,
here the inclusion means all partition points of π are contained in π ′. Indeed, for
any r1 < r2 < r3 one has

E{|E{Ar3 − Ar1 |Fr1}|}
≤ E{|E{Ar3 − Ar2 |Fr1}|} + E{|E{Ar2 − Ar1 |Fr1}|}
= E{|E{E{Ar3 − Ar2 |Fr2}|Fr1}|} + E{|E{Ar2 − Ar1 |Fr1}
≤ E{|{E{Ar3 − Ar2 |Fr2 |} + E{|E{Ar2 − Ar1 |Fr1}|}. (4.23)

Namely, the conditional variation increases as the partition gets finer. Therefore
without loss of generality we may assume that π ⊆ π̂ (otherwise we simply con-
siderπ∪π̂ ). To be more precise, let us assume that ti = s%i , for i = 0, ..., n. We now
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recast the BSDE (4.16) as follows. Define a discrete functional g̃π̂ : R
d(m+1) �→ R

by
g̃π̂ (x0, x1..., xm) = gπ(x%0 , ...., x%n),

then g̃π̂ (Xs0 , ..., Xsm) = gπ(Xt0 , ..., Xtn) = ξπ , and (Y π , Zπ) can be viewed as
the solution of the BSDE

Yπ
s = g̃π̂ (Xs0 , ..., Xsm) +

∫ T

s

f π (r,Xr, Y
π
r , Z

π
r )dr −

∫ T

s

Zπ
r dWr. (4.24)

Furthermore, since �xj g̃π̂ (x0, · · · , xm) = 0, if j /∈ {%0, · · · , %n}, we have

m∑
k=0

|�kg̃π̂ (x0, · · · , xm)yk| =
n∑
i=0

|�igπ (x%0 , · · · , x%n)y%i | ≤ Lmax
i

|y%i |

≤ Lmax
k

|yk|,

thanks to Lemma 4.1. Thus g̃π̂ satisfies (3.6) as well. We now apply Theorem 3.1
to (Y π , Zπ) (regarded as the solution to BSDE (4.24)!) to get that

m∑
k=1

E
{∣∣∣E{∇ π̂ Y π

sk
− ∇ π̂ Y π

sk−1

∣∣∣Fsk−1

}∣∣∣}+ E|∇ π̂ Y π
T | ≤ C, (4.25)

where C > 0 is a constant independent of the choice of partition π̂ ,

∇ π̂ Y π
t =

m∑
k=1

∇̂kY π
t 1[sk−1,sk)(t)+�xmg̃π̂ (Xs0 , · · · , Xsm)∇XT 1{T }(t), t ∈ [0, T ],

and

∇̂kY π
t =

∑
j≥k

�j g̃π̂∇Xsj +
∫ T

t

[
�xfπ (r)∇Xr+�yfπ (r)∇̂kY π

r +�zfπ (r)∇̂kZπ
r

]
dr

−
{ ∫ T

t

∇̂kZπ
r dWr

}T
, t ∈ [sk−1, T ], k = 1, · · · ,m. (4.26)

Now note that �j g̃π̂ (x0, · · · , xm) = 0 for j /∈ {l0, · · · , ln}. For any [sk−1, sk) ⊆
[ti−1, ti) we have ∑

j≥k
�j g̃π̂∇Xsj =

∑
j≥i

�j gπ∇Xtj .

Thus, by the uniqueness of the solution to BSDE (4.21) we have ∇̂kY π
s = ∇iY π

s ,
∀s ∈ [sk−1, sk) ⊆ [ti−1, ti). In other words, we have ∇ π̂ Y π

t = ∇πYπ
t , t ∈ [0, T ],

and (4.25) becomes Vπ̂ (∇πYπ) ≤ C. Since C is independent of π̂ and π , and both
π and π̂ are arbitrarily chosen, we obtain that supπ∈< V (∇πYπ) ≤ C. Conse-
quently, all ∇πYπ ’s are quasi-martingales; and the family {∇πYπ } is tight, thanks
to Lemma 2.4.
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Now denote Z̃π = ∇πYπ and Z̃t = Ztσ
−1(t, Xt )∇Xt . Since Z̃π satisfies

(4.20) and ∇X ∈ Lp(F;C([0, T ]; R
d)) for all p ≥ 2, using (4.19) and the Hölder

inequality we have for any 1 < q < 2,

lim
|π |→0

E

∫ T

0
|∇πYπ

t − Z̃t |qdt = lim
|π |→0

E

∫ T

0
|(Zπ

t −Zt)σ
−1(t, Xt )∇Xt |qdt = 0.

(4.27)
Therefore, we can find a sequence {πk} such that outside an exceptional P -null
set, for all ω ∈ �, one has

∫ T
0 |Z̃πk

t (ω) − Z̃t (ω)|qdt → 0, as k → ∞. Thus, as
functions in L0([0, T ]), Z̃πk (ω) converges to Z̃(ω) in measure. Applying Lemma
2.3, we see that, as/-valued random variables Z̃πk converges to Z̃ in Meyer-Zheng
pseudo-path topology,P -a.s., and hence convergence in law. Denote the law of Z̃πk

by P k , and that of Z̃ by P 0.
On the other hand, since {Z̃πk } are quasimartingales with uniformly bound-

ed conditional variations, by Lemma 2.4 we know that, possibly along a subse-
quence,P k converges weakly to a probability law P ∗ ∈ M(D). Let P̂ ∗ ∈ M(/)

be the extension of P ∗ in the sense of (2.10). The uniqueness of the weak limit
then implies that P̂ ∗(A) = P 0(A), ∀A ∈ B(/). Since D ∈ B(/), from (2.10), the
definition of P ∗, and the equality above we see that

1 = P ∗(D) = P̂ ∗(D) = P 0(D) = P {Z̃ ∈ D}.

In other words, Z̃, whence Z, has paths in D almost surely. This proves the
theorem. �

5. L1-Lipschitz case

In this section we consider BSDE (4.1) where � satisfies a stronger Lipschitz con-
dition of functional type, which we shall call L1-Lipschitz condition. To be more
precise, we assume:

There exists a constant L > 0, such that

|�(x1)−�(x2)| ≤ L

∫ T

0
|x1(s)−x2(s)|ds, ∀x1, x2 ∈ C([0, T ]; R

d). (5.1)

Clearly, the L1-Lipschitz condition (5.1) implies the L∞-Lipschitz condition
(4.3). Therefore if (Y, Z) is the solution to the BSDE (4.1) with � satisfying (5.1),
then Z at least has a càdlàg version. The main purpose of this section is to prove
the following stronger result.

Theorem 5.1. Assume (A1) and (A2). Assume that the terminal value of the BSDE
(4.1) is of the form ξ = �(X), where X satisfies (4.2), and � satisfies (5.1). Let
(Y, Z) be the (unique) adapted solution of the BSDE (4.1), thenZ has a continuous
version.
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The proof of Theorem 5.1 is quite lengthy, we shall split it into several lem-
mas. We begin with some preparations. Let < = {π} be a family of partitions of
[0, T ]. For a given partition π , let (Y π , Zπ) be the solution to BSDE (4.16). Re-

call the process Z̃t
�= Ztσ

−1(t, Xt )∇Xt . Since Z has a continuous version if and
only if Z̃ does, it would suffice to prove that Z̃ has a continuous version, which we
shall do in the sequel.

Let us first give a lemma which is a refinement of Lemma 4.1, under the con-
dition (5.1). Recall the mappings ϕπ (or xπ ) and ψπ defined by (4.4) and (4.9),
respectively, for a given partition π ∈ <.

Lemma 5.2. Assume that � : C([0, T ]; R
d) �→ R satisfies the Integral Lipschitz

condition (5.1). Then there exists a family of discrete functionals {gπ : π ∈ <}
such that

(i) for each π ∈ <, gπ ∈ C∞
b (Rd(n+1)), where n = #π − 1;

(ii) for each π ∈ <, 0 ≤ s1 < s2 ≤ T , and x, y ∈ C([0, T ]; R
d), it holds that

∑
s1<tj≤s2
tj ∈π

|�j gπ (ψπ(xπ ))y(tj )| ≤ 2L sup
t∈[0,T ]

|yt |(|s2 − s1| + |π |); (5.2)

where L is the constant in (5.1);
(iii) for any x ∈ C([0, T ]; R

d), it holds that

lim
|π |→0

|gπ(ψπ(xπ )) − �(xπ )| = 0. (5.3)

Proof. Let� andπ ∈ < be given. We construct the family {gπ } as the same as those

in Lemma 4.1. That is,Gπ
�= �◦ψ−1

π , and gπ = G
ε(π)
π , whereGε

π ∈ C∞
b (Rd(n+1))

is the molifier of Gπ , and ε(π) is chosen so that (4.13) holds.
Since the condition (5.1) implies (4.3), (i) and (iii) follow from Lemma 4.1, and

we need only check (ii). To do this let 0 ≤ s1 < s2 ≤ T , and x, y ∈ C([0, T ]; R
d)be

given. Assume that s1 ∈ [tj1−1, tj1) and s2 ∈ [tj2−1, tj2), for some 1 ≤ j1 ≤ j2 ≤ n.
Thus

|tj2 − tj1−1| ≤ (|s2 − s1| + 2|π |) ≤ 2(|s2 − s1| + |π |). (5.4)

Next, for each j we denote

δj =
{

sgn[�j gπ (ψπ(xπ ))y(tj )] j1 ≤ j < j2;
0 otherwise,

(5.5)

and δπ
�= (δ0, · · · , δn). Also, by a slight abuse of notation we denote ψπ(yπ )δπ

�=
(y(t0)δ0, · · · , y(tn)δn), and ȳδπ

�= ψ−1
π (ψπ(yπ )δπ ). Notice that both ψπ (whence

ψ−1
π ) and ϕπ are linear mappings, and that ȳδπ (s) = 0, for s /∈ [tj1−1, tj2 ], then

similar to (4.14) we have (with ε = ε(π))



Path regularity for solutions of BSDEs 183

∑
s1<tj≤s2

|�j gπ (ψπ(xπ ))y(tj )| =
n∑

j=0

�j gπ (ψπ(xπ ))y(tj )δj

= lim
h→0

1

h
(gπ(ψπ(xπ ) + hψπ(yπ )δπ ) − gπ(ψπ(xπ )))

= lim
h→0

1

h

∫
Rd(n+1)

[
�(xπ − εψ−1

π (z) + hȳδπ ) − �(xπ − εψ−1
π (z))

]
φ(z)dz

≤ lim inf
h→0

1

h

∫
Rd(n+1)

L

∫ T

0

[
h|ȳδπ (s)|

]
dsφ(z)dz

=
∫

Rd(n+1)
L

∫ tj2

tj1−1

|ψ−1
π (ψπ(yπ )δπ )(s)|dsφ(z)dz ≤ Lmax

j
|y(tj )δj ||tj2 − tj1−1|

≤ 2L sup
0≤t≤T

|y(t)|(|s2 − s1| + |π |),

thanks to (5.4). This proves (ii), whence the lemma. �

We now take a closer look at the process Z̃π = ∇πYπ . Let us introduce some
notations similar to those used in §3. Define
γ π,0s =

∫ T

s

[�xfπ (r)∇Xr + �yfπ (r)γ π,0r + �zfπζπ,0r ]dr −
{ ∫ T

s

ζ π,0r dWr

}T ;

γ π,is = �xi gπ∇Xti +
∫ T

s

[�yfπ (r)γ π,ir + �zfπ (r)ζ π,ir ]dr −
{ ∫ T

s

ζ π,ir dWr

}T
.

(5.6)
Then, using the linearity of the BSDE (4.21) we see that ∇iY π can be written as

∇iY π
s = γ π,0s +

∑
j≥i

γ
π,j
s , s ∈ [ti−1, T ], i = 1, · · · , n. (5.7)

Now let us recall the “exponentials" 9 and E defined by (3.13) and (3.14). We

denote, for a given π ∈ <, 9π
t

�= 90
t (�yfπ ) and Mπ

t

�= E0
t (�zfπ ), t ∈ [0, T ].

Since fπ ∈ C
0,1
b ([0, T ] × R

d × R × R
d), we may assume without loss of general-

ity that (�xfπ , �yfπ , �zfπ ) is uniformly bounded. Thus by the Girsanov theorem,
Mπ is a martingale; and the process Wπ

t = Wt − ∫ t
0 [�zfπ (r)]T dr , t ∈ [0, T ], is a

Brownian motion on the new probability space (�,F, P π), where dPπ

dP
= Mπ

T .
Furthermore, by virtue of (3.15) and (3.16) we see that there exist constants

C,Cp > 0 with p ≥ 1 such that
sup

0≤t≤T
|9π

t |p ≤ Cp, p ≥ 1;

E
{

sup
0≤t≤T

|Mπ
t |p

}
+ E

{
sup

0≤t≤T
|[Mπ

t ]−1|p
}

≤ Cp, p ≥ 1;
|9π

s1
− 9π

s2
| ≤ C|s1 − s2|, ∀s1, s2 ∈ [0, T ].

(5.8)

Now, using integration by parts we have

9π
t γ

π,0
t =

∫ T

t

9π
r �xfπ (r)∇Xrdr −

{ ∫ T

t

9π
r ζ

π,0
r dWπ

r

}T
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�= ;
π,0
T − ;

π,0
t −

{ ∫ T

t

9π
r ζ

π,0dWπ
r

}T
, t ∈ [0, T ], (5.9)

where

;
π,0
t

�=
∫ t

0
9π
r �xfπ (r)∇Xrdr, t ∈ [0, T ]. (5.10)

Taking conditional expectationEπ {·|Ft } on both sides of (5.9) and using the Bayes
rule we have

9π
t γ

π,0
t = Eπ {;π,0

T |Ft } − ;
π,0
t = E{Mπ

T ;
π,0
T |Ft }[Mπ

t ]−1 − ;
π,0
t . (5.11)

Similarly, for each i we have

9π
t γ

π,i
t = Eπ {9π

T �igπ∇Xti |Ft } = E{Mπ
T ;

π,i
ti

|Ft }[Mπ
t ]−1,

where

;
π,i
t

�= 9π
T �igπ∇Xt . (5.12)

Therefore (5.7) can be written as

∇iY π
t = [9π

t ]−1[9π
t γ

π,0
t +

∑
j≥i

9π
t γ

π,j
t ]

= [9π
t ]−1

{
E{Mπ

T [;π,0
T +

∑
j≥i

;
π,j
tj

]|Ft }[Mπ
t ]−1 − ;

π,0
t

}
= E{Eπ

i |Ft }[9π
t M

π
t ]−1 − [9π

t ]−1;
π,0
t , t ∈ [ti−1, T ], (5.13)

where

Eπ
i

�= Mπ
T [;π,0

T +
∑
j≥i

;
π,j
tj

], i = 0, 1, · · · , n.

Consequently, we have

∇πYπ
t = E

{ n∑
i=1

Eπ
i 1[ti−1,ti )(t)

∣∣∣Ft

}
[9π

t M
π
t ]−1 − [9π

t ]−1;
π,0
t

= E
{
Eπ
t

∣∣∣Ft

}
[9π

t M
π
t ]−1 − [9π

t ]−1;
π,0
t , t ∈ [0, T ), (5.14)

where

Eπ
t

�=
n∑
i=1

Eπ
i 1[ti−1,ti )(t) = Mπ

T [;π,0
T +

n∑
i=1

∑
j≥i

;
π,j
tj

1[ti−1,ti )(t)]

= Mπ
T [;π,0

T +
n∑

j=1

∑
i≤j

;
π,j
tj

1[ti−1,ti )(t)]

= Mπ
T [;π,0

T +
n∑

j=1

;
π,j
tj

1[0,tj )(t)], t ∈ [0, T ). (5.15)
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For notational convenience we shall again denote C > 0 to be a generic con-
stant depending only on the constant K in (A1) and (A2), L in (5.1), and T > 0;
and further we denote {χπ : π ∈ <} be a family of generic random variables that
may depend on the partition π , such that for all p ≥ 2,

sup
π∈<

E|χπ |p ≤ Cp, (5.16)

for some constant Cp > 0. Note that all C, Cp, and χ are allowed to vary from
line to line. Moreover, from now on we shall fix a sequence {πn} ⊂ < such that

limn→∞ |πn| → 0; and denote /n �= /πn , where / = 9,M, M̃,E,. . . ,etc. Fur-
thermore, we donote Z̃n = ∇πnY πn , fn = fπn , ;n,0 = ;πn,0, ;n,i = ;πn,i , and
χn = χπn . We have the following lemma.

Lemma 5.3. There exists a family of positive ramdon variables {χn}n≥1 satisfying
(5.16) such that for all stopping time τ̄ ∈ [0, T ], it holds that [Mn

τ̄ ]−1 ≤ χn and
|En

τ̄ | ≤ χn, n ≥ 1, P -a.s. Furthermore, for all 0 ≤ s1 < s2 ≤ T ,

|[Mn
s1

]−1 − [Mn
s2

]−1| + |En
s1

− En
s2

| ≤ χn(|s1 − s2| 1
3 + |πn|), n ≥ 1. (5.17)

Proof. First, note that (5.8) implies that [Mn
τ̄ ]−1 ≤ χn. Second, for each n and any

p ≥ 2, by (5.10) and (5.12),

E|;n,0
T |p ≤ CpE

{ ∫ T

0
|9n

r �xfn(r)∇Xr |pdr ≤ CpE
{

sup
0≤t≤T

|∇Xt |p
}

;

E
{

sup
t∈[0,T ]

∣∣∣∑
j≥1

;
n,j

tnj
1[0,tnj )

(t)

∣∣∣p} ≤ CpE
{∑
j≥1

|�j gπ∇Xtnj
|
}p

≤ CpE
{

sup
t∈[0,T ]

|∇Xt |p
}
,

(5.18)
thanks to the assumption (5.1) (whence (3.6)). Combining this with (5.8) we see
that (5.15) yields |En

τ̄ | ≤ χn.
To estimate |[Mn

s1
]−1 − [Mn

s2
]−1| we recall from (3.25) that [Mn

t ]−1 =
M̃n

t 9
n
t (|�zfn|2), where M̃n·

�= E0· (−�zfn) is a P -martingale, thanks to the bound-
edness of �zfn. Now define

M̃∗
n = sup

0≤r1<r2≤T

|M̃n
r2

− M̃n
r1

|
(r2 − r1)

1
3

.

Using (3.15) it is easy to show that the exponential martingale M̃n satisfies, for any
p ≥ 1, that E{|M̃n

r2
− M̃n

r1
|2p} ≤ C|r2 − r1|p. Therefore, applying Theorem 1.2.1

of [13] one shows that M̃∗
n ∈ Lp(�) for all p ≥ 1. Consequently,

|[Mn
s1

]−1 − [Mn
s2

]−1|
≤ |[9n

s1
(|�zfn|2) − 9n

s2
(|�zfn|2)]M̃n

s1
| + |9n

s2
(|�zfn|2)[M̃n

s1
− M̃n

s2
]|

≤ χn[|s1 − s2| + |s1 − s2| 1
3 ] ≤ χn|s1 − s2| 1

3 .
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Next, recalling the definitions (5.12) and (5.15), we apply Lemma 5.2 to get

|En
s1

− En
s2

| ≤ |Mn
T |

n∑
j=1

|9n
T �j gn∇Xtj |1(s1,s2](tj )|

≤ χn sup
0≤t≤T

|∇Xt |(|s1 − s2| + |πn|) ≤ χn(|s1 − s2| + |πn|).

Combining the above we derive (5.17). �

Finally, we give a seemingly simple lemma to facilitate our argument in the
proof of Theorem 5.1.

Lemma 5.4. Let {ξn}n≥1, {ηn}n≥1 ⊂ L1(�) be two sequences such that
(i) |ξn| ≤ ηn, ∀n, P -a.s.;
(ii) limn→∞ ξn = ξ and limn→∞ ηn = η, both weakly in L1(�).
Then it holds P -almost surely that |ξ | ≤ η.

Proof. Denote D
�= {ω : |ξ | − η > 0} and ρ

�= sgn{ξ}. Then ρ1D ∈ L∞(�), and

E{|ξ |1D} = E{ξρ1D} = lim
n→∞E{ξnρ1D} ≤ lim inf

n→∞ E{|ξn|1D} ≤ lim
n→∞E{ηn1D}

= E{η1D}.
That is, E{[|ξ |−η]1D} ≤ 0. By definition of the set D we see that P(D) = 0 must
hold, proving the lemma. �

Proof of Theorem 5.1. As we pointed out before, we need only show that Z̃ has a
continuous version on [0, T ]. Note that Z has a càdlàg version, so does Z̃. We will
take such a version of Z̃ from now on.

We first prove that Z̃ is a.s. continuous on [0, T1], for all T1 < T . Since Z̃ is
already càdlàg, we need only show that for all stopping time τ ∈ (0, T1], it holds
that Z̃τ− = Z̃τ (cf. [14] or [1]). To this end, we first recall that (4.27) implies that
for all 1 < q < 2, ∫ T

0
E
{|Z̃n

r − Z̃r |q
}
dr → 0, as n → ∞.

thus for any stopping time τ̄ such that 0 < τ̄ ≤ T1, a.s., we have

E
{ ∫ T−T1

0
|Z̃n

τ̄+r − Z̃τ̄+r |qdr
}

= E
{ ∫ T−(T1−τ̄ )

τ̄

|Z̃n
r − Z̃r |qdr

}
≤ E

{ ∫ T

0
|Z̃n

r − Z̃r |qdr
}

→ 0, as n → ∞.

In other words, for a.e. r ∈ [0, T − T1], one has

E
{

|Z̃n
τ̄+r − Z̃τ̄+r |q

}
→ 0, as n → ∞. (5.19)

Next, we note that F is a Brownian filtration, whence quasi-left continuous.
Thus every stopping time τ > 0 is accessible. To wit, there exists a sequence
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of stopping times {τk} such that τk < τ , and τk ↑ τ , as k → ∞. Now setting

τ̄ = τ0
�= τ and τk , k = 1, 2, · · ·, respectively. Taking away a countable union of

null sets in [0, T − T1], we see that (5.19) should hold for τk , k = 0, 1, · · ·, for a.e.
r ∈ [0, T − T1]. Now let us choose rm ↓ 0 such that (5.19) holds for all k,m.

Since �yfπn and �zfπn are bounded, using definitions of 9n and ;n,0 one
derives that, for all k and m, |;n,0

τk+rm
− ;

n,0
τ+rm

| ≤ C sup
0≤t≤T

|∇Xt ||τ − τk|;
|[9n

τk+rm
]−1 − [9n

τ+rm
]−1| ≤ C|τk − τ |.

Thus, denotingρ(η, t)
�= η+E{η|Ft }, (η, t) ∈ L2(�)×[0, T ], Ẽn

s

�= En
s [9n

sM
n
s ]−1,

and applying Lemma 5.3 we derive from (5.14) that∣∣∣[Z̃n
τk+rm

− Z̃n
τ+rm

] − [E{Ẽn
τ+rm

|Fτk+rm} − E{Ẽn
τ+rm

|Fτ+rm}]
∣∣∣

≤ E
{|Ẽn

τk+rm
− Ẽn

τ+rm
||Fτk+rm

}+ |[9n
τk+rm

]−1;
n,0
τk+rm

− [9n
τ+rm

]−1;
n,0
τ+rm

|
≤ E

{
|En

τk+rm
− En

τ+rm
|[9n

τk+rm
Mn

τk+rm
]−1|Fτk+rm

}
+E

{
|En

τ+rm
||[9n

τk+rm
]−1 − [9n

τ+rm
]−1|[Mn

τk+rm
]−1|Fτk+rm

}
+E

{
|En

τ+rm
|[9n

τ+rm
]−1|[Mn

τk+rm
]−1 − [Mn

τ+rm
]−1||Fτk+rm

}
+|[9n

τk+rm
]−1||;n,0

τk+rm
− ;

n,0
τ+rm

|
+|[9n

τk+rm
]−1 − [9n

τ+rm
]−1||;n,0

τ+rm

∣∣∣
≤ ρ(χn(|τk − τ | 1

3 + |πn|), τk + rm). (5.20)

To analyze (5.20) we observe that Lemma 5.3 implies that for any stopping time
τ̄ ∈ (0, T ], the sequence {Ẽn

τ̄ }n≥1 is bounded (uniformly in τ̄ ) in L2(�), thus it is
weakly relatively compact in L2(�), and so is in L1(�). Consequently, possibly
along a subsequence, may assume itself, it holds that{

limn→∞ Ẽn
τ+rm

= Ẽm ∈ L1(�), weakly in L1(�);
limm→∞ Ẽm = Ẽ ∈ L1(�), weakly in L1(�).

(5.21)

An elementary calculation then shows that, for fixed k and m,{
lim
n→∞E{Ẽn

τ+rm
|Fτk+rm} = E{Ẽm|Fτk+rm}, weakly in L1(�);

lim
n→∞E{Ẽn

τ+rm
|Fτ+rm} = E{Ẽm|Fτ+rm}, weakly in L1(�).

(5.22)

Similarly, since by (5.16) {χn} is also bounded in L2(�), we can also conclude that
χn → χ ∈ L2(�), weakly in L1(�) (!), as n → ∞. Therefore, lim

n→∞χn(|τk − τ | 1
3 + |πn|) = χ |τk − τ | 1

3 ;
lim
n→∞E{χn(|τk − τ | 1

3 + |πn|)|Fτk+rm} = E{χ |τk − τ | 1
3 |Fτk+rm},
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both weakly in L1(�). Let us now denote

An
k,m

�= [Z̃n
τk+rm

− Z̃n
τ+rm

] − [E{Ẽn
τ+rm

|Fτk+rm} − E{Ẽn
τ+rm

|Fτ+rm}];
Bn
k,m

�= ρ(χn(|τk − τ | 1
3 + |πn|), τk + rm).

Then (5.20) shows that |An
k,m| ≤ Bn

k,m, P -a.s. Further, by (4.27) (or (5.19)) and
(5.22) we see that, as n → ∞,{

An
k,m → Ak,m

�= [Z̃τk+rm − Z̃τ+rm ] − [E{Ẽm|Fτk+rm} − E{Ẽm|Fτ+rm}];
Bn
k,m → Bk,m

�= ρ(χ |τk − τ | 1
3 , τk + rm),

(5.23)
both weakly in L1(�). Applying Lemma 5.4 we obtain that

|[Z̃τk!rm−Z̃τ+rm ]−[E{Ẽm|Fτk+rm}−E{Ẽm|Fτ+rm}]|≤ρ(χ |τ−τk| 1
3 , τk+rm), P-a.s.

(5.24)
To complete the proof we need to send m → ∞ in (5.24) and apply Lemma

5.4 again. To this end, for any φ ∈ L∞(�) we let φ0 = E{φ|Fτ } and φm =
E{φ|Fτ+rm}. Then using the right-continuity of the filtration F and the Dominated
Convergence Theorem one has ‖φm − φ0‖L2(�) → 0, as m → ∞. Note that {Ẽm}
is bounded in L2(�) and converges weakly in L1(�) (see (5.21)), we see that for
any φ ∈ L∞(�), it holds that∣∣∣E {[E{Ẽm|Fτ+rm} − E{Ẽ|Fτ }]φ} ∣∣∣ = |E{Ẽmφm − Ẽφ0}|

≤ |E{[Ẽm − Ẽ]φ0}| + |E{Ẽm[φm − φ0]}|
≤ |E{[Ẽm − Ẽ]φ0}| + ‖Ẽm‖L2(�)‖φm − φ0‖L2(�) → 0, as m → ∞.

That is, E{Ẽm|Fτ+rm} → E{Ẽ|Fτ }, weakly in L1(�), as m → ∞. Similarly,

we have E{Ẽm|Fτk+rm} → E{Ẽ|Fτk }, and E{χ |τ − τk| 1
3 |Fτk+rm} → E{χ |τ −

τk| 1
3 |Fτk }, weakly in L1(�), as m → ∞. Furthermore, we define for each integer

% ≥ 1 a set

�%
�=
{
ω ∈ � : sup

0≤r≤r1

[|Z̃τk+r − Z̃τk | + |Z̃τ+r − Z̃τ |] ≤ %
}
,

where r1 ≥ rm ↓ 0, as m → ∞. Then �% ↑ �, as % → ∞, modulo a P -null set;
and for each %, Dominated Convergence Theorem yields that

1�%
Ak,m → 1�%

{
[Z̃τk − Z̃τ ] − [E{Ẽ|Fτk } − E{Ẽ|Fτ }]

}
, weakly in L1(�).

(see (5.23) for definition of Ak,m). Since (5.24) implies that |1�%
Ak,m| ≤ ρ(χ |τ −

τk| 1
3 , τk + rm), we can now send m → ∞ in (5.24) and apply Lemma 5.4 again to

get∣∣∣1�%

{
[Z̃τk−Z̃τ ]−[E{Ẽ|Fτk }−E{Ẽ|Fτ }]

}∣∣∣ ≤ ρ(χ |τk−τ | 1
3 , τk), P -a.s. (5.25)
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Finally, first letting % → ∞ and then taking expectation and letting k → ∞ on
both sides of (5.25), using the fact that F is quasi-left continuous, and applying
Fatou’s Lemma, we conclude that E|Z̃τ− − Z̃τ | ≤ 0. That is, Z̃τ− = Z̃τ , P -a.s.
Since τ is arbitrary, Z̃ (whence Z) is continuous on [0, T1], for all T1 < T . That
is, Z is continuous on [0, T ). Defining ZT = ZT−, we see that Z is continuous on
[0, T ]. The proof is complete. �

The following theorem is a direct consequence of Theorem 4.2 and Theorem
5.1.

Theorem 5.5. Assume (A1) and (A2), and assume that the terminal value of BSDE
(4.1) is of the form ξ = �(X) where, for some 0 ≤ t1 < t2 ≤ T , � satisfies that

|�(x1) − �(x2)| ≤ L

(∫ t2

t1

|x1(t) − x2(t)|dt + sup
t∈[0,T ]−(t1,t2)

|x1(t) − x2(t)|
)
.

Then the martingale part of the solution to (4.1), Z, has a version that is càdlàg on
[0, T ] and continuous in [t1, t2).

Proof. By Theorem 4.2, Z is càdlàg. Restricting the stopping time τ in (t1, t2) and
following the same argument as that of Theorem 5.1 one shows that Z is continuous
in [t1, t2). �

In particular, we have the following result proved in our previous paper [7].

Corollary 5.6. If in BSDE(4.1) the terminal value is of the form ξ = g(XT ),where
g ∈ W 1,∞(Rd), then the martingale part of the solution to (4.1), Z, is continuous
on [0, T ].

Proof. By Theorem 5.5 we know that Z is càdlàg on [0, T ] and continuous in [0, T ).
Letting ZT = ZT−, we see that Z is indeed continuous on [0, T ]. �
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