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Masatoshi Fukushima1, Matsuyo Tomisaki2

1 Department of Mathematical Science, Faculty of Engineering Science, Osaka University, Toyonaka,
Osaka, Japan
(e-mail: fuku@sigmath.es.osaka-u.ac.jp)
2 Department of Mathematics, Faculty of Education, Yamaguchi University, Yamaguchi, Japan
(e-mail: tomisaki@po.yb.cc. yamaguchi-u.ac.jp)

Received: 4 October 1995

Summary. We consider ad-dimensional Euclidean domainD whose boundary
is Lipschitz continuous but admits locally finite number of outward or inward
Hölder cusp points. Using a method of Stampacchia and Moser for PDE, we
first construct a conservative diffusion process on the Euclidean closure ofD
possessing a strong Feller resolvent and associated with a second order uniformly
elliptic differential operator of divergence form with measurable coefficientsaij .
The sample path of the constructed diffusion can be uniquely decomposed as
a sum of a martingale additive functional and an additive functional locally of
zero energy. The second additive functional will be proved to be of bounded
variation with a Skorohod type expression wheneveraij is weakly differentiable
and the Ḧolder exponent at each outward cusp boundary point is greater than
1/2 regardless the dimensiond.
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1 Introduction

Let D be a domain in thed-dimensional Euclidean spaceRd andD = D ∪∂D ⊂
Rd be its closure. Thed-dimensional Lebesgue measure is denoted bym = m(dx)
or simply by dx. Given measurable functionsaij (x), 1 ≤ i , j ≤ d, on D such
that

aij = aji , Λ−1|ξ|2 ≤
∑

1≤i ,j≤d

aij (x)ξi ξj ≤ Λ|ξ|2, x ∈ D , ξ ∈ Rd, (1.1)

for some constantΛ ≥ 1, we consider a Dirichlet formE on L2(D) = L2(D ; m)
defined by
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D [E ] = H 1(D), E (u, v) =
∫

D

∑
1≤i ,j≤d

aij (x)∂i u(x)∂j v(x)dx, u, v ∈ H 1(D),

(1.2)
where H 1(D) = {u ∈ L2(D) : ∂i u ∈ L2(D), 1 ≤ i ≤ d} the Sobolev space
of order 1. Let{Tt , t > 0} be the strongly continuous semigroup of Markovian
symmetric operators onL2(D) associated with the Dirichlet formE .

We denote byC0(D) [resp.B0(D)] the space of continuous functions [resp.
bounded measurable functions] onD with compact support [resp. vanishing out-
side a bounded set]. We further denote byC(D) [resp. C0(D)] the space of
bounded continuous functions onD [resp. the restrictions toD of functions in
C0(Rd)]. Suppose that the Dirichlet formE is regular on L2(D) rather than on
L2(D) in the sense thatH 1(D) ∩ C0(D) is dense in the spaceH 1(D). This is
the case for instance when the domainD is of classC in the sense that∂D is
locally expressible as a graph of a continuous function ofd − 1 variables ([16]).
According to general theorems ([13]), there exists then a conservative diffusion
processM = (Xt ,Px) on D associated with the Dirichlet formE in the sense
that the transition probabilitypt (x,E) = Px(Xt ∈ E) of M satisfies that

pt f is a version ofTt f for any f ∈ B0(D). (1.3)

However we are now concerned with a highly non-trivial problem of constructing
the processM on D with a strong Feller resolvent:

Gλ(B0(D)) ⊂ C(D), (1.4)

which particularly implies the absolute continuity of the transition probability:

pt (x, ·) ≺ m for any t > 0 andx ∈ D . (1.5)

If both the conditions (1.3) and (1.5) are fulfilled, then we can invoke a
general decomposition theorem in [13] of additive functionals (AF’s in abbrevi-
ation) in the strict sense to conclude that the sample pathXt = (X1

t , · · · ,Xd
t ) of

M admits the unique decomposition

Xi
t − Xi

0 = M i
t + N i

t , 1 ≤ i ≤ d, Px−a.s. for any x ∈ D , (1.6)

where M i
t are martingale additive functionals (MAF’s in abbreviation) in the

strict sense with covariations

〈M i ,M j 〉t = 2
∫ t

0
aij (Xs)ds, 1 ≤ i , j ≤ d, Px−a.s. for any x ∈ D , (1.7)

andN i
t are continuous additive functionals (CAF’s in abbreviation) in the strict

sense locally of zero energy.N i
t are not necessarily of bounded variation (on

each finite time interval) but locally of zero quadratic variation in a certain sense
([13]).

Natural questions arise:
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(I) Under what condition on the domainD , there exists a conservative diffusion
processM = (Xt ,Px) on D satisfying (1.3) and (1.5) ?

(II) Under what additional conditions on the domainD and coefficientsaij , the
second termsN i

t of Xi
t are of bounded variationPx−a.s. for anyx ∈ D ?

When D is a general bounded Lipschitz domain andaij = 1
2δij , 1 ≤ i , j ≤ d,

Bass and Hsu gave affirmative answer to the both questions (I) and (II) in [2]
and [3] respectively. Actually [2] and its refinement [13; Example 5.2.2] gave an
explicit expression ofN i

t as

N i
t =

1
2

∫ t

0
ni (Xs)dLs, 1 ≤ i ≤ d, Px−a.s. for any x ∈ D , (1.8)

where n = (n1, · · · , nd) is the inward unit normal vector at the boundary∂D
and Lt is a positive continuous additive functional (a PCAF in abbreviation)
in the strict sense associated with the surface measure on∂D ; the local time
of Xt on the boundary. In this case, the diffusionM is called the (normally)
reflecting Brownian motion onD and the decomposition (1.6) with (1.8) is called
its Skorohod representation. The first process (M 1

t , · · · ,M d
t ) appearing in (1.6) is

the standardd-dimensional Brownian motion starting at the origin in this case.
On the other hand, by extending a work of S.R.S.Varadhan and R.J.Williams

on an infinite two-dimensional wedge [22], DeBlassie and Toby [7] have formu-
lated under a submartingale problem a normally reflecting Brownian motion on
a two-dimensional standard outward cusp domain

C =
{

(x, y) ∈ R2 : y ≥ |x|γ} , 0< γ < 1,

and constructed it from the normally reflecting Brownian motion on the upper half
plane by means of a conformal map and a random time change. They have also
shown in [8] that the constructed process admits the Skorohod representation if
γ > 1

2 but otherwise the process starting at the origin fails to be a semimartingale.
By thinking of the direct product of the DeBlassie-Toby reflecting Brownian
motion onC with the standardd−2-dimensional Brownian motion, we see that
1
2 is still the critical value of the Ḧolder exponent for the semi-martingale property
of the reflecting Brownian motion on the special Hölder domainC×Rd−2 ⊂ Rd.

It is therefore tempting to consider the problem (I) for a general Hölder do-
mainD and further look for a critical value of the Ḧolder exponentγ with regard
to the question (II). In this paper, we do not deal with a most general Hölder
domain. However we assume thatD is a general (not necessarily bounded) Lips-
chitz domain allowing locally finite number of outward or inward cusp boundary
points with Ḧolder exponents uniformly bounded away from zero. Our first aim
is to give an affirmative answer to the problem (I) (Theorem 2.1 and Theorem
2.2) by employing the PDE methods of Stampacchia and Moser. We then assume
that

∂j aij ∈ L∞loc(D), 1 ≤ i , j ≤ d, (1.9)
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and give an affirmative answer to the question (II) under the condition that the
Hölder exponent at each outward cusp boundary point is greater than1

2 regardless
the dimensiond. Actually an explicit expression ofN i

t using the boundary local
time Lt will be derived in this case by invoking an extended version of a general
theorem in [13] to characterizeN i

t and by combining the Sobolev inequalities
obtained in Sect. 3 with the upper bounds of transition functions due to Carlen-
Kusuoka-Stroock [5] (Theorem 2.3).

Furthermore, we shall see that the diffusion process constructed in Theo-
rem 2.2 can be, under the condition that∂j aij ∈ L∞(D), related to a submartin-
gale problem (Theorem 2.4), and accordingly, identified in law with Varadhan-
Williams’s [resp. DeBlassie-Toby’s] normally reflecting Brownian motion when
aij (x) = 1

2δij andD is a wedge [resp. a cuspC ] in R2.
The present paper is an essential improvement of the previous one [14] where

we gave affirmative answers to questions (I) and (II) only under the restriction
that the Ḧolder exponents at cusps are uniformly greater thand−1

d , which was
technically required in getting a modified Sobolev inequality of Moser’s type - a
key inequality in our construction of a strong Feller resolvent. This requirement
now turns out to be unnecessary thanks to a specific transformation of a standard
cusp domain onto a rectangular set exhibited in the last section.

In the next section, we shall formulate a precise condition on the domainD
and state main theorems answering the questions (I) and (II). Their proof will be
carried out in the subsequent sections.

2 Statement of main theorems

Let F be a real valued function defined on a setE
(⊂ Rk

)
including the origin

such thatF (x) = α|x|γ +f (x), where 0< γ < 1, α ∈ R, andf is ak-dimensional
Lipschitz continuous function vanishing at the origin. Here| · | denotes the Eu-
clidean norm. In this paper we call suchF a Hölder functionand we denote its
Hölder exponent, Ḧolder constant and Lipschitz constant respectively by

Exp(F ) = γ, Höl(F ) = α,

Lip(F ) = Lip(f ) = min{K > 0 : |f (x) − f (y)| ≤ K |x − y|, x, y ∈ E} .
For x = (x1, · · · , xd) ∈ Rd, we let x′ = (x1, · · · , xd−1) so thatx = (x′, xd).

Let us now consider the following condition (H) on a domainD ⊂ Rd with
d ≥ 2:
(H) There are four constantsγ ∈ (0, 1), δ > 0, A ≥ 1, M > 0 and a locally
finite open covering{Uj }j∈J of ∂D satisfying the following properties :

(i) For eachj ∈ J , there are a Ḧolder functionFj of d − 1 variables and a
constantrj > δ such that

Fj is defined on thed − 1-dimensional ball centered at the origin with
radiusrj ,
Exp(Fj ) ≥ γ,
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Höl(Fj ) = 0, or 1/A ≤ Höl(Fj ) ≤ A, or −A ≤ Höl(Fj ) ≤ −1/A,
Lip(Fj ) ≤ M ,
Uj ∩ D = {ζ = (ζ ′, ζd) : |ζ| < rj , Fj (ζ

′) < ζd}, for some Cartesian coor-
dinate systemζ = (ζ ′, ζd).

(ii) ∂D ⊂
⋃
j∈J

Ũj ,δ, whereŨj ,δ = {x ∈ Uj : dist(x, ∂Uj ) > δ}.

WhenD is bounded, condition (H) reduces to a simple one that every point
x of ∂D has a neighbourhoodUx such that∂D ∩ Ux is the graph of a Ḧolder
function of d − 1 variables.

For later convenience, we let

J+ = {j ∈ J : Höl(Fj ) > 0} ,
J0 = {j ∈ J : Höl(Fj ) = 0} ,

J− = {j ∈ J : Höl(Fj ) < 0} .
For j ∈ J , denote byaj (∈ ∂D) the origin of Uj with respect to the coordinate
systemζ. aj is called anoutward [resp. inward] cusp boundary pointof D if
j ∈ J+ [resp. j ∈ J−].

In what follows, we work with the Dirichlet form
(
E ,H 1(D)

)
on L2(D)

given by (1.1) and (1.2). Let{Gλ, λ > 0} be the associated resolvent onL2(D).
It is then Markovian in the sense that 0≤ λGλf ≤ 1 whenever 0≤ f ≤ 1 and
it is well defined as a bounded linear operator onLp(D) for any p ∈ [1,∞].
Denote byC∞

(
D
)

the space of those functions inC
(
D
)

vanishing at infinity.

Theorem 2.1 Assume that a domain D⊂ Rd satisfies condition (H). Then Gλ
enjoys the following properties :
(i) Gλ

(
L2(D) ∩ Lp(D)

) ⊂ C
(
D
)
, p > 1 + (d − 1)/γ.

(ii) Gλ

(
C∞
(
D
))

is a dense subspace of C∞
(
D
)
.

(iii) There is a function Gλ(x, y) continuous onD × D off diagonal such that

Gλf (x) =
∫

D
Gλ(x, y)f (y) dy, x ∈ D , f ∈ C∞

(
D
)
. (2.1)

As will be seen in Sect. 4, Theorem 2.1 is still valid under condition (A)
stated in Sect. 3. Condition (A) is weaker but less concrete than (H) so that we
employ (H) in formulating main theorems.

Theorem 2.1 (i) means thatGλ has a strong Feller property. By virtue
of Theorem 2.1 (ii) and the Hille-Yosida theorem, there exists a strongly
continuous Markovian semigroup{Tt , t > 0} on C∞

(
D
)

such thatGλf =∫∞
0 e−λt Tt f dt, f ∈ C∞

(
D
)
. We have then a Feller transition function by

Tt f (x) =
∫

D pt (x, dy) f (y), which gives rise to a Hunt process (cf. [13; Theo-
rem A.2.2])M = (Xt ,Px) on D such that

Px (Xt ∈ A) = pt (x,A), t > 0, x ∈ D , A ∈ B
(
D
)
.

M is associated with the Dirichlet form
(
E ,H 1(D)

)
of (1.2) since the re-

solventGλ is. SinceGλ

(
C0
(
D
))

is dense in the Dirichlet space, Theorem 2.1
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(ii) implies that the Dirichlet formE is regular. Therefore we can apply gen-
eral theorems in [13] to the associated pairE and M . In particular,pt (x, ·) is
absolutely continuous becauseGλ(x, ·) is ([13; Theorem 4.2.4]). SinceE has
the strong local property andaij are uniformly bounded, we can invoke [13;
Theorem 4.5.4]) and [13; Theorem 5.7.2, Example 5.7.1] to conclude thatM is
a conservative diffusion process onD . Summing up what has been mentioned,
we get

Theorem 2.2 Under condition (H), there exists a conservative diffusion process
M = (Xt ,Px) on D with resolvent Gλ of Theorem 2.1.M is associated with the
Dirichlet form given by (1.1) and (1.2), and the transition function pt (x, ·) of M
satisfies (1.3) and (1.5).

We next formulate a decomposition of the sample path ofM and its Skorohod
representation.

Theorem 2.3 Consider a domain D⊂ Rd satisfying condition (H).
(i) The sample path Xt = (X1

t , · · · ,Xd
t ) of the conservative diffusion processM on

D constructed in Theorem 2.2 admits a unique decomposition (1.6) with MAF’s
M i

t in the strict sense satisfying (1.7) and CAF’s Ni
t in the strict sense locally of

zero energy.
(ii) Assume condition (1.9) for aij . We also require the condition that

Exp(Fj ) >
1
2
, j ∈ J+, (2.2)

for the domain D. Then Nit has the following representation :

N i
t =

d∑
j =1

∫ t

0

(
∂j aij

)
(Xs) ds +

d∑
j =1

∫ t

0
aij (Xs) nj (Xs) dLs,

1 ≤ i ≤ d, t ≥ 0, Px − a.s. for any x∈ D ,

(2.3)

where Lt is a unique PCAF in the strict sense with Revuz measure being the
surface measure on∂D.

Note that (2.3) reduces to (1.8) whenaij = 1
2δij . The above three theorems

extend those results of R.F.Bass and P.Hsu in [2] and [3] formulated for a general
bounded Lipschitz domainD and foraij = 1

2δij .
Let us denote byΞ+ the set of all outward cusp boundary points.C2

b

(
D
)

will stand for the set of twice continuously differentiable functions onRd that
are together with their first and second partial derivatives bounded onD .

Theorem 2.4 Under condition (H) for the domain and the assumption that

∂i aij ∈ L∞(D), 1 ≤ i , j ≤ d, (2.4)

the conservative diffusion processM = (Xt ,Px) of Theorem 2.2 enjoys the follow-
ing properties : for each x∈ D,
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1. Px (X0 = x) = 1,

2. f (Xt ) −
∫ t

0

d∑
i ,j =1

[
∂i
(
aij ∂j f

)]
(Xs) ds is a Px-submartingale,

whenever f∈ C2
b

(
D
)
, f is constant in a neighbourhood ofΞ+ and

d∑
i ,j =1

∂i f (x) aij (x) nj (x) ≥ 0 σ -a.e. on∂D , (2.5)

3. Ex

[∫ ∞

0
IΞ+(Xs) ds

]
= 0.

When d = 2, aij (x) = 1
2δij and D = C the standard outward cusp domain,

R.D. DeBlassie and E.H. Toby [7] have shown the existence and the uniqueness
of the corresponding submartingale problem for a probability measurePx on
Ω = {ω : ω is a continuous function from [0,∞) into C } : for each fixed
x ∈ C ,

1. Px (ω(0) = x) = 1,

2. f (ω(t)) − 1
2

∫ t

0
∆f
(
ω(s)

)
ds is a Px-submartingale

wheneverf ∈ C2
b (C), f is constant in a neighbourhood of the origin

and∇f (x) · n(x) ≥ 0 on ∂C ,

3. Ex

[∫ ∞

0
I0
(
ω(s)

)
ds

]
= 0.

Hence, by virtue of Theorem 2.4, the diffusion process of Theorem 2.2 coincides
in law with DeBlassie-Toby’s one in [7] in this special case.

In exactly the same way, we see that, whend = 2, aij (x) = 1
2δij and D is a

wedge{θ : 0 ≤ θ ≤ ξ} ⊂ R2 for a fixed ξ ∈ (0, 2π), the diffusion process of
Theorem 2.2 is identical in law with Varadhan-R.Williams’s normally reflecting
Brownian motion [22].

3 Lp-estimate, local estimate and Harnack inequality

In this and the next sections, we shall work under another condition (A) on a
domainD ⊂ Rd which will be seen to be more general than (H) (Proposition 4.1).
In this section, we derive some estimates for harmonic solutions of equations
associated with

(
E ,H 1(D)

)
under condition (A).

In order to state condition (A), we employ the following notations:

B(a, ρ) = {x ∈ Rd : |x − a| < ρ},
B(ρ) = B(0, ρ),

B+(ρ) = {(x′, xd) ∈ B(ρ) : xd > 0},
Cγ(ρ) = {(x′, xd) ∈ B(ρ) : |x′|γ < xd},
Qγ(ρ) = {(x′, xd) ∈ B(ρ) : − |x′|γ < xd},
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for a ∈ Rd, ρ > 0, γ ∈ (0, 1). For a Lipschitz mappingΦ from a setE ⊂ Rk

into Rl such that|Φ(x)−Φ(y)| ≤ K |x − y|, x, y ∈ E, for some constantK > 0,
we also denote by Lip(Φ) the smallest constantK of this property.

We now state condition (A) on a domainD ⊂ Rd:
(A) The following properties hold for an at most countable index setI , a
constantγ∗ ∈ (0, 1) and positive constantsρ∗, r ∗, M ∗ :

(i) There are a pointak ∈ ∂D and its neighbourhoodVk associated with each
k ∈ I such that
(i-1) D ∩ Vk ∩ Vl = ∅, k, l ∈ I , k /= l ;
(i-2) there are a constantγk ∈ [γ∗, 1) and a one to one mappingΦk from

B(ρ∗) onto Vk with Φk(0) = ak , Vk ∩ D equals eitherΦk
(
Cγk (ρ∗)

)
or

Φk
(
Qγk (ρ∗)

)
, Lip(Φk) ≤ M ∗, Lip(Φ−1

k ) ≤ M ∗.
(ii) For any a ∈ ∂D \ ⋃k∈I Vk , there are its neighbourhoodWa and a one

to one mappingΨa from B(r ∗) onto Wa such thatΨa(0) = a, Ψa(B+(r ∗)) =
Wa ∩ D , Lip(Ψa) ≤ M ∗, Lip(Ψ−1

a ) ≤ M ∗.

In our previous paper [14], we considered the same condition as above, but
we assumedγ∗ > (d − 1)/d. Further we did not consider the caseVk ∩ D =
Φk
(
Qγk (ρ∗)

)
, namely, we assumed in [14] that everyak is an outward cusp

boundary point but not an inward one. Under those assumptions, we got the same
estimates as in this section following the PDE argument due to Stampacchia
[18] and Moser [17]. The PDE argument is based on a Sobolev inequality of
Moser’s type formulated in Proposition 3.1 below. As will be proved in the last
section, we need not the previous assumptionγ∗ > (d − 1)/d for the validity
of Proposition 3.1. Once it is established, we can follow the PDE argument
developed in [14] without any change so that we shall state the results of this
section omitting the proof and only referring to the corresponding results in [14].

In the rest of this section, we assume (A).
First of all, we note the following easily verifiable observation : ifψ is a

one to one mapping from an open setU ⊂ Rd onto an open set inRd with
Lip
(
ψ−1

) ≤ M and if B(ã, r ) ⊂ U andψ(ã) = a, then

B(a, r /M ) ⊂ ψ
(
B(ã, r )

)
. (3.1)

This observation particularly leads us to the following property of the domain
D (see [14; Lemma 3.1]). We set

IC =
{

k ∈ I : Vk ∩ D = Φk
(
Cγk (ρ∗)

)}
,

IQ =
{

k ∈ I : Vk ∩ D = Φk
(
Qγk (ρ∗)

)}
.

ak for k ∈ IC [resp.IQ] may be called an outward [resp. inward] cusp boundary
point. A collection of open sets is said to have a finite intersection property if
there exists an integerM such that any subcollection of cardinality greater than
M has an empty intersection.
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Lemma 3.1 For any ρ ∈ (0, ρ∗], there exist positive constants rρ and mρ for
which D satisfies the following : For every a∈ ∂D#

ρ ≡ ∂D \ ⋃k∈I Φk (B(ρ)),
there are a neighbourhood Vρ,a of a and a one to one mappingψρ,a from B

(
rρ
)

onto Vρ,a such thatψρ,a(0) = a, ψρ,a
(
B+
(
rρ
))

= Vρ,a ∩ D , Lip(ψρ,a) ≤
mρ, Lip(ψ−1

ρ,a) ≤ mρ.
Furthermore, for any r∈ (0, rρ] we have a subset A⊂ ∂D#

ρ and a positive
constantη = η(r ) such that{ψρ,a(B+(r ))}a∈A has a finite intersection property,
and for every b∈ ∂D, the set B(b, η) ∩ D is contained in one of the following
sets:Φk

(
Cγk (ρ)

)
for k ∈ IC , Φk

(
Qγk (ρ)

)
for k ∈ IQ, ψρ,a (B+(r )) for a ∈ A.

In the following we set

C∗
k (ρ) = Φk

(
Cγk (ρ)

)
, k ∈ IC ,

Q∗
k (ρ) = Φk

(
Qγk (ρ)

)
, k ∈ IQ,

B∗
a (r ) = ψρ,a (B+(r )) , a ∈ ∂D#

ρ,

for 0 < ρ ≤ ρ∗, 0 < r ≤ rρ. Since a Sobolev inequality of Moser’s type
formulated in Lemma 2 in [17] is valid foru ∈ H 1 (B+(r )), we immediately
obtain by means of the mapψρ,a in Lemma 3.1 that for anyρ ∈ (0, ρ∗], κ ∈
(0, 1], q ∈ [2, 2d/(d − 2)] ( q ∈ [2,∞) if d = 2 ) there is a positive constant
C1 = C1(ρ, κ, q) such that

(∫
B∗a (r )

|u|qdx

)1/q

≤ C1 r d
(

1
q− 1

2

) {∫
N
|u|2dx + r 2

d∑
i =1

∫
B∗a (r )

|∂i u|2dx

}1/2

,

(3.2)
for u ∈ H 1

(
B∗

a (r )
)
, N ⊂ B∗

a (r ) with |N | ≥ κ|B∗
a (r )|, 0 < r ≤ rρ, and

a ∈ ∂D#
ρ. Here |E| denotes the Lebesgue measure for measurable setsE. (C1

and the other constantsC2, C3 etc. below also depend ond, ρ∗, r ∗, M ∗ and
in some cases onγ∗ andΛ. However we omit indicating them.)

Actually (3.2) also holds foru ∈ H 1
(
C∗

k (ρ)
)

andu ∈ H 1
(
Q∗

k (ρ)
)

:

Proposition 3.1 (i) For any κ ∈ (0, 1] there is a positive constant C2 = C2(κ)
such that(∫

C∗k (ρ)
|u|q dx

)1/q

≤ C2ρ
d−1+γk

γk

(
1
q− 1

2

)

×
{∫

N
|u|2 dx + ρ2

d∑
i =1

∫
C∗k (ρ)

|∂i u|2 dx

}1/2

, (3.3)

for u ∈ H 1
(
C∗

k (ρ)
)
, N ⊂ C∗

k (ρ) with |N | ≥ κ|C∗
k (ρ)|, 0 < ρ ≤ ρ∗, 2 ≤ q ≤

2(d − 1 +γk)/(d − 1− γk), and k∈ IC .
(ii) Let 2 ≤ q <∞ in case d= 2 or 2 ≤ q ≤ 2d/(d−2) in case d≥ 3. Then

for anyκ ∈ (0, 1] there is a positive constant C3 = C3(κ, q) such that
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(∫
Q∗k (ρ)

|u|q dx

)1/q

≤ C3ρ
d
(

1
q− 1

2

) {∫
N
|u|2 dx + ρ2

d∑
i =1

∫
Q∗k (ρ)

|∂i u|2 dx

}1/2

,

(3.4)
for u ∈ H 1

(
Q∗

k (ρ)
)
, N ⊂ Q∗

k (ρ) with |N | ≥ κ|Q∗
k (ρ)|, 0< ρ ≤ ρ∗ and k∈ IQ.

The proof of Proposition 3.1 will be carried out in the last section by em-
ploying a specific transformation of a standard cusp domain onto a rectangular
set.

The following Sobolev inequality in an ordinary sense follows from (3.2),
(3.3), (3.4) and Lemma 3.1 ([14; Proposition 3.2 (ii)]).

Proposition 3.2 (i) There is a positive constant C4 such that(∫
D
|u|qdx

)1/q

≤ C4

{∫
D
|u|2dx +

d∑
i =1

∫
D
|∂i u|2dx

}1/2

, (3.5)

for u ∈ H 1(D), 2 ≤ q ≤ 2(d − 1 +γ∗)/(d − 1− γ∗).
(ii) Assume the absence of outward cusp boundary point : IC = ∅. Then the

above statement is valid for2 ≤ q ≤ 2d/(d−2) in case d≥ 3 and for2 ≤ q <∞
in case d= 2.

We denote the norm of the Sobolev spaceH 1(E) by ‖ · ‖H 1(E). For an open
setE ⊂ D , let us consider the following spaces :

Ĉ(E) =
{

u ∈ C1(E) : ‖u‖H 1(E) <∞, u = 0 on∂E ∩ D
}
, (3.6)

Ĥ (E) = the completion of̂C(E) with respect to the norm‖ · ‖H 1(E). (3.7)

Note thatĤ (E) coincides withH 1
0 (E) if E ⊂ D . When E = C∗

k (ρ), Q∗
k (ρ) or

B∗
a (r ), we can derive the following Sobolev inequalities from Proposition 3.1

([14; Proposition 3.3]).

Proposition 3.3 (i) For any δ ∈ (0, 1), there is a positive constant C5 = C5(δ)
such that (∫

C∗k (ρ)
|u|q dx

)1/q

≤ C5

(
d∑

i =1

∫
C∗k (ρ)

|∂i u|2 dx

)1/2

, (3.8)

for u ∈ Ĥ (C∗
k (ρ)), 0< ρ ≤ δρ∗, 2 ≤ q ≤ 2(d − 1 +γk)/(d − 1− γk), k ∈ IC .

(ii) For any δ ∈ (0, 1) and for any2 ≤ q ≤ 2d/(d − 2) (2≤ q <∞ if d = 2),
there is a positive constant C6 = C6(δ, q) such that(∫

Q∗k (ρ)
|u|q dx

)1/q

≤ C6

(
d∑

i =1

∫
Q∗k (ρ)

|∂i u|2 dx

)1/2

, (3.9)

for u ∈ Ĥ (Q∗
k (ρ)), 0< ρ ≤ δρ∗, k ∈ IQ.

(iii) Let 0 < ρ ≤ ρ∗, 0 < δ < 1 and 2 ≤ q ≤ 2d/(d − 2) (2 ≤ q < ∞ if
d = 2). Then there is a positive constant C7 = C7(ρ, δ, q) satisfying
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(∫
B∗a (r )

|u|q dx

)1/q

≤ C7

(
d∑

i =1

∫
B∗a (r )

|∂i u|2 dx

)1/2

, (3.10)

for u ∈ Ĥ (B∗
a (r )), 0< r ≤ δrρ, a ∈ ∂D#

ρ.

We now turn to the Dirichlet form
(
E ,H 1(D)

)
given by (1.1) and (1.2). We

also consider the following form
(

EE , Ĥ (E)
)

for an open setE ⊂ D .

EE(u, v) =
d∑

i ,j =1

∫
E
∂i u(x)∂j v(x)aij (x) dx, u, v ∈ Ĥ (E), (3.11)

with aij , 1 ≤ i , j ≤ d satisfying (1.1). Since
(

EE , Ĥ (E)
)

is a Dirichlet form on

L2(E), we have the associated Markovian resolvent{GE,λ, λ > 0} on L2(E).
Let T be a functional defined by

〈T, ϕ〉 =
∫

D
f0ϕ dx +

d∑
i =1

∫
D

fi ∂iϕ dx, ϕ ∈ H 1(D), (3.12)

for fi ∈ L2(D), i = 0, 1, · · · , d. Since T is a continuous linear functional on
H 1(D), there is for eachλ > 0 a unique elementu ∈ H 1(D) such that

Eλ(u, ϕ) = 〈T, ϕ〉, ϕ ∈ H 1(D). (3.13)

Here Eλ( , ) = E ( , ) + λ( , )L2(D). We denote this functionu by GλT. If T is
defined by (3.12) withD andH 1(D) replaced byE and Ĥ (E) respectively and
if every fi belongs toL2(E), then we have for eachλ > 0 a uniqueu ∈ Ĥ (E)
denoted byGE,λT such that

EE,λ(u, ϕ) = 〈T, ϕ〉, ϕ ∈ Ĥ (E), (3.14)

whereEE,λ( , ) = EE( , ) + λ( , )L2(E).
ObviouslyGλT [resp.GE,λT] coincides withGλf [resp.GE,λf ] in the case

where〈T, ϕ〉 = (f , ϕ) for f ∈ L2(D) [resp. f ∈ L2(E)]. If E = C∗
k (ρ), Q∗

k (ρ) or
B∗

a (r ), then the norm‖ · ‖H 1(E) is equivalent to‖ · ‖
Ĥ (E)

≡ EE(·, ·)1/2 in view

of Proposition 3.3. Therefore there existsGE,0T ∈ Ĥ (E) satisfying (3.14) with
λ = 0.

Using Sobolev inequalities (3.5), (3.8), (3.9), (3.10) and following a standard
argument as in [18; Theorem 4.1] (see also [10]), we can get the followingLp-
estimates.

Theorem 3.1 (i) Let p> (d−1)/γ∗+1 andλ > 0. Then it holds that, for some
C8 = C8(p, λ) > 0,

‖GλT‖L∞(D) ≤ C8

d∑
i =0

(‖fi ‖L2(D) + ‖fi ‖Lp(D)
)
, (3.15)
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where T is given by (3.12) with fi ∈ L2(D) ∩ Lp(D), i = 0, 1, · · · , d.
(ii) Let k ∈ IC , p > (d − 1)/γk + 1 and 0 < δ < 1. Then there is a positive
constant C9 = C9(p, δ) such that

‖GE,λT‖L∞(E) ≤ C9ρ
1
p

(
p−1− d−1

γk

) d∑
i =0

‖fi ‖Lp(E), (3.16)

where E= C∗
k (ρ), 0 < ρ ≤ δρ∗, λ ≥ 0, and T is a continuous linear functional

given by (3.12) with fi ∈ Lp(E) andϕ ∈ Ĥ (E).
(iii) Let p> d and0< δ < 1. Then there is a positive constant C10 = C10(p, δ)
such that

‖GE,λT‖L∞(E) ≤ C10ρ
(p−d)/p

d∑
i =0

‖fi ‖Lp(E), (3.17)

where E = Q∗
k (ρ), k ∈ IQ, 0 < ρ ≤ δρ∗, λ ≥ 0, and T is a continuous linear

functional given by (3.12) with fi ∈ Lp(E) andϕ ∈ Ĥ (E).
(iv) Let 0 < ρ ≤ ρ∗, p > d and0 < δ < 1. Then there is a positive constant
C11 = C11(p, δ) such that

‖GE,λT‖L∞(E) ≤ C11r (p−d)/p
d∑

i =0

‖fi ‖Lp(E), (3.18)

for λ ≥ 0, E = B∗
a (r ), 0 < r ≤ δrρ, a ∈ ∂D#

ρ, and for T defined by (3.12) with

E, Ĥ (E), fi ∈ Lp(E) instead of D, H 1(D), fi ∈ Lp(D) respectively.

We are next concerned with local estimates for subsolutions of the equations
associated withEE . A function u ∈ H 1(E) is called a subsolution if

EE(u, ϕ) ≤ 0, ϕ ≥ 0, ϕ ∈ Ĥ (E). (3.19)

In the same way as in [18; Theorem 5.1] or in [17; Theorem 1], we obtain the
following local estimates from Proposition 3.3 or (3.2) ([14; Theorem 3.2]).

Theorem 3.2 (i) Let 0 < ρ ≤ δρ∗ for someδ ∈ (0, 1) and E = C∗
k (ρ) with

k ∈ IC . Then every nonnegative subsolution u∈ H 1(E) of (3.19) satisfies

ess sup
C∗k (s)

u ≤ C12(ρ− s)−
d−1+γk

2γk

(∫
C∗k (ρ)

u2 dx

)1/2

, 0< s < ρ, (3.20)

for some C12 = C12(δ) > 0.
(ii) Let 0< ρ ≤ δρ∗ for someδ ∈ (0, 1) and E = Q∗

k (ρ) with k ∈ IQ. Then every
nonnegative subsolution u∈ H 1(E) of (3.19) satisfies

ess sup
Q∗k (s)

u ≤ C13(ρ− s)−d/2

(∫
Q∗k (ρ)

u2 dx

)1/2

, 0< s < ρ, (3.21)
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for some C13 = C13(δ) > 0.
(iii) Let 0 < ρ ≤ ρ∗, 0 < δ < 1, 0 < r ≤ δrρ, a ∈ ∂D#

ρ and E = B∗
a (r ). Then

every nonnegative subsolution u∈ H 1(E) of (3.19) satisfies

ess sup
B∗a (s)

u ≤ C14(r − s)−d/2

(∫
B∗a (r )

u2 dx

)1/2

, 0< s < r , (3.22)

for some C14 = C14(ρ, δ) > 0.

If u ∈ H 1(E) satisfies

EE,λ(u, ϕ) = 0, ϕ ∈ Ĥ (E), (3.23)

for someλ ≥ 0, thenu ∨ 0 and (−u) ∨ 0 are both nonnegative subsolutions
of (3.19). Therefore as an immediate consequence of Theorem 3.2 we get the
following result.

Corollary 3.1 (i) Let 0 < ρ ≤ δρ∗ for someδ ∈ (0, 1) and E = C∗
k (ρ) with

k ∈ IC
[

resp. Q∗k (ρ) with k ∈ IQ
]
. Then every solution u∈ H 1(E) of (3.23)

satisfies (3.20)[ resp. (3.21)] with u being replaced by|u|.
(ii) Let 0 < ρ ≤ ρ∗, 0 < δ < 1, 0 < r ≤ δrρ, a ∈ ∂D#

ρ and E = B∗
a (r ). Then

every solution u∈ H 1(E) of (3.23) satisfies (3.22) with u being replaced by|u|.

Finally, by means of Proposition 3.1 and Theorem 3.2, we can get the fol-
lowing Harnack inequality for solutionsu ∈ H 1(E) of the equation (3.23) with
λ = 0 ([14; Theorem 3.3]).

Theorem 3.3 (i) Let k ∈ IC
[

resp. k ∈ IQ
]
, 0 < ρ ≤ ρ∗, 0 < κ < 1

and E = C∗
k (ρ)

[
resp. Q∗k (ρ)

]
. If u ∈ H 1(E) is a nonnegative solution of

(3.23) with λ = 0 and satisfies|{x : u(x) ≥ 1} ∩ C∗
k (ρ/2)| ≥ κ |C∗

k (ρ/2)|[
resp. |{x : u(x) ≥ 1} ∩ Q∗

k (ρ/2)| ≥ κ |Q∗
k (ρ/2)| ], then there is a positive con-

stant C15 = C15(κ) such that

ess inf
C∗k (ρ/4)

u ≥ C15

[
resp. ess inf

Q∗k (ρ/4)
u ≥ C15

]
. (3.24)

(ii) Let 0 < ρ ≤ ρ∗, 0 < r ≤ rρ, a ∈ ∂D#
ρ, 0 < κ < 1 and set E =

B∗
a (r ). If u ∈ H 1(E) is a nonnegative solution of (3.23) withλ = 0 and satisfies
|{x : u(x) ≥ 1} ∩ B∗

a (r /2)| ≥ κ |B∗
a (r )|, then there is a positive constant C16 =

C16(ρ, κ) such that

ess inf
B∗a (r/4)

u ≥ C16. (3.25)
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4 Strong Feller resolvent

In this section, we will show that the resolvent{Gλ} associated with the Dirichlet
form

(
E ,H 1(D)

)
has the same properties as those of Theorem 2.1 under con-

dition (A). At the end of this section, we will show that condition (H) reduces
to (A) and hence Theorem 2.1 follows.

Theorem 4.1 Under condition (A), Gλ satisfies the same properties as in Theo-
rem 2.1. Namely,
(i) Gλ

(
L2(D) ∩ Lp(D)

) ⊂ C
(
D
)
, p > 1 + (d − 1)/γ∗.

(ii) Gλ

(
C∞
(
D
))

is a dense subspace of C∞
(
D
)
.

(iii) There is a function Gλ(x, y) continuous onD × D off diagonal such that

Gλf (x) =
∫

D
Gλ(x, y)f (y) dy, x ∈ D , f ∈ C∞

(
D
)
. (4.1)

Theorem 4.1 is obtained essentially by the same argument as in [14; Sect. 4]
but we give the proof here for completeness.

Theorem 4.1 (i) is an immediate consequence of the following theorem.

Theorem 4.2 Assume condition (A). Let p> (d − 1)/γ∗ + 1, T be a functional
given by (3.12) with fi ∈ L2(D) ∩ Lp(D), i = 0, 1, 2, · · · , d, andλ > 0. Then
GλT is uniformly continuous in D and accordingly GλT can be extended to a
continuous function onD.

Proof Putu = GλT. Fix ak ∈ IC and ans ∈ (0, ρ∗/2] arbitrarily. SetE = C∗
k (s).

Let v ≡ GE,0(T − λu) ∈ Ĥ (E) be the solution of the equation (3.14) withλ = 0
andT = T − λu. We see by means of Theorem 3.1 (i), (ii),

‖v‖L∞(E) ≤ C9(p, 1/2)s
1
p

(
p−1− d−1

γk

) {
‖f0 − λu‖Lp(E) +

d∑
i =1

‖fi ‖Lp(E)

}

≤ c1s
1
p

(
p−1− d−1

γ∗
) d∑

i =0

{‖fi ‖L2(D) + ‖fi ‖Lp(D)
}
, (4.2)

for some positivec1 independent ofs andk. Sincew ≡ u− v belongs toH 1(E)
and satisfies (3.23) withλ = 0, following the same argument as in [17] we get
by means of Theorem 3.3 (i)

Osc
(
w; C∗

k (s/4)
) ≤

(
1− 1

2
C15(1/2)

)
Osc

(
w; C∗

k (s)
)

≤ c2Osc
(
w; C∗

k (s)
)
,

for c2 ∈ (0, 1) independent ofs andk. Here Osc(g; F ) denotes the oscillation of
a functiong over a setF : Osc(g; F ) = ess supFg − ess infFg. Hence

Osc
(
u; C∗

k (s/4)
) ≤ Osc

(
v; C∗

k (s/4)
)

+ Osc
(
w; C∗

k (s/4)
)

≤ 2‖v‖L∞(E) + c2Osc
(
w; C∗

k (s)
) ≤ 4‖v‖L∞(E) + c2Osc

(
u; C∗

k (s)
)
.
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Combining this with (4.2) and using [18; Lemma 7.3], we get

Osc
(
u; C∗

k (s)
) ≤ c3sξ1, 0< s ≤ ρ∗/4, k ∈ IC , (4.3)

for some constantsc3 > 0 andξ1 ∈ (0, 1). In the same way we also get

Osc
(
u; Q∗

k (s)
) ≤ c4sξ2, 0< s ≤ ρ∗/4, k ∈ IQ, (4.4)

for some constantsc4 > 0 and ξ2 ∈ (0, 1). Recall rρ and ∂D#
ρ appearing in

Lemma 3.1. Similarly, for anyρ ∈ (0, ρ∗/2], there then exist ac5 > 0 and a
ξ3 ∈ (0, 1) such that

Osc
(
u; B∗

a (s)
) ≤ c5sξ3, 0< s ≤ rρ/4, a ∈ ∂D#

ρ. (4.5)

The estimate for oscillations on open balls with closures contained inD , which
is due to Stampacchia [18], asserts that

Osc(u; B(a, s)) ≤ c6sξ4, 0< s ≤ η/4, a ∈ D \ Dη. (4.6)

Hereη is a positive number fixed arbitrarily,Dη = {x ∈ D : dist(x, ∂D) < η},
and constantsc6 > 0 andξ4 ∈ (0, 1) depend onη but are independent ofa ∈
D \ Dη.

For anε > 0 fixed arbitrarily, we see by virtue of (4.3) and (4.4) that there
exists ans1 = s1(ε) ∈ (0, ρ∗/4] such that

Osc
(
u; C∗

k (s1)
)
< ε, k ∈ IC , (4.7)

Osc
(
u; Q∗

k (s1)
)
< ε, k ∈ IQ. (4.8)

By means of (4.5), we further find ans2 = s2(ε, s1) ∈ (0, rs1/4] such that

Osc
(
u; B∗

a (s2)
)
< ε, a ∈ ∂D#

s1
. (4.9)

In view of Lemma 3.1, we can find anηo > 0 such that

every pairx, y ∈ Dηo with |x − y| < ηo is

simultaneously contained in one of sets

C∗
k (s1) with somek ∈ IC , Q∗

k (s1) with somek ∈ IQ,

B∗
a (s2) with somea ∈ ∂D#

s1
. (4.10)

(4.6) with thisηo leads us to

Osc(u; B(a, s3)) < ε, a ∈ D \ Dηo/2, (4.11)

for somes3 = s3(ε, ηo) ∈ (0, ηo/8].
We now setδ = (ηo/2) ∧ s3. Let x, y ∈ D with |x − y| < δ. If x or y

belongs toDηo/2, then|u(x)−u(y)| < ε by (4.10), (4.7), (4.8), (4.9). Otherwise,
|u(x) − u(y)| < ε by (4.11). ut

Employing Corollary 3.1 in place of Theorem 3.1 (i) in getting (4.2), we
obtain the following in the same way as above :
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Theorem 4.3 Let W be an open set of Rd and E = W ∩ D. Every solution
u ∈ H 1(E) of (3.23) for someλ ≥ 0 is uniformly continuous in W1∩D for every
open set W1 satisfyingW1 ⊂ W .

We next give

Proof of Theorem 4.1 (ii) We first follow an argument in [20; Proposition 5.1]
to show

Gλ

(
C∞
(
D
)) ⊂ C∞

(
D
)
. (4.12)

SinceC0
(
D
)

is dense inC∞
(
D
)
, it suffices to show that

Gλ

(
C0
(
D
)) ⊂ C∞

(
D
)

(4.13)

in the case whereD is unbounded.
Let g ∈ C0

(
D
)

andε > 0. Choose anR1 > 0 such that

Supp[g] ⊂ B(R1) ∩ D , c1‖Gλg‖L2(D\B(R1)) < ε, (4.14)

c1 being a positive constant specified later. We next take anR2 > R1 satisfying
the following :

C∗
k (ρ∗) ⊂ D \ B(R1) for k ∈ IC with ak ∈ ∂D \ B(R2),

Q∗
k (ρ∗) ⊂ D \ B(R1) for k ∈ IQ with ak ∈ ∂D \ B(R2),

B∗
a (r ∗) ⊂ D \ B(R1) for a ∈ ∂D#

ρ∗ \ B(R2).

We setJC = {k ∈ IC : ak ∈ ∂D \ B(R2)} , JQ = {k ∈ IQ : ak ∈ ∂D \B(R2)}, and
A = ∂D#

ρ∗/2\B(R2). Then, on account of (3.1), there is a constantη ∈ (0,R2−R1)
depending onρ∗ but not onR1, R2 such that

D2η \ B(R2) ⊂
⋃

k∈JC

C∗
k

(
ρ∗

2

)
∪
⋃

k∈JQ

Q∗
k

(
ρ∗

2

)
∪
⋃
a∈A

B∗
a

( rρ∗/2

2

)
.

We consider the setK =
[⋃

k∈JC∪JQ
{ak}

]
∪ A∪ [D \ D2η \ B(R2)

]
and, for

eacha ∈ K , we define a constants and a setEa(s) as follows :

Ea(s) =


C∗

k (s), s = ρ∗, if a = ak , k ∈ JC ,

Q∗
k (s), s = ρ∗, if a = ak , k ∈ JQ,

B∗
a (s), s = rρ∗/2, if a ∈ A,

B(a, s), s = η, if a ∈ D \ D2η \ B(R2).

Note that

D \ B(R2) ⊂
⋃

a∈K

Ea(s/2) ⊂
⋃

a∈K

Ea(s) ⊂ D \ B(R1), (4.15)

and
EEa(s),λ(Gλg, ϕ) = (g, ϕ) = 0, ϕ ∈ Ĥ (Ea(s)) .

By virtue of Corollary 3.1, we then have
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‖Gλg‖L∞(Ea(s/2)) ≤ c1‖Gλg‖L2(Ea(s)), (4.16)

where we used a local estimate due to Stampacchia [18] or Moser [17] in the
case thata ∈ D \ D2η \ B(R2). It should be noted thatc1 is a positive constant
independent ofa, R1 andR2. By (4.14), (4.15) and (4.16), we find that

‖Gλg‖L∞(D\B(R2)) ≤ c1‖Gλg‖L2(D\B(R1)) < ε, (4.17)

which along with Theorem 4.2 proves (4.13).
We next adopt Kunita’s argument [15]. Let denote byC∞

0

(
D
)

the space of
the restrictions toD of all infinitely continuously differentiable functions onRd

with compact support. For eachu ∈ C∞
0

(
D
)
, we define a functionalLu by

〈Lu, ϕ〉 = −
d∑

j =1

∫
D

(
d∑

i =1

aij ∂i u

)
∂jϕ dx, ϕ ∈ H 1(D).

Then T = λu − Lu satisfies the condition of Theorem 3.1 (i) andu = GλT for
eachλ > 0. By virtue of Theorem 3.1 (i), there is for anyε > 0 a g ∈ C∞

0

(
D
)

such that
‖u − Gλg‖L∞(D) < ε.

SinceC∞
0

(
D
)

is dense inC∞
(
D
)
, we thus obtain the denseness ofGλ

(
C∞
(
D
))

in C∞
(
D
)
. ut

Proof of Theorem 4.1 (iii) Since Gλ is Markovian, there exists a function
Gλ(x, y) satisfying (4.1) by virtue of Theorem 3.1 (i) and Theorem 4.2. Hence it
is enough to show that

Gλ(x, ·) belongs toH 1(U ) and is continuous onU , (4.18)

for any open setU with U ⊂ D \ {x}, wherex ∈ D andλ > 0.
Let us denote the dual space ofH 1(E) by

(
H 1(E)

)′
. There exists for each

λ > 0 andT ∈ (H 1(D)
)′

a unique elementu ∈ H 1(D) such that

Eλ(u, ϕ) = 〈T, ϕ〉, ϕ ∈ H 1(D).

We denote this functionu by GλT. (We already used this notation forT given by
(3.12) which is actually a general expression ofT ∈ (H 1(D)

)′
(cf. [16; 1.1.14]).)

For a while we fix anx ∈ D arbitrarily. We define a setEx(s) according as
three different cases.

(Case 1) x is a cusp point, that is,x = ak for somek ∈ I . In this case we take
an s ∈ (0, ρ∗].

(Case 2) x is a boundary point but not a cusp point, that is,x ∈ ∂D\⋃k∈I {ak}.
Chooseρ ∈ (0, ρ∗] such thatx ∈ ∂D \⋃k∈I Φk (B(ρ)). Then for anrρ given
in Lemma 3.1 we take ans ∈ (0, rρ].

(Case 3) x is an interior point ofD . In this case we take ans ∈ (0, dx/2],
wheredx = dist(x, ∂D).
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Let us put

Ex(s) =


C∗

k (s) if k ∈ IC , in Case 1,
Q∗

k (s) if k ∈ IQ, in Case 1,

B∗
x (s) in Case 2,

B(x, s) in Case 3.

Then there exists a unique elementgx,λ
s ∈ H 1(D) such that

Eλ

(
gx,λ

s , ϕ
)

=
1

|Ex(s)|
∫

Ex (s)
ϕ(y) dy, ϕ ∈ H 1(D). (4.19)

Here we note the following lemma which is obtained by the same method as
in [14; Lemma 4.3].

Lemma 4.1 Let U be an open set such thatU ⊂ D \ {x}. Then Gλ(x, ·)|U
∈ H 1(U ) andgx,λ

s |U converges to Gλ(x, ·)|U weakly in H1(U ) as s↓ 0.

Take an open setV of Rd such thatU ⊂ V andx 6∈ V and setE = V ∩ D .
On account of Lemma 4.1,Gλ(x, ·)|E ∈ H 1(E) andgx,λ

s |E → Gλ(x, ·)|E weakly
in H 1(E) ass ↓ 0. Take anyϕ ∈ Ĉ(E) and extend it toD by puttingϕ = 0 on
D \ E. Then

EE,λ(Gλ(x, ·)|E , ϕ) = lim
s↓0

EE,λ
(
gx,λ

s |E , ϕ
)

= lim
s↓0

Eλ

(
gx,λ

s , ϕ
)

= lim
s↓0

1
|Ex(s)|

∫
Ex (s)

ϕ(y) dy = 0.

This implies thatGλ(x, ·)|E ∈ H 1(E) is a solution of (3.23) and hence, in view
of Theorem 4.3,Gλ(x, ·) is continuous inU . ut

We finally note the following proposition which along with Theorem 4.1
implies Theorem 2.1.

Proposition 4.1 Condition (H) reduces to condition (A).

Proof For eachj ∈ J , a Hölder functionFj in (H) (i) is given by

Fj (x
′) = αj |x′|γj + fj (x

′),

whereγ ≤ γj < 1, αj = 0 or 1/A ≤ αj ≤ A or −A ≤ αj ≤ −1/A according
to j ∈ J0 or j ∈ J+ or j ∈ J−, and fj is a Lipschitz continuous function defined
on thed − 1-dimensional closed ball

{
x′ ∈ Rd−1 : |x′| ≤ rj

}
with fj (0) = 0 and

Lip(fj ) ≤ M . Then

Uj ∩ D =
{(
ζ (j )′, ζ (j )

d

)
∈ B(rj ) : Fj

(
ζ (j )′

)
< ζ (j )

d

}
,

for some Cartesian coordinate systemζ (j ) =
(
ζ (j )′, ζ (j )

d

)
=
(
ζ (j )

1 , ζ (j )
2 , · · · , ζ (j )

d

)
.

Let us putI = J+∪ J−. For k ∈ I , ak is the point of∂D corresponding to the
origin in ζ (k)-coordinate system.Ξ ≡ {ak : k ∈ I } is then the totality of cusp
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boundary points. For eachk ∈ I , the neighbourhoodUk of ak contains no cusp
boundary point other thanak , and hence|ak − al | ≥ δ, k /= l , k, l ∈ I .

For eachk ∈ I , we define a mappingΦk from Ek ≡ {(x′, xd) : |x′| < rk , xd ∈
R} into ζ (k)-space by

Φk(x′, xd) =
(
ζ (k)′, ζ (k)

d

)
,

ζ (k)′ = x′, ζ (k)
d = |αk |xd + fk(x′).

We then have Lip
(
Φk
) ≤ 1 + A + M and Lip

(
Φ−1

k

) ≤ 1 + A + AM . Put ρ∗ =
δ/2(1 +A + M ), Vk = Φk (B(ρ∗)) and M ∗

1 = (1 + A)(1 + M ). Then we see from
(3.1) that{Vk}k∈I satisfies (A) (i) withγ∗ = γ and M ∗ = M ∗

1 . In particular,
Vk ∩ D = Φk

(
Cγk (ρ∗)

)
if αk > 0, = Φk

(
Qγk (ρ∗)

)
if αk < 0.

We next show (A) (ii). Letξo be the positive solution of the equationξ2γ+ξ2 =(
ρo
)2

for ρo = ρ∗ ∧ 1. We then take a constantR> 1 satisfying{
1 + M + A

(
R− 1

R
ξo

)γ−1
}
ξo

R
< δ,

and putr ∗ = ξo/R. This r ∗ will play the role of r ∗ in (A) (ii).
Let us fix ap ∈ ∂D \ ⋃k∈I Vk arbitrarily. By means of (H) (ii), there is a

j ∈ J such thatp ∈ Ũj ,δ. Denote theζ (j )-coordinate ofp by (p(j )′, p(j )
d ). We shall

define a mappingΨp and a neighbourhoodWp in two casesj ∈ I and j 6∈ I
separately.

In the case thatj ∈ I , (p(j )′, p(j )
d ) belongs toΦj (Ej ). Putting (̃p′, p̃d) =

Φ−1
j

(
p(j )′, p(j )

d

)
, we have that (̃p′, p̃d) ∈ Ej \ B(ρ∗) and p̃d = ± |p̃′|γj in

accordance to the sign ofαj . We then define a mappingΨp from the set
Gp ≡ {(x′, xd) : |x′ + p̃′| < rj , xd ∈ R} into ζ (j )-space as follows:

Ψp(x′, xd) =
(
ζ (j )′, ζ (j )

d

)
,

ζ (j )′ = x′ + p̃′,

ζ (j )
d = αj |x′ + p̃′|γj + xd + fj

(
x′ + p̃′

)
.

Notice that, on the region{x ∈ Gp : |x′| < ξo/S} for S > 1, Lip
(
Ψp
) ≤ 1 +M +

A
(

S−1
S ξo

)γj−1
. Since the distance ofp = Ψp(0) from ∂

(
Ψp(Gp)

)
is greater than

δ, we can conclude from (3.1) thatB(r ∗) ⊂ Gp for the above chosenr ∗ = ξo/R.
In the case thatj 6∈ I , we define a mappingΨp from the setGp ≡ {(x′, xd) :

|x′ + p(j )′| < rj , xd ∈ R} into ζ (j )-space by

Ψp(x′, xd) =
(
ζ (j )′, ζ (j )

d

)
,

ζ (j )′ = x′ + p(j )′, ζ (j )
d = xd + fj

(
x′ + p(j )′

)
.

In both cases,B(r ∗) ⊂ Gp. Accordingly we putWp = Ψp(B(r ∗)). It is easy
to see thatΨp is one-to-one,Ψp(0) = p, Ψp(B+(r ∗)) = Wp ∩ D , and Lip(Ψp) ≤
M ∗

2 , Lip(Ψ−1
p ) ≤ M ∗

2 whereM ∗
2 = 1 + M + A

(
R−1

R ξo
)γ−1

.
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Thus (H) reduces to (A) withI , γ∗, ρ∗, r ∗ as above andM ∗ = M ∗
1 ∨ M ∗

2 .
ut

5 Decomposition of the sample path and additive functionals

This section is devoted to the proof of Theorem 2.3 and Theorem 2.4. To this end,
we first prepare an extended version of a general theorem [13; Theorem 5.5.5]
to characterize the second term in the decomposition (1.6).

Let X be a locally compact separable metric space,m be a positive Radon
measure onX with full support and (E , F ) be a strongly local regular Dirichlet
form on L2(X; m). We assume that there exists a conservative diffusion process
M = (Xt ,Px) on X associated with the formE whose transition functionpt (x, ·)
is absolutely continuous with respect tom for any t > 0 andx ∈ X.

Then the resolvent ofM admits a symmetric densityGλ(x, y) with respect
to m which is λ-excessive in two variablesx, y. The potential of a measureµ
is denoted byGλµ(x) =

∫
X Gλ(x, y)µ(dy). The integral of a functionf against a

measureµ is denoted by〈µ, f 〉 or 〈f , µ〉. A positive Radon measureµ on X is
said to be of finite energy integral if there exists a constantC17 such that∫

X
|v(x)|µ(dx) ≤ C17

√
E1(v, v), v ∈ C , (5.1)

for some special standard coreC of E . The totality of such measures is denoted
by S0. It is known thatµ ∈ S0 if and only if 〈µ,Gλµ〉 is finite and that, in this
case,Gλµ is a λ-excessive and quasi-continuous version of the potentialUλµ
considered in [13; Sect. 2.2]. We further introduce two classes of positive Radon
measures onX by

S00 = {µ : µ(X) <∞, sup
x∈X

Gλµ(x) <∞}

S01 = {µ : µ ∈ S0, Gλµ(x) <∞ ∀x ∈ X}.
Obviously S00 ⊂ S01 ⊂ S0. In our later application, the familyS01 turns out to
be more useful thanS00.

An increasing sequence{E`} of finely open sets is said to be an exhaustive
sequence if

⋃∞
`=1 E` = X. A positive Borel measureµ on X is called smooth in the

strict sense if there exists an exhaustive sequence{E`} of finely open sets such
that IE` ·µ ∈ S00, ` = 1, 2, · · · . Let S1 be the totality of smooth measures in the
strict sense.S1 is known to be in one to one correspondence with the (equivalence
classes of) positive continuous additive functionals (PCAF’s in abbreviation) in
the strict sense ofM under the Revuz correspondence ([13; Theorem 5.1.7]).

Lemma 5.1 µ ∈ S1 if and only if there exists an exhaustive sequence{E`} of
finely open sets such that IE` ·µ ∈ S01, ` = 1, 2, · · · .
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Proof It suffices to show that anyµ ∈ S01 admits an exhaustive sequence{E`}
of finely open sets such thatIE` ·µ ∈ S00, ` = 1, 2, · · · . We may chooseE` as
follows:

E` = {x ∈ O` : Gλµ(x) < `}, ` = 1, 2, · · · ,
where{O`} is an exhaustive sequence of relatively compact open sets. Then,
(IE` ·µ)(X) = µ(E`) is finite, and furtherGλ(IE` ·µ)(x) ≤ ` for m-a.e.x ∈ X by
the maximum principle ([13; Lemma 2.2.4]) and hence for everyx ∈ X by the
absolute continuity of the transition function. ut

We denote byµ〈u〉 the energy measure ofu ∈ Floc. The Dirichlet formE is
expressible as

E (u, v) =
1
2
µ〈u,v〉(X), u, v ∈ F

by using the co-energy measureµ〈u,v〉. The second assertion of the next propo-
sition replacesS00 in [13; Theorem 5.5.5] byS01.

Proposition 5.1 (i) Suppose that a function u satisfies the following conditions:
1. u is finite valued, finely continuous and u∈ Floc.
2. IG ·µ〈u〉 ∈ S00 for any relatively compact open set G.

Then we have the unique decomposition

u(Xt ) − u(X0) = M [u]
t + N [u]

t , ∀t ≥ 0, Px − a.e. ∀x ∈ X, (5.2)

where M[u] is a CAF in the strict sense such that, for any relatively compact open
set G,

Ex
(
M [u]

t∧τG

)
= 0, Ex

((
M [u]

t∧τG

)2
)

= Ex
(
Bt∧τG

)
, ∀x ∈ G, (5.3)

B being the PCAF in the strict sense with Revuz measureµ〈u〉 and τG being the

first leaving time from G. N[u]
t is a CAF in the strict sense locally of zero energy.

(ii) Assume further the following property of u:
∃ν = ν(1) − ν(2) with IG ·ν(1), IG ·ν(2) ∈ S01 for any relatively compact
open set G and

E (u, v) = 〈ν, v〉, ∀v ∈ C , (5.4)

for some special standard coreC of E .
Then

N [u] = −A(1) + A(2), Px − a.s. ∀x ∈ X, (5.5)

where A(1) and A(2) are PCAF’s in the strict sense with Revuz measuresν(1) and
ν(2) respectively.

Proof The first assertion is a consequence of [11; Theorem 2]. Sinceν(1), ν(2)

in (ii) are in the classS1 by the preceding lemma, we can see the validity of
identity (5.5) on account of [12; Theorem 3.3, Corollary 3.1]. ut
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We are in a position to prove Theorem 2.3. We fix a domainD ⊂ Rd

possessing the property (H) and a dataaij satisfying (1.1). We now apply the
general theory prepared above to the specific Dirichlet form (1.2) onL2(D ; m),
the resolventGλ of Theorem 2.1 and the conservative diffusionM of Theorem
2.2. Herem denotes thed−dimensional Lebesgue measure.M will be called the
reflecting diffusion onD (associated withaij ). AccordinglyGλ will be called the
resolvent of the reflecting diffusion onD .

Notice that, under the condition (H) for the domainD , the surface measure
σ on ∂D is well defined with a local expression

σ(E) =
∫

E∗

√
1 + |∇Fj (ζ ′)|2dζ ′, E ⊂ Uj ∩ ∂D , (5.6)

whereE∗ = {ζ ′ : (ζ ′,Fj (ζ ′)) ∈ E}. Further, with the unit inward normal vector
n(ζ) = (n1(ζ), · · · , nd(ζ)) making senseσ-a.e. on∂D according as

n(ζ) = (−∇Fj (ζ
′), 1)

/√
1 + |∇Fj (ζ ′)|2 , ζ ∈ Uj ∩ ∂D ,

we have the divergence theorem∫
D

∂w

∂xi
dm = −

∫
∂D
wni dσ, 1 ≤ i ≤ d, w ∈ C∞

0 (D).

This formula extends to a wider class of functionsw and in particular the con-
dition (1.9) for aij guarantees the identity∫

D
∂j (aij · v) dm = −

∫
∂D
v aij nj dσ, v ∈ C∞

0 (D). (5.7)

Denote byφi the coordinate functions:φi (x) = xi , 1 ≤ i ≤ d. Then,φi ∈
H 1

loc(D), and the co-energy measuresµ〈φi ,φj 〉 with respect to the Dirichlet form
(1.2) are given by (cf. [13; Example 5.2.1])

µ〈φi ,φj 〉 = 2aij ·m, 1 ≤ i , j ≤ d. (5.8)

Let us denote byB an arbitrary ball inRd. Sinceaij are bounded, we have

IB∩D · µ〈φi 〉 ∈ S00.

The PCAF in the strict sense with Revuz measurem is just a constant functional
t . Therefore Proposition 5.1 (i) implies the decomposition (1.6) whereM i , 1 ≤
i ≤ d, are CAF’s in the strict sense satisfying (1.7) witht being replaced by
t ∧ τB∩D . Owing to the boundedness ofaij however, we can letB ↑ Rd to get
(1.7), proving Theorem 2.3 (i).

Turning to the proof of Theorem 2.3 (ii), we have under the condition (1.9)

E (φi , v) =
∫

D
v(x) ν(dx) with ν = −

d∑
j =1

(∂j aij )·m−
d∑

j =1

aij nj ·σ, (5.9)
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holding for anyv ∈ C∞
0 (D), because

E (φi , v) =
d∑

j =1

∫
D

aij (x)∂j v(x) m(dx)

= −
d∑

j =1

∫
D
∂j aij · v dm +

d∑
j =1

∫
D
∂j (aij · v) dm,

which equals to the right hand side of (5.9) by virtue of (5.7).
Suppose that the surface measureσ satisfies

IB∩∂D ·σ ∈ S01 for any ball B ⊂ Rd. (5.10)

We then have from the boundedness ofaij and condition (1.9)

IB∩D ·|ν| ∈ S01.

Hence (5.9) and Proposition 5.1 (ii) lead us to the expression (2.3) in terms of
a PCAFL in the strict sense with Revuz measure being the surface measureσ,
proving Theorem 2.3 (ii).

It only remains to show (5.10) for the proof of Theorem 2.3.

Theorem 5.1 If (2.2) holds, namely, each outward cusp boundary point is of
Hölder exponent greater than12, then the surface measureσ on ∂D satisfies con-
dition (5.10).

For any ballB, the compact setB ∩ ∂D can be covered by finite number
of open sets̃Uj ,δ appearing in the condition (H) (ii) for the domainD . Besides
Gλ(x, y) is jointly continuous off diagonal by Theorem 2.1 (iii). For the proof
of (5.10), it is therefore sufficient to show

IΓ · σ ∈ S0 and GλIΓ · σ(x) <∞, x ∈ Γ, (5.11)

where

Γ = {ζ = (ζ ′, ζd) : |ζ| < ρ, ζd = Fj (ζ
′)} ⊂ Uj ∩ ∂D

for each fixedj ∈ J andρ < rj . Exp(Fj ) will be denoted byγj . c1, c2, · · · will
denote some positive constants. We further let

Γ∗ = {ζ ′ : (ζ ′,Fj (ζ
′)) ∈ Γ}(⊂ {ζ ′ : |ζ ′| < ρ}).

Lemma 5.2 Let j ∈ J+ ∪ J−.
(i) IΓ · σ ∈ S0 whenever d≥ 3. When d= 2, this is true ifγj >

1
2.

(ii) IΓδ · σ ∈ S0 for anyδ > 0 whereΓδ = {ζ : δ < |ζ|}.



544 M. Fukushima, M. Tomisaki

Proof (i) In view of (1.1) and (5.1), it suffices to prove the inequality∫
Γ∗
|u(ζ ′,Fj (ζ

′))|σ(dζ ′) ≤ c1

√
D(u, u) + (u, u)L2(D), u ∈ C∞

0 (D), (5.12)

whereD(u, u) denotes the Dirichlet integral ofu on D . On account of (5.6), the
surface measureσ has a densityσ(ζ ′) with respect todζ ′ satisfying

σ(ζ ′) ≤ c2|ζ ′|γj−1. (5.13)

Hence the square of the left hand side of (5.12) is dominated by

c2
2

∫
Γ∗

u(ζ ′,Fj (ζ
′))2dζ ′ ·

∫
|ζ′|<ρ

|ζ ′|2γj−2dζ ′. (5.14)

The second factor equals
∫ ρ

0 r 2γj +d−4dr , which is finite under the stated condition.
Consider a functionψ ∈ C∞

0 (U ) taking value 1 on the setΓ . Then from the
expression

u(ζ ′,Fj (ζ
′)) = −

∫ √
r 2−|ζ′|2

Fj (ζ′)

∂

∂ζd
{ψ(ζ ′, ζd)u(ζ ′, ζd)}dζd, ζ ′ ∈ Γ∗,

we see that the first factor of (5.14) is dominated by

c3

∫
U∩D

(u2 + |∇u|2)dζ

arriving at (5.12).
(ii) Since σ(ζ ′) is bounded onΓδ,∗ = {ζ ′ : (ζ ′,Fj (ζ ′)) ∈ Γδ}, (5.12) withΓ∗
being replaced byΓδ,∗ holds for anyδ > 0. ut

In order to complete the proof of (5.11), we prepare a lemma on a comparison
of resolvent densities.

Lemma 5.3 Let K be a compact subset ofD and U be a bounded domain
containing K such that the domain D1 = D ∩ U possesses the property (H).
Denote by G1

λ(x, y), x, y ∈ D1, the resolvent density of the reflecting diffusion on
D1. Then,

Gλ(x, y) ≤ G1
λ(x, y) + C18, x, y ∈ K , x /= y, (5.15)

for some positive constant C18 depending on the set K .

Proof Consider the setF = D ∩U and the resolvent densityG0
λ(x, y), x, y ∈ F ,

of the partM F of M on the setF . M F is obtained fromM by killing the sample
paths upon leaving the setF . Then by Dynkin’s formula

Gλ(x, y) = G0
λ(x, y) + Ex

(
e−λτGλ(Xτ , y)

)
, x, y ∈ F ,

whereτ denotes the leaving time from the setF . Take an open setW such that
K ⊂ W ⊂ W ⊂ U . The second term of the right side of the above identity with
y being restricted toD ∩ W is dominated by
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C18 = sup
x∈D∩∂U , y∈D∩W

Gλ(x, y)

which is finite owing to the off diagonal continuity Theorem 2.1 (iii).
Let M 1 be the reflecting diffusion onD1 and M 1

F be its part on the set
F (⊂ D1). On account of [13; Theorem 4.4.3],M F and M 1

F share a common
Dirichlet form EF on L2(F ) given by

EF (u, v) = E (u, v), u, v ∈ D [EF ]

D [EF ] = Ĥ (D1),

whereĤ (D1) is defined by (3.7). Therefore we have the inequality

G0
λ(x, y) ≤ G1

λ(x, y)

holding for m×m-a.e. (x, y) ∈ F × F . In view of the continuity ofGλ andG1
λ,

we get (5.15) for everyx ∈ F and everyy ∈ D ∩ W. ut
We return to the setΓ ⊂ Uj ∩ ∂D specified before Lemma 5.2.

Lemma 5.4 Following inequalities hold for x, y ∈ Γ, x /= y and a positive
constant C19 depending on the set Uj ∩ D :
(i) If j ∈ J+ and d≥ 2, then

Gλ(x, y) ≤ C19|x − y|−
d−1−γj

γj . (5.16)

(ii) If j ∈ J0 ∪ J− and d≥ 3, then

Gλ(x, y) ≤ C19|x − y|−d+2. (5.17)

(iii) If j ∈ J0 ∪ J− and d = 2, then

Gλ(x, y) ≤ C19|x − y|−ε for any ε > 0. (5.18)

Proof (i) Notice that the Sobolev inequality in the statement of Proposi-
tion 3.2 (i) holds withD andγ∗ being replaced byDj = Uj ∩ D andγj respec-
tively. Since the domainDj is bounded, we can invoke Carlen-Kusuoka-Stroock
[5] to conclude in the same way as in [3; Sect. 2] that the resolvent density
G1
λ(x, y) of the reflecting diffusion onDj admits the estimate

G1
λ(x, y) ≤ c1|x − y|−β , x, y ∈ Dj , (5.19)

for β = 4/(q− 2). In particular, by takingq = 2(d − 1 +γj )/(d − 1− γj ) we see
that (5.19) is valid forβ = (d − 1− γj )/γj . We can then use Lemma 5.3 to get
(5.16).
(ii), (iii) In these cases, Proposition 3.2 (ii) is applicable to the domainDj =
Uj ∩ D and we see the validity of (5.19) forβ = d − 2 [resp.β = ε > 0 ] by
takingq = 2d/(d−2) [resp.q = 4/ε+2 ]. We again use Lemma 5.3 to get (5.17)
[resp. (5.18)]. ut
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Lemma 5.5 Let j ∈ J+ ∪ J−. Assume thatγj >
1
2 in case j∈ J+. Then GλIΓ ·

σ(ζ) <∞, ζ ∈ Γ .

Proof Keeping the expression

GλIΓ · σ(ζ) =
∫
Γ∗

Gλ(ζ, (η′,F (η′))σ(η′)dη′

and the bound (5.13) ofσ in mind, we first prove the finiteness of the potential
for ζ = 0 in case thatj ∈ J+ andγj >

1
2. From (5.16), we have the bound

GλIΓ · σ(0) ≤ c1

∫
Γ∗

{(|η′|2 + |F (η′)|2) d−1−γj
2γj |η′|1−γj

}−1

dη′. (5.20)

Since

(|η′|2 + |F (η′)|2) d−1−γj
2γj ≥

(αj

2

) d−1−γj
γj |η′|d−1−γj , |η′| < δ,

for someδ > 0, whereαj = Höl(Fj ), we obtain

GλIΓ ·σ(0) ≤ c2

∫ δ

0
r d+γj−3−(d−1−γj ) dr + c3δ

− d−1−γj
γj

∫ ρ

δ

r d+γj−3 dr <∞.

In the case thatj ∈ J−, we get the finiteness ofGλIΓ · σ(0) from (5.17) and
(5.18) in a similar manner to the above.

Next take aζ ∈ Γ, ζ /= 0. We can choose a neighbourhoodV of ζ such that
0 /∈ V , V ⊂ Uj andD1 = V ∩D is a Lipschitz domain. Let̃Γ = Γ ∩V . Then the
same reasoning as the proof of Lemma 5.3 works to see thatGλ(ζ, η), η ∈ Γ̃ ,
is dominated byc4|ζ − η|−d+2 in case thatd ≥ 3 and byc5|ζ − η|−ε, ε > 0, in
case thatd = 2. Sinceσ(η) is bounded onΓ̃ , we see the finiteness ofGλIΓ̃ ·σ(ζ)
and hence ofGλIΓ · σ(ζ). ut
Proof of Theorem 5.1 We divide the situation into four cases :

(I) j ∈ J+, γj > 1/2 (II) j ∈ J−, d ≥ 3

(III) j ∈ J−, d = 2 (IV) j ∈ J0

In view of Lemma 5.2 and Lemma 5.5, we see that (5.11) holds in cases (I) and
(II). Hence it remains to prove (5.11) in cases (III) and (IV). We can instead
prove a stronger property

sup
x∈Γ

GλIΓ · σ(x) <∞ (5.21)

in these cases.
Indeed, whenj ∈ J− andd = 2, we have the bound (5.18) ofGλ(x, y) for any

ε > 0, and we can proceed in a similar manner to the proof of Theorem 6.1 in
our preceding paper [14] in getting (5.21) by choosingε smaller thanγj . When
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j ∈ J0, then we have the bound (5.17) or (5.18) ofGλ(x, y) which, together with
the uniform boundedness onΓ of the density functionσ of the surface measure,
readily leads us to (5.21). ut
Proof of Theorem 2.4 Take any functionf as is stated in the theorem and denote
by W a neighbourhood ofΞ+ on which f is constant. Then

IB∩(∂D\W) · σ ∈ S01 for any ballB ⊂ Rd. (5.22)

To see this, it suffices to show

IΓ\W · σ ∈ S0 and GλIΓ\W · σ(x) <∞, x ∈ Γ, (5.23)

for the setΓ ⊂ Uj ∩∂D appearing in (5.11) and exclusively forj ∈ J+. SinceΓ \
W ⊂ Γδ for someδ > 0, the first assertion in (5.23) follows from Lemma 5.2 (ii).
The second one forx = 0 [resp. forx /= 0] is immediate from the continuity of
Gλ(0, y) [resp. from Lemma 5.5].

Now just as computations made in (5.8) and (5.9), we have

µ〈f ,f 〉 = 2

 d∑
i ,j =1

aij · ∂i f · ∂j f

 · m (5.24)

and

E (f , v) =
∫

D
v(x) ν(dx), v ∈ C∞

0

(
D
)
,

with

ν = −
d∑

i ,j =1

∂i
(
aij ∂j f

) · m−
d∑

i ,j =1

∂i f · aij nj I∂D\W · σ. (5.25)

I∂D\W can be inserted in the last expression because∂i f vanishes onW.
In view of (2.4), (5.22), (5.24) and (5.25), Proposition 5.1 applies and we get

f (Xt ) − f (X0) = M [f ]
t + N [f ]

t , Px-a.s., x ∈ D , (5.26)

whereM [f ] is a MAF in the strict sense with

〈M [f ]〉t = 2
∫ t

0

 d∑
i ,j =1

aij ∂i f · ∂j f

 (Xs) ds (5.27)

and

N [f ]
t =

∫ t

0

 d∑
i ,j =1

∂i
(
aij ∂j f

) (Xs) ds +
∫ t

0

 d∑
i ,j =1

∂i f · aij nj

 (Xs) dL̃s. (5.28)

Here L̃t is a PCAF in the strict sense with Revuz measureI∂D\W · σ. (5.27) and
(5.28) are validPx-a.e. for everyx ∈ D . Under the condition (2.5) forf , the
second functional in the right hand side of (5.28) is a PCAF in the strict sense.
Therefore the desired conclusion follows from (5.26) and (5.28). ut
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6 Sobolev inequality of Moser type

In this section we will show Proposition 3.1. Throughout this section we assume
condition (A).

Proposition 3.1 is immediate from the following two propositions.

Proposition 6.1 For anyκ ∈ (0, 1] there is a positive constant C20 = C20(κ, γ∗,
ρ∗,M ∗, d) such that∫

E∗k (ρ)
|u|2 dx ≤ C20

{∫
N
|u|2 dx + ρ2

d∑
i =1

∫
E∗k (ρ)

|∂i u|2 dx

}
, (6.1)

for E∗
k (ρ) = C∗

k (ρ)
[

resp. Q∗k (ρ)
]
, u ∈ H 1

(
E∗

k (ρ)
)
, N being a Borel subset of

E∗
k (ρ) with |N | ≥ κ|E∗

k (ρ)|, 0< ρ ≤ ρ∗ and k∈ IC
[

resp. k∈ IQ
]
.

Proposition 6.2 (i) Let k ∈ IC and 1 ≤ p ≤ (d − 1 + γk)/γk. Take a q
satisfying p≤ q ≤ p

(
d − 1+ γk

) /
(d − 1 +γk − γkp) if p < (d − 1 + γk)/γk,

or p ≤ q < ∞ if p = (d − 1 + γk)/γk. Then there is a positive constant C21 =
C21(p, q, γ∗, ρ∗,M ∗, d) such that(∫

C∗k (ρ)
|u|q dx

)1/q

≤ C21ρ
d−1+γk

γk

(
1
q− 1

p

)

×
{∫

C∗k (ρ)
|u|p dx + ρp

d∑
i =1

∫
C∗k (ρ)

|∂i u|p dx

}1/p

,

for u ∈ H 1
(
C∗

k (ρ)
)
, 0< ρ ≤ ρ∗.

(ii) Let 1 ≤ p ≤ d and take a q satisfying p≤ q ≤ pd/(d−p) if p < d, or p≤
q < ∞ if p = d. Then there is a positive constant C22 = C22(p, q, γ∗, ρ∗,M ∗, d)
such that(∫

Q∗k (ρ)
|u|q dx

)1/q

≤ C22ρ
d
(

1
q− 1

p

)

×
{∫

Q∗k (ρ)
|u|p dx + ρp

d∑
i =1

∫
Q∗k (ρ)

|∂i u|p dx

}1/p

,

for u ∈ H 1
(
Q∗

k (ρ)
)
, 0< ρ ≤ ρ∗, k ∈ IQ.

The part (i) of Proposition 6.2 is obtained by the same method as in [1; pp.128–
135] if we employ a transformationΨγ(x) defined below in place of the trans-
formation rk(x) in [1; p.130]. The part (ii) is also obtained following argument
in [1; pp.103–104]. So we omit the proof of Proposition 6.2.

In order to show Proposition 6.1 withE∗
k (ρ) = C∗

k (ρ), we make use of a
mappingΨγ(x) from a cuspCγ(ρ) onto a direct product setΣ(ρ). We begin with
the definition ofΨγ . Let Rd

+ = {(x′, xd) ∈ Rd : xd > 0} andΞd be the following
product space:
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Ξd =

{ {(r , t) : 0< r <∞, −∞ < t <∞} if d = 2,
{(r , t , θ) : 0< r <∞, 0 ≤ t <∞, θ ∈ Θd−2} if d ≥ 3,

whereΘd−2 = {(θ1, θ2, · · · , θd−2
)

: 0 ≤ θj ≤ π (j = 1, · · · , d − 3), 0 ≤ θd−2 <
2π}. Given γ ∈ (0, 1), we define the mappingΨγ : Rd

+ −→ Ξd as follows :
Whend = 2, we set forx = (x1, x2) ∈ R2

+

Ψγ(x) = (r , t), r = |x| (> 0), t = x1x−1/γ
2 (∈ R);

Whend ≥ 3, we set forx = (x′, xd) ∈ Rd
+

Ψγ(x) = (r , t , θ),

r = |x| (> 0), t = |x′|x−1/γ
d (≥ 0),

θ =

{
(0, · · · , 0) (∈ Θd−2) if |x′| = 0,
θ (∈ Θd−2) satisfying

(
φ1(θ), · · · , φd−1(θ)

)
= x′/|x′| if |x′| > 0.

Here
(
φ1(θ), · · · , φd−1(θ)

)
is the spherical polar coordinate ofSd−2, that is, for

θ =
(
θ1, · · · , θd−2

) ∈ Θd−2,

φ1(θ) = cosθ1,

φ2(θ) = sinθ1 cosθ2,

...

φd−2(θ) = sinθ1 sinθ2 · · · sinθd−3 cosθd−2,

φd−1(θ) = sinθ1 sinθ2 · · · sinθd−3 sinθd−2.

For eachr > 0, we identify the points (r , 0, θ), θ ∈ Θd−2 by regarding them as
a same point. Under this identification,Ψγ is one to one fromRd

+ ontoΞd and
the inverse mappingΨ−1

γ is as follows : For (r , t) ∈ Ξ2, let ξ = ξ(r , t) be the
(unique) positive solution of the equation

t2ξ2/γ + ξ2 = r 2. (6.2)

Then
Ψ−1
γ (r , t) = (x1, x2), x1 = tξ1/γ (∈ R), x2 = ξ (> 0). (6.3)

For (r , t , θ) ∈ Ξd with d ≥ 3, let ξ = ξ(r , t) be the positive solution of the
equation (6.2). Then

Ψ−1
γ (r , t , θ) = (x1, x2, · · · , xd),

xi = tξ1/γφi (θ) (∈ R), i = 1, 2, · · · , d − 1, xd = ξ (> 0).
(6.4)

We next note that

Ψγ : Cγ(ρ) −→ Σ(ρ) one to one, onto

whereΣ(ρ) is a subset ofΞd given by

Σ(ρ) =

{ {(r , t) : 0< r < ρ, −1< t < 1} if d = 2,
{(r , t , θ) : 0< r < ρ, 0 ≤ t < 1, θ ∈ Θd−2} if d ≥ 3.

(6.5)
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For the sake of convenience, we write (r , t , θ) ∈ Σ(ρ) in cased = 2 too, and use
(6.4) with the convention thatφ1(θ) ≡ 1. Sinceξ = ξ(r , t) is the solution of the
equation (6.2), (x1, · · · , xd) = Ψ−1

γ (r , t , θ) satisfies the following relations :

∂xd

∂r
=

r

ξ + (1/γ)t2ξ2/γ−1
, (6.6)

∂xd

∂t
=

−tξ2/γ

ξ + (1/γ)t2ξ2/γ−1
, (6.7)

∂xd

∂θj
= 0 (j = 1, 2, · · · , d − 2), (6.8)

and for i = 1, 2, · · · , d − 1,

∂xi

∂r
=

1
γ

tξ1/γ−1∂xd

∂r
φi (θ), (6.9)

∂xi

∂t
=

(
ξ1/γ +

1
γ

tξ1/γ−1∂xd

∂t

)
φi (θ), (6.10)

∂xi

∂θj
= tξ1/γ ∂φi (θ)

∂θj
(j = 1, 2, · · · , d − 2). (6.11)

In the following,A1, A2, · · · denote positive constants depending only onγ∗, ρ∗

andd. Let γ∗ ≤ γ < 1, 0< ρ ≤ ρ∗ and (x1, x2, · · · , xd) = Ψ−1
γ (r , t , θ), (r , t , θ) ∈

Σ(ρ). Then we get the following estimates by means of (6.2), (6.3), (6.4), (6.6),
(6.7) :

A1 r ≤ xd ≤ r , (6.12)

A2 ≤ ∂xd

∂r
≤ A3, (6.13)∣∣∣∣∂xd

∂t

∣∣∣∣ ≤ A4 r . (6.14)

Further we see that the Jacobian determinant is given by

J (r , t , θ) =
∂(x1, · · · , xd)

∂(r , t , θ1, · · · , θd−2)
= (−1)d+1x(d−1)/γ

d

∂xd

∂r
td−2 Sd(θ), (6.15)

where

Sd(θ) =

{
1 if d = 2,

sind−3 θ1 sind−4 θ2 · · · sinθd−3 if d ≥ 3,
(6.16)

for θ =
(
θ1, · · · , θd−2

) ∈ Θd−2. By means of (6.12) – (6.16), we readily get

|J (r , t , θ)| ≤ A3 r (d−1)/γ , (6.17)

A5ρ
(d−1)/γ+1 ≤ |Cγ(ρ)| =

∫
Σ(ρ)

|J (r , t , θ)| dr dt dθ ≤ A6ρ
(d−1)/γ+1. (6.18)

We next note the following fact:
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Lemma 6.1 Let γ∗ ≤ γ < 1, 0 < ρ ≤ ρ∗ and x(i ) ∈ Cγ(ρ), i = 0, 1, x(0) /=
x(1). Set

(
r (i ), t (i ), θ(i )

)
= Ψγ

(
x(i )
)
, θ(i ) =

(
θ(i )

1 , · · · , θ(i )
d−2

)
, i = 0, 1. For 0 ≤ s ≤

1, put
r (s) = r (0) + s

(
r (1) − r (0)

)
,

t (s) = t (0) + s
(
t (1) − t (0)

)
,

θ(s) =
(
θ(s)

1 , · · · , θ(s)
d−2

)
,

θ(s)
j = θ(0)

j + s
(
θ(1)

j − θ(0)
j

)
, j = 1, 2, · · · , d − 2.

(6.19)

Then
(
r (s), t (s), θ(s)

)
belongs toΣ(ρ) for 0 ≤ s ≤ 1. Moreover the following

estimate holds :∣∣∣∣∣J
(
r (0), t (0), θ(0)

)
J
(
r (1), t (1), θ(1)

)
J
(
r (s), t (s), θ(s)

) ∣∣∣∣∣ ≤ A7 ρ
(d−1)/γ , (6.20)

for 0 ≤ s ≤ 1 if d = 2, and

for 0< s < 1 if d = 3 and
(
t (0) + t (1)

) d−3∏
j =1

(
sinθ(0)

j + sinθ(1)
j

)
/= 0.

Proof In view of (6.5) it is obvious that
(
r (s), t (s), θ(s)

) ∈ Σ(ρ), 0 ≤ s ≤ 1.We

now assume that
(
t (0) + t (1)

)∏d−3
j =1

(
sinθ(0)

j + sinθ(1)
j

)
/= 0 in cased ≥ 3. Let 0≤

s ≤ 1 in cased = 2, and 0< s < 1 in cased ≥ 3. Then
∣∣J(r (s), t (s), θ(s)

)∣∣ > 0
by virtue of (6.12), (6.13), (6.15) and (6.16). Moreover∣∣∣∣∣J

(
r (0), t (0), θ(0)

)
J
(
r (1), t (1), θ(1)

)
J
(
r (s), t (s), θ(s)

) ∣∣∣∣∣
≤
(

r (0)r (1)

A1 r (s)

)(d−1)/γ
A2

3

A2

(
t (0)t (1)

t (s)

)d−2 Sd
(
θ(0)
)

Sd
(
θ(1)
)

Sd
(
θ(s)
) .

Note that
r (s) ≥ r (0) ∧ r (1), and hence r (0)r (1)/r (s) ≤ ρ,

and if d ≥ 3, then

t (s) ≥ t (0) ∧ t (1), and hence t (0)t (1)/t (s) ≤ 1,

and for j = 1, 2, · · · , d − 3,

sinθ(s)
j ≥


sinθ(0)

j if
∣∣∣θ(0)

j − π/2
∣∣∣ ≥ ∣∣∣θ(1)

j − π/2
∣∣∣ ,

sinθ(1)
j if

∣∣∣θ(0)
j − π/2

∣∣∣ ≤ ∣∣∣θ(1)
j − π/2

∣∣∣ ,
consequently

0 ≤ Sd
(
θ(0)
)

Sd
(
θ(1)
)

Sd
(
θ(s)
) ≤ 1.

We thus get (6.20). ut
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For an open setE ⊂ Rd, denote byC1
(
E
)

the restrictions toE of all
continuously differentiable functions onRd. c1, c2, etc. appearing in what follows
denote positive constants depending only onγ∗, ρ∗ andd.

Lemma 6.2 For any κ ∈ (0, 1], there is a positive constant C23 =
C23(κ, ρ∗, γ∗, d) such that∫

Cγ (ρ)
|u|2 dx ≤ C23

{∫
N
|u|2 dx + ρ2

d∑
i =1

∫
Cγ (ρ)

|∂i u|2 dx

}
, (6.21)

for u ∈ C1
(
Cγ(ρ)

)
, a Borel subset N⊂ Cγ(ρ) with |N | ≥ κ|Cγ(ρ)|, γ∗ ≤ γ < 1

and 0< ρ ≤ ρ∗.

Proof Let γ∗ ≤ γ < 1 and 0< ρ ≤ ρ∗. For u ∈ C1
(
Cγ(ρ)

)
, we set

x = Ψ−1
γ (r , t , θ) ∈ Cγ(ρ),

ũ(r , t , θ) = u ◦ Ψ−1
γ (r , t , θ) = u(x),∣∣∣∂̃u(r , t , θ)

∣∣∣ =
d∑

i =1

∣∣∣∣ ∂u
∂xi

◦ Ψ−1
γ (r , t , θ)

∣∣∣∣ .
By virtue of (6.8) – (6.11),

∂ũ
∂r

(r , t , θ) =

{
1
γ

t x1/γ−1
d

d−1∑
i =1

∂u
∂xi

(x)φi (θ) +
∂u
∂xd

(x)

}
∂xd

∂r
,

∂ũ
∂t

(r , t , θ) = x1/γ
d

d−1∑
i =1

∂u
∂xi

(x)φi (θ)

+

{
1
γ

t x1/γ−1
d

d−1∑
i =1

∂u
∂xi

(x)φi (θ) +
∂u
∂xd

(x)

}
∂xd

∂t
,

∂ũ
∂θj

(r , t , θ) = t x1/γ
d

d−1∑
i =j

∂u
∂xi

(x)
∂φi

∂θj
(θ), j = 1, 2, · · · , d − 2.

Combining these with (6.12), (6.13), (6.14), we find that∣∣∣∣∂ũ
∂r

(r , t , θ)

∣∣∣∣ ≤ A8

∣∣∣∂̃u(r , t , θ)
∣∣∣ , (6.22)∣∣∣∣∂ũ

∂t
(r , t , θ)

∣∣∣∣ ≤ A9 r
∣∣∣∂̃u(r , t , θ)

∣∣∣ , (6.23)∣∣∣∣ ∂ũ
∂θj

(r , t , θ)

∣∣∣∣ ≤ A10 rt
∣∣∣∂̃u(r , t , θ)

∣∣∣ , j = 1, 2, · · · , d − 2. (6.24)

Let 0< κ ≤ 1, N ⊂ Cγ(ρ) with |N | ≥ κ|Cγ(ρ)|, x(0) ∈ Cγ(ρ) andx(1) ∈ N .
Putσ(i ) =

(
r (i ), t (i ), θ(i )

)
= Ψγ

(
x(i )
)
, i = 0, 1. Then
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u
(
x(0)
)− u

(
x(1)
)

= ũ
(
σ(0)
)− ũ

(
σ(1)
)

= −
∫ 1

0

∂

∂s
ũ
(
σ(s)
)

ds,

whereσ(s) =
(
r (s), t (s), θ(s)

)
, and r (s), t (s), θ(s) are those given by (6.19). Inte-

grating overx(1) ∈ N , we find that

|N | ∣∣u(x(0)
)∣∣ ≤ ∫

N
|u| dx +

∫
σ(1)∈Σ(ρ)

∣∣J(σ(1)
)∣∣ dσ(1)

∫ 1

0

∣∣∣∣ ∂∂s
ũ
(
σ(s)
)∣∣∣∣ ds.

Here dσ(i ) denotes the product measuredr (i )dt(i )dθ(i ) for each i = 1, 2. From
this

|N |2
∫

Cγ (ρ)
|u|2 dx

≤ 2|Cγ(ρ)|
(∫

N
|u| dx

)2

+2
∫
σ(0)∈Σ(ρ)

∣∣J(σ(0)
)∣∣ dσ(0)

∫
σ(1)∈Σ(ρ)
0<s<1

∣∣∣∣ ∂∂s
ũ
(
σ(s)
)∣∣∣∣ ∣∣J(σ(1)

)∣∣ dσ(1)ds

2

≡ 2(I + II ). (6.25)

Obviously,

I ≤ |Cγ(ρ)|2
∫

N
|u|2 dx. (6.26)

On account of Lemma 6.1 and (6.17),

II ≤
∫
σ(0)∈Σ(ρ)

dσ(0)
∫
σ(1)∈Σ(ρ)
0<s<1

∣∣∣∣ ∂∂s
ũ
(
σ(s)
)∣∣∣∣2 ∣∣J(σ(s)

)
J
(
σ(1)
)∣∣ dσ(1)ds

×
∫
σ(1)∈Σ(ρ)
0<s<1

∣∣∣∣∣J
(
σ(0)
)
J
(
σ(1)
)

J
(
σ(s)
) ∣∣∣∣∣ dσ(1)ds

≤ A3A7ρ
2(d−1)/γ

∫
σ(0)∈Σ(ρ)
σ(1)∈Σ(ρ)
0<s<1

∣∣∣∣ ∂∂s
ũ
(
σ(s)
)∣∣∣∣2 ∣∣J(σ(s)

)∣∣ dσ(0)dσ(1)ds

×
∫
σ(1)∈Σ(ρ)
0<s<1

dσ(1)ds

= c1ρ
2(d−1)/γ+1

∫
σ(0)∈Σ(ρ)
σ(1)∈Σ(ρ)
0<s<1

∣∣∣∣ ∂∂s
ũ
(
σ(s)
)∣∣∣∣2 ∣∣J(σ(s)

)∣∣ dσ(0)dσ(1)ds. (6.27)

On the other hand, we get from (6.22)–(6.24)
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ũ
(
σ(s)
)∣∣∣∣ ≤ ∣∣∣∣∂ũ

∂r

(
σ(s)
)∣∣∣∣ ∣∣r (0) − r (1)

∣∣ +

∣∣∣∣∂ũ
∂t

(
σ(s)
)∣∣∣∣ ∣∣t (0) − t (1)

∣∣
+

d−2∑
j =1

∣∣∣∣ ∂ũ
∂θj

(
σ(s)
)∣∣∣∣ ∣∣∣θ(0)

j − θ(1)
j

∣∣∣
≤ c2ρ

d∑
i =1

∣∣∣∣ ∂u
∂xi

◦ Ψ−1
γ

(
σ(s)
)∣∣∣∣ . (6.28)

Denoting
∂u
∂xi

◦ Ψ−1
γ by vi and substituting (6.28) into (6.27), we arrive at

II ≤ c3 ρ
2(d−1)/γ+3

d∑
i =1

∫
σ(0)∈Σ(ρ)
σ(1)∈Σ(ρ)
0<s<1

vi
(
σ(s)
)2 ∣∣J(σ(s)

)∣∣ dσ(0)dσ(1)ds

≡ c3 ρ
2(d−1)/γ+3

d∑
i =1

II i (ρ). (6.29)

By fixing σ(0) =
(
r (0), t (0), θ(0)

) ∈ Σ(ρ) and 0 < s < 1, we make use
of the transformationσ(1) =

(
r (1), t (1), θ(1)

) 7−→ σ(s) =
(
r (s), t (s), θ(s)

)
. Putting

σ = (r , t , θ) =
(
r (s), t (s), θ(s)

)
, we find that the Jacobian determinant is given by

∂σ(1)/∂σ = s−d. Moreoverσ = (r , t , s) exhausts a setΣ
(
σ(0), s

)
specified by

(1− s)r (0) < r < ρs + (1− s)r (0),

ad + (1− s)t (0) < t < s + (1− s)t (0),

(1− s)θ(0)
j < θj < αj s + (1− s)θ(0)

j , j = 1, 2, · · · , d − 2,

wheread = −1 if d = 2, = 0 if d ≥ 3, andαj = π (j = 1, 2, · · · , d−3), αd−2 = 2π.
So we get, for eachi = 1, 2, · · · , d,

II i (ρ) =
∫
σ(0)∈Σ(ρ)
0<s<1

dσ(0)ds
∫
σ(1)∈Σ(ρ)

vi
(
σ(s)
)2 ∣∣J(σ(s)

)∣∣ dσ(1)

=
∫
σ(0)∈Σ(ρ)
0<s<1

dσ(0)ds
∫
σ∈Σ(σ(0),s)

vi (σ)2 |J (σ)| s−d dσ.

By exchanging the order of integration,

II i (ρ) =
∫
σ∈Σ(ρ)
0<s<1

vi (σ)2|J (σ)|s−d

(
r

1− s
∧ ρ− r − ρs

1− s
∨ 0

)

×
(

t
1− s

∧ 1− t − s
1− s

∨ ad

) d−2∏
j =1

(
θj

1− s
∧ αj − θj − αj s

1− s
∨ 0

)
dσds

≤ 2d+1πd−2ρ

∫
Σ(ρ)

vi (σ)2|J (σ)| dσ.
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Combining this with (6.29) and (6.18), we have

II ≤ c4ρ
2(d−1)/γ+4

d∑
i =1

∫
Σ(ρ)

vi (σ)2|J (σ)| dσ

≤ c5ρ
2|Cγ(ρ)|2

d∑
i =1

∫
Cγ (ρ)

|∂i u|2 dx. (6.30)

Since|N | ≥ κ|Cγ(ρ)|, (6.25), (6.26) and (6.30) lead us to (6.21). ut
Lemma 6.3 Let 0< ρ ≤ ρ∗ and E(ρ) be the following subset of Rd with d ≥ 2.

E(ρ) = {(x′, xd) ∈ B(ρ) : xd > g(x′)} ,
whereg is a continuous function on{x′ ∈ Rd−1 : |x′| < ρ∗} such thatg(0) = 0
andg(x′) ≤ 0, |x′| < ρ∗. Then the statement of Lemma 6.2 with Cγ(ρ) replaced
by E(ρ) above holds.

Proof Let u ∈ C1
(
E(ρ)

)
and N (⊂ E(ρ)) be a Borel subset satisfying|N | ≥

κ|E(ρ)|. For x = (x′, xd) ∈ E(ρ), we setx = (x′, |xd|). We also use the polar
coordinate with centerx : y = x + rω, r = |y − x|, ω = (y − x)/r ∈ Sd−1. The
following inequality is obvious :

|N | |u(x)| ≤
∫

N
|u(y)| dy + |N | ∣∣u(x) − u

(
x
)∣∣

+
∫

N

∣∣u(y) − u
(
y
)∣∣ dy +

∫
N

∣∣u(x)− u
(
y
)∣∣ dy,

from which we obtain

|N |2|u(x)|2

≤ c1

{(∫
N
|u| dy

)2

+ |N |2
(∫ |xd |

xd

∂du(x′, s) ds

)2

+

(∫
y∈E(ρ),yd<0

dy
∫ |yd |

yd

|∂du(y′, s)| ds

)2

+
d∑

i =1

(∫
y∈E(ρ),y=x+rω

dy
∫ r

0

∣∣∂i u
(
x + sω

)∣∣ ds

)2}
,

≤ c1

{
|E(ρ)|

∫
N
|u|2 dy + 2|E(ρ)|2ρ

∫ |xd |

xd

|∂du(x′, s)|2 ds

+2|E(ρ)|ρ2
∫

E(ρ)
|∂du|2 dy

+4|E(ρ)|ρd+1
d∑

i =1

∫
z∈E(ρ),zd≥0

|∂i u(z)|2
|x − z|d−1 dz

}
,
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where we used the following estimate for the last term.(∫
y∈E(ρ),y=x+rω

dy
∫ r

0
|∂i u

(
x + sω

)| ds

)2

≤ 4|E(ρ)|ρ
∫

y∈E(ρ),y=x+rω
dy
∫ r

0
|∂i u

(
x + sω

)|2 ds

= 4|E(ρ)|ρ
∫

y∈E(ρ),y=x+rω
r d−1 drdω

∫ r

0
|∂i u

(
x + sω

)|2 ds

≤ 4|E(ρ)|ρd+1
∫

z∈E(ρ),zd≥0

|∂i u(z)|2
|x − z|d−1

dz.

Therefore we have

|N |2
∫

E(ρ)
|u(x)|2dx

≤ c2

{
|E(ρ)|2

∫
N
|u|2 dy + |E(ρ)|2ρ2

∫
E(ρ)

|∂du|2 dx

+|E(ρ)|ρd+1
d∑

i =1

∫
z∈E(ρ),zd≥0

|∂i u(z)|2 dz
∫

E(ρ)

dx
|x − z|d−1

}
≤ c3

{
|E(ρ)|2

∫
N
|u|2 dy + |E(ρ)|2ρ2

∫
E(ρ)

|∂du|2 dx

+|E(ρ)|ρd+2
d∑

i =1

∫
E(ρ)

|∂i u|2 dx

}
.

Noting thatc4ρ
d ≤ |E(ρ)| ≤ c5ρ

d, we get the conclusion. ut
Proposition 6.1 now follows from Lemmas 6.3 and 6.4.

Proof of Proposition 6.1 Let k ∈ IC , 0 < ρ ≤ ρ∗, and N be a Borel subset
of C∗

k (ρ) satisfying |N | ≥ κ|C∗
k (ρ)|. In view of [16; Theorem 1.1.7],u ◦ Φk ∈

H 1
(
Cγk (ρ)

)
providedu ∈ H 1

(
C∗

k (ρ)
)
. By means of [1 : Theorem 3.18],u ◦ Φk

is approximated by functions belonging toC1
(
Cγk (ρ)

)
in H 1-norm. Noting that

Φ−1
k (N ) is a Borel subset ofCγk (ρ) and satisfies

∣∣Φ−1
k (N )

∣∣ ≥ κ′ |Cγk (ρ)| for some
κ′ ∈ (0, 1], we obtain (6.1) withE∗

k (ρ) = C∗
k (ρ) from Lemma 6.3. Similarly (6.1)

with E∗
k (ρ) = Q∗

k (ρ) follows from Lemma 6.4. ut
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