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Summary. In this paper we prove a Sanov result, i.e. a Large Deviation Principle
(LDP) for the distribution of the empirical measure, for the annealed Glauber
dynamics of the Sherrington-Kirkpatrick spin-glass. Without restrictions on time
or temperature we prove a full LDP for the asymmetric dynamics and the crucial
upper large deviations bound for the symmetric dynamics. In the symmetric
model a new order-parameter arises corresponding to the response function in
[SoZi83]. In the asymmetric case we show that the corresponding rate function
has a unique minimum, given as the solution of a self-consistent equation. The
key argument used in the proofs is a general result for mixing of what is known
as Large Deviation Systems (LDS) with measures obeying an independent LDP.
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1. Introduction

Sherrington and Kirkpatrick [ShKi75] introduced their model as a “simple” mean-
field version of the Edwards-Anderson spin-glass – but the model turned out not
to be simple at all – only a few results are proved in a mathematically rigorous
way (see for example [AiLeRu87], [CoNe95], [Gui95] and citations therein).
In [SoZi83] a dynamical diffusion approach was proposed by Sompolinsky and
Zippelius which they used to derive properties of the (statical) model in the
limit as t → ∞. This approach was put on firm mathematical ground in a joint
work of G. Ben Arous and A. Guionnet which is published in the PhD-thesis
of A. Guionnet [Gui95] and a series of papers [BeGu95]-[BeGu94a], which are
also part of the PhD-thesis. Based on their large deviations results, they develop
a fairly complete picture of the asymmetric model. But in the symmetric case,
corresponding to the physical model, they still have a (technical) restriction in
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their results. Ifβ is the inverse temperature andT the length of the time interval
they prove their results under the condition thatβ2T is smaller than some fixed
constant.

In the Sherrington-Kirkpatrick model (SK-model) it is more natural to use
jump processes instead of diffusions. This ansatz was introduced in [Som87].
Some rigorous results for the asymmetric dynamics were proved in [Gru92].
There is a strong advantage in the use of Glauber dynamics. The Girsanov ex-
ponent, used to describe the interacting model, is fairly well-behaved, which
permits to work without restiction on time and temperature. The price you have
to pay for this is the loss of Gaussian techniques.

Let’s be more explicit. The SK-model is defined by a random Hamiltonian

UJ
N (σ) := − 1

2
√

N

N∑
i 6=j =1

J i ,j · σiσj , σ ∈ E N

on the state spaceE N := {−1, 1}N , where for i > j the J i ,j are chosen inde-
pendently according to a centered Gaussian distribution with variance one, and
J j ,i := J i ,j – the coupling-matrixJ is supposed to be symmetric. Another way to
describe the coupling-matrix is to say that the pairs (J i ,j , J j ,i ) are i.i.d. centered
Gaussian fori > j with covariance

EJ (J i ,j )2 = EJ (J j ,i )2 = 1, EJ (J i ,j · J j ,i ) = α (1)

with α := 1. For fixed couplingJ the Gibbs measures at temperatureβ are
defined by

µJ
β,N ({σ}) :=

1
ZJ
β,N

exp[−β · UJ
N (σ)], σ ∈ E N

with the partition-functionZJ
β,N :=

∑
σ∈E N exp[−β ·UJ

N (σ)] as the normalization.
In the dynamical approach a Glauber dynamics for these measures is introduced,
i.e. a Markov process with state spaceE N for which theµJ

β,N are reversible
invariant measures. Define the field at sitei to be

hJ
i (·) : E N → IR, σ 7→ hJ

i (σ) :=
1√
N

N∑
j =1,j 6=i

J i ,j · σj .

Then the simplest possible choice for the process is a single spin-flip jump process
with state spaceE N , where thei -th spin changes its stateσi → −σi with the
transition rate

ci (σ) :=
1

1 + exp[2βσi hJ
i (σ)]

.

We denote byσi := (σ1, · · · , σi−1,−σi , σi +1, · · ·) the configuration with thei -th
coordinate being flipped. Then the transition semi-group Pσ′,σ(t) belonging to
the process defined by the ratesci satisfies the forward equation

d
dt

Pσ′,σ(t) =
N∑

i =1

(
ci (σ

i )Pσ′,σi (t)− ci (σ)Pσ′,σ(t)
)
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with the initial condition Pσ′,σ(0) = δσ′,σ. This process can be constructed as
a measure on (DE [0,T])N , where DE [0,T] =: X is the Skorohod space of
càdl̀ag-functionsu : [0,T] → E . For eachx ∈ DE [0,T]N

t 7→ hJ
i (x (t)), x (t) = (x1(t), · · · , xN (t)) ∈ E N ,

defines a function in the Skorohod spaceDIR[0,T] =: Y of real-valued functions
on [0,T]. We are considering the law of the combined Markov process

((h1(x), x1), . . . , (hN (x), xN )) ∈ (Y × X)N =: ZN

as a measure on the product of the space of paths with the space of the fields,
i.e. as a measure on (Y × X)N . Let q ∈ M(DE [0,T]) be the Markov process
starting with some distribution onE and jumping with rate one between both
states. Then we can write the interacting process on the time interval [0,T] via
Girsanov formula as

pN ,G,J (B) :=
∫

XN

1B(hJ (x), x) · exp

[
N∑

i =1

G(hJ
i (x), xi )

]
q⊗N (dx) (2)

for some measurable setB ⊂ (Y×X)N =: ZN , where the Girsanov exponent has
the simple form

G(y, x) :=
∑

s:x(s)6=x(s−)

ln
1

1 + exp[2βy(s−)x(s−)]

+
∫ T

0

exp[2βy(s)x(s)]
1 + exp[2βy(s)x(s)]

ds (3)

for (y, x) ∈ Y × X. The coupling-matrixJ appears in the Eq. (2) only through
the field hJ . The idea of Sompolinsky and Zippelius is to average these measures
with respect to the distribution of theJ ’s. The physical reasoning behind this
is that the “individual dynamics” still evolves with fixed coupling and therefore
some information of the distribution of the quenched system can be gained in
the limit asT →∞.

At this point different dynamical models can be defined by choosing different
distributions for the coupling-matrixJ . The physical SK-model corresponds to
the symmetric choiceα = 1 for the couplingsJ as in Eq. (1). But every choice
α ∈ [−1, 1] is allowed which means that the coupling-matrixJ is becoming less
and less symmetric up to a complete anti-symmetric matrix forα = −1. The
most important other choice is the asymmetric caseα = 0, what implies that the
Gaussian variablesJ i ,j andJ j ,i are independent. We include all possible models
α ∈ [−1, 1] in our work to study the influence of the couplings (see [RSZ89] for
results in this direction). In the asymmetric model the proofs are much simpler
(Sect. 4.1). The effect of the dependence in the coupling-matrixJ for α 6= 0 can
be seen in Sect. 5.

Let’s now continue to define the annealed spin-glass dynamics. Following the
ideas of [SoZi83] we average the measurespN ,G,J with respect to the distribution
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of the J defined in Eq. (1) for some fixedα ∈ [−1, 1]. Interchanging the order
of integration leads to

pN ,G
α (B) :=

∫
XN

∫
YN

1B(y; x) · exp

[
N∑

i =1

G(yi , xi )

]
νN
α,x(dy) q⊗N (dx), (4)

whereνN
α,x stands for the conditional distribution of the fields hJ (x) ∈ YN under

J for given x ∈ XN . Since theJ i ,j are centered Gaussian,νN
α,x is a centered

Gaussian measure onYN with covariance∫
YN

yi (s)yi (t) νN
α,x(dy) =

1
N

N∑
j =1,j 6=i

xj (s)xj (t) for i ∈ {1, · · · ,N}, (5)

for the diagonal elements, and∫
YN

yi (s)yj (t) νN
α,x(dy) =

α

N
xj (s)xi (t) for i , j ∈ {1, · · · ,N}, i 6= j

for the off-diagonal elements. Recall thatZ = Y × X and denote by

ΘZ
N : ZN −→ M1(Z), z 7−→ 1

N

N∑
i =1

δzi

the empirical measure. The measures studied in this paper are the distributions
of the empirical measures underpN ,G

α , i.e. the measures

PN ,G
α := ΘZ

N (pN ,G
α ), (6)

on M1(Z), where f (ν) = ν ◦ f −1 denotes the image of a measureν under a map
f. M1(Z) is the space of Borel probability measures onZ .

In this paper we examine the large deviations properties of the annealed
spin-glass dynamics, i.e. of the measuresPN ,G

α , in the thermodynamic limit as
N → ∞. We prove a full LDP for the asymmetric caseα = 0 in Sect. 4.1
and the upper large deviations bound for the symmetric model and every model
α 6= 0 in Sect. 6. In the asymmetric case, we prove that the corresponding rate
function SG

0 has a unique minimumν∗ ∈ M1(Y × X) given as the solution of
the self-consistent equation

ν∗ = exp[G]NπX (ν∗) ⊗ q,

whereNπX (ν∗) is a centered Gaussian measure onDIR[0,T] with the covariance
constructed from theX-marginalπX (ν∗) of the measureν∗. Via an Borel-Cantelli
argument (see [BeGu95], Theorem 2.7) this large deviations result implies the
following quenched weak convergence result for the asymmetric spin-glass dy-
namics.

Corollary 1.1. Let the Ji ,j be choosen independently. Then for almost all J

PN ,G,J w
=⇒ δν∗ in M1(Z),

whereδν∗ is the Dirac-measure atν∗.



Glauber spin-glass dynamics 191

Also propagation of chaos results (as in [Gui95]) can be derived. The main
motivation behind the search for a LDP of thePN ,G

α is to prove weak convergence
results and laws of large numbers by analyzing the corresponding rate functions.
For such results the upper large deviations bound is sufficient.

We believe that most of the other results for the asymmetric Langevin spin-
glass dynamics found in [BeGu95], [Gui95] can be transferred to the Glauber
case.

However, we are not going to study the rate function in the symmetric case,
which would be the most interesting part from the physical point of view. Since
our results are valid for all times and temperatures the longtime behavior as
T →∞ can also be approached. We hope to be able to tackle this problem in a
later work.

1.1. Outline of the paper

– Most of the proofs in this paper are based on a general technical result,
which is the contents of Sect. 2. Starting point is the fact, that we have (from
the construction of the measures) a good representation of the conditional
distribution ofPN ,G

α given theX-marginal. We will now state the idea behind
the technical result: Assume we have a sequence of measuresPN on a Polish
spaceZ and a continuous surjection

π : Z −→ X

into another Polish spaceX such that
1. QN := π(PN ) satisfies a full LDP with rate JX ,
2. for all fixed x ∈ X the conditional distributionPN

x of PN given that
π = x, fulfills a LDP with rate I (x; ·) on Z.

Setting I (x; A) := infz∈A I (x; z) for A⊂ Z, we have

PN (A) =
∫

X
PN

x (A) QN (dx) ≈
∫

X
exp[−N · I (x; A)] QN (dx)

and Varadhan’s Theorem suggests that thePN satisfy a LDP with rate

S (z) = I (π(z); z) + JX (π(z)).

In Sect. 2 we prove a result along this line.
– In Sect. 3 we give some general definitions and describe how the measures

PN ,G
α of the annealed spin-glass dynamics fit into the concept of Sect. 2.

– For the asymmetric spin-glass dynamics corresponding to the measuresPN ,G
0

we prove a full LDP in Sect. 4.1. This is possible since the fields having
covariance Eq. (5) are independent forα = 0. In Sect. 4.2 we prove by a
fixed point argument that the rate function SG

0 governing the LDP of the
measuresPN ,G

0 has a unique minimum, given as the solution of the self-
consistent equation Eq. (29).
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– The difficult part in the proof of the LDP forPN ,G
α , α 6= 0, is the weak

dependence in the Gaussian variables distributed according toνN
α,x . This de-

pendence leads to the necessity for the introduction of a new order parameter
(see Remark 6.4), which we believe corresponds to the response function in
[SoZi83]. The physicist’s technique in this situation is the so called Gaus-
sian decoupling or Hubbard-Stratonovich transformation. In this technique
complex integration is used. In this paper we give a pure probabilistic proof
for this technique, which is contained in Sect. 5. We consider first a simple
homogenous model in Sect. 5.1 in order to show the influence of terms of
order 1

N in the off-diagonal part of a covariance like Eq. (5). In Sect. 5.2 we
state the Gaussian decoupling result (in a finite dimensional setting), which is
the major step in the proof of the LDP for the “free” spin-glass dynamicsPN

α

– defined asPN ,G
α but with G≡ 0 – i.e. the measures without the physical

interaction given by the Girsanov exponent G.
– In Sect. 6 we use the finite dimensional result of Sect. 5 to prove a full LDP

for the “free” measuresPN
α and conclude from this principle the full upper

bound for thePN ,G
α via Varadhan’s Theorem, sincePN ,G

α can be written as

PN ,G
α (B) =

∫
M1(Y×X)

1B(ν) exp

[
N
∫

Gdν

]
PN
α (dν),

for a measurableB ⊂ M1(Y × X).

2. LDP for mixtures of Large Deviation Systems (LDS)

In this chapter we state the technical result which we need for the proof of a
LDP for the situation described in the introduction. Mixtures of LDS were used
in the proof of a Sanov result for exchangeable random variables in [DiZa92]. In
a mean-field setting the integrating measures – corresponding to the distribution
of an order-parameter in physics – will satisfy a LDP.

Let Z and X denote Polish spaces and let{XN}N∈IN be a sequence of
measurable subsets ofX with the property that for every pointx in a measurable
set X∞ ⊂ X there exists a sequence (xN ), xN ∈ XN , converging tox; we
call such a sequence a (XN )-sequence. We assume that we have a continuous
surjective mapπ : Z → X and a familyΠ = {PN

x : x ∈ XN ,N ∈ IN} of finite
measures on the Borelσ-field B (Z) such that

PN
x (π−1{x}c) = 0 ∀x ∈ XN , N ∈ IN. (7)

We assume further thatPN
x (Z) ≤ exp[−Nκ] for some fixed constantκ ∈ IR.

Let I : X∞×Z → [κ,∞] be some function and define I (x; A) := infz∈A I (x; z)
for a setA ⊂ Z. We will use the following (slightly modified) concept due to
[DaGä94] (Definition 1.1 and Definition 1.2):

Definition 2.1. We callΠ a Large Deviation System with rate functionI if the
following conditions are satisfied:
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(i) Compactness of the level sets: For each x∈ X∞ and eachρ ≥ κ the set

Φ (x; ρ) := {z ∈ Z : I (x; z) ≤ ρ} (8)

is compact.
(ii) Lower large deviations bound: We have the inequality

lim inf
N→∞

1
N

ln PN
xN

(G) ≥ −I (x; G) (9)

for each open set G inZ, each x∈ X∞ and each(XN )-sequence con-
verging to x.

(iii) Upper large deviations bound: We have the inequality

lim sup
N→∞

1
N

ln PN
xN

(F ) ≤ −I (x; F ) (10)

for each closed set F inZ, each x∈ X∞ and each(XN )-sequence con-
verging to x.

Observe that we are not dealing with probability measures - that turns out to be
useful to treat interacting systems. The lower bound Eq. (9) and Eq. (7) imply
that I (x; z) = ∞ for z 6∈ π−1({x}), so we can define the function

J : Z −→ [κ,∞] (11)

z 7−→ J (z) :=

{
I (π(z); z) if z ∈ π−1(X∞)

∞ otherwise
.

Remark 2.2.Since X is a metric space, each pointx ∈ X∞ has a count-
able base for the neighborhood inX and we have the following observations
[DiZa92]:

1. For each closed setF ⊂ Z and eachx ∈ X∞ such that I (x; F ) <∞ there
exists for eachδ > 0 a neighborhoodU of x in X such that

lim sup
N→∞

1
N

ln

[
sup

x′∈XN∩U
PN

x′ (F )

]
≤ −I (x; F ) + δ. (12)

If I ( x; F ) = ∞ there exists for eachL ∈ IR a neighborhoodU of x such that
the l.h.s. of Eq. (12) is smaller than−L.

2. For each open setG ⊂ Z, eachδ > 0 and eachx ∈ X∞ there is a
neighborhoodU of x such that

lim inf
N→∞

1
N

ln

[
inf

x′∈XN∩U
PN

x′ (G)

]
≥ −I (x; G)− δ. (13)
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We will call the LDS Π measurable if the mapsPN
· : XN → M(Z) are

B (X ) ∩ XN − B (M(Z))-measurable, where the spaceM(Z) of finite
measures onZ is equipped with the weak topology andB (X ) ∩ XN is the
traceσ-field on XN . Let

(
QN ∈ M1(X )

)
be a sequence of probability mea-

sures onX , which satisfies a full LDP with a (good) rate function JX (the
definition can be looked up in [DeZe93], Chap. 1.2). We make the following
assumptions:

1. QN (XN ) = 1 ∀N ∈ IN,
2. ΦX

ρ := {JX ≤ ρ} ⊂ X∞.

We set forB ∈ B (Z)

PN (B) :=
∫

XN

PN
x (B) QN (dx). (14)

By the monotone-class theorem and monotone convergence this defines a se-
quence of finite measures onZ, which maybe none-normalized. Analogous to
Varadhan’s Theorem we have the

Theorem 2.3. For the sequence of measures PN a full LDP with good rate func-
tion

S (z) := J (z) + JX (π(z)) (15)

holds.

Proof. S is lower semi-continuous:Let z ∈ Z be such that S (z) < ∞. We
have to show that forδ > 0 we can find a neighborhoodV ⊂ Z of z such that

S (V ) ≥ S (z)− δ. (16)

For a fixedx ∈ X∞ the function I (x; ·) is lower semi-continuous and we can
find anε > 0 such that I (π(z); Bε(z)) ≥ I (π(z), z)− δ

3 , whereBε(z) is the closed
ε-ball aroundz. Because of Remark 2.2 we find an open setU ⊂ X , π(z) ∈ U
such that Eq. (12) holds withF := Bε(z), x := π(z) for a constantδ3 . This implies
together with the upper LD-bound Eq. (10) that

I (π(z); z)− 2δ
3
≤ I (π(z); Bε(z))− δ

3
≤ I (x; Bε(z))

for all x ∈ U ∩ X∞. Because JX is lower semi-continuous there is an open
set U ′, π(z) ∈ U ′ ⊂ X such that JX (U ′) ≥ JX (π(z)) − δ

3 . Then for
V := Bε(z) ∩ π−1(U ∩ U ′) Eq. (16) is obtained.

Upper bound: We fix some closed setF ⊂ Z and chooseε > 0 andL ≥ 0. We
denote byΦX

L ⊂ X∞ the compact level set forL of JX . Because of Eq. (12) and
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the lower semi-continuity of JX we find an open coverΦX
L ⊂ ⋃k

i =1 Uxi =: CL,
xi ∈ ΦX

L , xi ∈ Uxi , such that

lim sup
N→∞

1
N

ln

 sup
x∈XN∩U xi

PN
x (F )

 ≤ −Kxi +
ε

3

and infx∈U xi
JX =: JX (U xi ) ≥ JX (xi )− ε

3, where

Kxi :=

{
I (xi ; F ) if I ( xi ; F ) <∞

L− κ + ε otherwise

Thus, there exists someN0 such that for allN ≥ N0 we have the inequality

PN (F ) =
∫

XN

PN
x (F ) QN (dx) ≤ QN (Cc

L ) +
k∑

i =1

∫
U xi ∩XN

PN
x (F ) QN (dx)

≤ QN (Cc
L ) +

k∑
i =1

exp

[
−N

(
Kxi −

2ε
3

)]
·QN (U xi ).

Taking logarithm, using the upper LD-bound forQN and [DeZe93],
Lemma 1.2.15 leads to

lim sup
N→∞

1
N

ln PN (F ) ≤ − min
i∈{1,···,k}

{Kxi + JX (xi )− ε} ∧ L

≤ − inf{I (x; F ) + JX (x)− ε : x ∈ π(F )} ∧ L

= −( inf
z∈F

S (z)− ε) ∧ L.

Sinceε can be chosen arbitrarily, we obtain the upper bound by lettingL →∞.

Lower bound: Let G ⊂ Z be open and fixz ∈ G and ε > 0. Since J (z) = ∞
for z 6∈ π−1(X∞), we assume thatz ∈ π−1(X∞). Because of (13) we have an
openU , π(z) ∈ U such that

lim inf
N→∞

1
N

ln

[
inf

x∈XN∩U
PN

x (G)

]
≥ −I (π(z); G)− ε

2
.

Then there exists someN0 such that for allN ≥ N0 we have

PN (G) ≥
∫

U∩XN

PN
x (G) QN (dx) ≥ exp[−N (I (π(z); G) + ε)] ·QN (U ).

Taking the limit asN →∞ leads to

lim inf
N→∞

1
N

ln PN (G) ≥ −I (π(z); G)− JX (U )− ε ≥ −I (π(z); z)− JX (π(z))− ε.

This gives the lower bound sinceε was arbitrary.

Compactness ofΦρ := {z : S (z) ≤ ρ}: (see [DiZa92]) Let’s assume thatΦρ is
not compact for someρ ≥ κ. Then we have a sequence of pointszi ∈ Φρ
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such that (zi ) does not have a convergent subsequence. Because of Eq. (15)
and the bound J≥ κ, xi := π(zi ) is a sequence in the level setΦX

ρ−κ := {JX ≤
ρ−κ} ⊂ X∞ and has a convergent subsequencexik → x sinceΦX

ρ−κ is compact.
Let xN be an (XN )-sequence converging tox and Kx ⊂ Z be a compact
subset with lim supN→∞

1
N ln PN

xN
(K c

x ) ≤ −3ρ; such a setKx exists, i.e.PN
xN

is
exponentially tight, because of Definition 2.1 and Theorem (P), [Puk91] (see also
[DeZe93], Example 4.1.10 for an outline of the proof). Becausezi does not have
a convergent subsequence there is ak0 such thatzik 6∈ Kx for all k ≥ k0. Let
D := {zik : k ≥ k0}. D is closed becausezik cannot have any accumulation point.
SinceZ is metric we can find disjoint open setsUD , UK with Kx ⊂ UK and
D ⊂ UD . Because of Eq. (12) we can find some open setV , x ∈ V such that:

lim sup
N→∞

1
N

ln
[
PN (U c

K ∩ π−1(V ))
] ≤ lim sup

N→∞

1
N

ln

[
sup

x′∈V∩XN

PN
x′ (U

c
K )

]

≤ lim sup
N→∞

1
N

ln PN
xN

(U c
K ) + ρ (17)

≤ lim sup
N→∞

1
N

ln PN
xN

(K c
x ) + ρ ≤ −2ρ

Applying the lower bound toUD ∩ π−1(V ) and observing thatzik ∈ π−1(V ) for
k large enough we finally obtain

lim inf
N→∞

1
N

ln PN (UD ∩ π−1(V )) ≥ − inf
z∈UD∩π−1(V )

S (z) ≥ −ρ. (18)

But Eq. (17) and Eq. (18) cannot hold simultaneously and thereforeΦρ must be
compact for everyρ ≥ κ. ut

3. General definitions

In this section we give some general definitions and describe how the annealed
spin-glass dynamics fits into the concept of Sect. 2.

Let X := DE [0,T] and Y := DIR[0,T] be the Skorohod spaces of functions
on the interval [0,T] with values inE := {−1,+1} and in IR respectively, and
define Z := Y × X. q ∈ M(X) is the measure onX corresponding to the
process jumping between the two states with rate 1 and starting with some fixed
distribution onE . Denote by

#[0,T] (x) := #{s ∈ [0,T] : x(s) 6= x(s−)}

the number of jumps ofx on the time interval [0,T]. #[0,T] is a continuous
map sinceE is a descrete topological space and the peculiarity of the Skorohod
topology at the endpointT. For our Sanov result we need a stronger topology on
some subset of measures, such that we can easily integrate over the unbounded
function #[0,T] . Define
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X :=

{
ν ∈ M1(X) :

∫
#[0,T] dν <∞

}
and

Z :=

{
µ ∈ M1(Z) :

∫
#[0,T] (x)µ(dy, dx) <∞

}
,

respectively, and equip both spaces with the weakest topology, such that the maps
ν 7→ ∫

f (x) ν(dx) andµ 7→ ∫
g(y, x)µ(dy, dx) are continuous for all continuous

functions

f : X → IR,
|f |

#[0,T] + 1
∈ Cb(X),

and

g : Z → IR,
|g|

#[0,T] + 1
∈ Cb(Z),

respectively. With these topologies both spaces are Polish spaces [Léo87], where
the Borelσ-field onZ andX are the same as the traceσ-fields, i.e.B (Z) =
B (M1(Z)) ∩Z andB (X ) = B (M1(X)) ∩X . The Sanov result holds for
the measuresQN := ΘX

N (q⊗N ) on X since the condition (Eq. (0.3) in [Ĺeo87])∫
exp[α(#[0,T] + 1)] dq = exp[α + T(eα − 1)] <∞

is satisfied for allα ∈ IR. The rate function for the LDP of theQN is the relative
entropy H (·|q).

We define the surjection

πX : Z → X ν 7→ πX (ν)

to be the projection of a measure on itsX-marginal. Let

ΘZ
N : ZN → Z, z 7→ 1

N

N∑
i =1

δzi

be the continuous map on the empirical measure and defineΘX
N similar. We set

XN := ΘX
N (XN ) ⊂ X

andX∞ := {ν ∈ X : H (ν|q) <∞}. If we denote by

pN ,G
α,x (dy, dx) := exp

[
N∑

i =1

G(yi , xi )

]
νN
α,x(dy) · δx(dx) (19)

the (none-normalized) conditional distribution of the measurepN ,G
α defined in

Eq. (4) for givenX-coordinatesx ∈ XN , we can write

pN ,G
α (B) =

∫
XN

pN ,G
α,x (B) q⊗N (dx)
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for a measurable setB ⊂ ZN . The measurespN ,G
α,x are invariant under permuta-

tions, i.e. for each permutationι of {1, . . . ,N} we havepN ,G
α,x = ι(pN ,G

α,ι(x)). Hence,
we can write the conditional distribution of the measuresPN ,G

α defined in Eq. (6)
for the givenX-marginalρN ∈ XN as

PN ,G
α,ρN

:= ΘZ
N (pN ,G

α,x(N ) ), (20)

wherex(N ) ∈ XN is such that

ΘX
N (x(N )) = ρN .

The mapPN ,G
α,(·) : XN → M(Z) is measurable. Therefore we have the represen-

tation

PN ,G
α (A) =

∫
XN

PN ,G
α,ρ (A) QN (dρ)

for A ⊂ Z measurable. Because of Theorem 2.3 we can prove a LDP of the
measuresPN ,G

α by showing, that

Π =
{

PN ,G
α,ρN

: ρN ∈ XN
}

is a LDS (see Definition 2.1), i.e. for everyXN -sequenceρN → ρ ∈ X∞ the
measuresPN ,G

α,ρN
satisfy a LDP with a good rate function depending only on the

limit ρ ∈ X∞.
For G ≡ 0 we define analogouslyPN

α,ρN
:= PN ,G≡0

α,ρN
and PN

α := PN ,G≡0
α ,

corresponding to a “free” model without the interaction given by the Girsanov
exponent G.

4. Asymmetric spin-glass dynamics

4.1. LDP for the asymmetric dynamics

Annealed asymmetric spin-glass dynamics means that we are interested in a LDP
of the distribution of the empirical measure under (see Eq. (4))

pN ,G
0 (B) :=

∫
XN

∫
YN

1B(y, x) · exp

[
N∑

i =1

G(yi , xi )

]
νN

0,x(dy) q⊗N (dx),

i.e. under the average of the dynamic in the case of the completely independent
coupling matrixJ (α = 0). This situation is considerably simple, since for fixed
x ∈ XN the distribution of the fields

hJ
i (x (·)) ∈ Y , i = 1, . . . ,N ,

are i.i.d. centered Gaussian with covariance (compare Eq. (5))

EJ
(
hJ

i (x (t))hJ
i (x (s))

)
=

1
N

N∑
j =1

xj (t)xj (s)
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for s, t ∈ [0,T] – for convenience we add the missing diagonal terms (i = j )
which has no influence on a large deviations scale. The covariance is only a
function of the empirical measure. We define

Dρ(s, t) :=
∫

x(s)x(t) ρ(dx) (21)

for ρ ∈ X and denote withNρ ∈ M1(Y) the Gaussian measure onY with
covariance Dρ (see Proposition 4.4). Because of the independence of the fields
yi underνN

0,x the none-normalized conditional distributionpN ,G
α=0,x in Eq. (19) has

the simple form

pN ,G
0,x (dy, dx) := exp

[∑
i

G(yi , xi )

] (
(NΘX

N,x
⊗ δx1)⊗ · · · (NΘX

N,x
⊗ δxN )

)
.

As in Sect. 3. we denote byPN ,G
0,ρ := ΘZ

N (pN ,G
0,x ) for x ∈ XN such thatΘX

N (x) =
ρN ∈ XN . We will prove the following results for the asymmetric spin-glass
dynamics.

Lemma 4.1. The system

Π :=
{

PN ,G
0,ρN

: ρN ∈ XN

}
is a LDS with rate

I G
0 (ρ; ν) :=

{
H (ν|Nρ ⊗ ρ)− ∫ Gdν if πX (ν) = ρ

∞ otherwise

and the

Corollary 4.2. The probability measures PN ,G0 ∈ M1(Z) obey a full LDP with
rate

SG
0 (ν) := H (ν|NπX (ν) ⊗ q)−

∫
Gdν = H (ν| exp[G]NπX (ν) ⊗ q).

Before we prove these results we state some properties of G and the mapρ 7→
Nρ. An immediate consequence of the definition of G in (3) and the Skorohod
topology ([Bill68], Chapter 3) is:

Remark 4.3.G : Z → IR is measurable. G is continuous at (y, x) ∈ Z wheny is
continuous at the (finite) jumpss ∈ [0,T], x(s) 6= x(s−) of x. G(z) ≤ T for all
z ∈ Z . We have a very crude estimate

‖G(y, x)−G(y′, x)‖ ≤ 2β(#[0,T] (x) + T)‖y − y′‖∞, (22)

where‖y‖∞ := sups∈[0,T |y(s)| is the∞-norm.
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Because of the discontinuity of G we have to use at some places in the proofs
a approximate version of G, which we define now. For a functiony ∈ Y we
define forδ > 0 a smoothed version by

yδ(t) :=
1
δ

[∫ t

(t−δ)∧0
y(s) ds + ((δ − t) ∨ 0)y(0)

]
. (23)

We define a lower cutoff for the function G as:

GL(y, x) :=
∑

s:x(s)6=x(s−)

ln
1

1 + exp[2βy(s−)x(s−)] ∧ L

+
∫ T

0

exp[2βy(s)x(s)] ∧ L
1 + exp[2βy(s)x(s)] ∧ L

ds. (24)

We obtain for GL the monotony

G≤ GL +
T

1 + L
(25)

and the bound
T > GL(y, x) ≥ − ln(1 + L)#[0,T] (x). (26)

The functions GL((·)δ, ·) =: GL
δ and G((·)δ, ·) =: Gδ are continuous everywhere

and converge point-wise to GL, G respectively, forδ → 0.

Proposition 4.4. For every measureρ ∈ X there exists a centered Gaussian
measureNρ ∈ M1(Y) with covariance Eq. (21). IfρN ⇒ ρ ∈ X∞ in the
stronger topology onX then

NρN

w
=⇒ Nρ

in M1(Y), i.e. weakly, andNρ(CIR[0,T]) = 1, i.e. the fields y areNρ-a.s. con-
tinuous.

Proof. Because of the definition, Dρ is a covariance and there exists a centered
Gaussian processXt , t ∈ [0,T] with covariance Dρ. For ρ ∈ X

Fρ(t) :=
∫

#[0,t ] (x) ρ(dx), t ∈ [0,T]

is a well-defined, nondecreasing, right-continuous function ont ∈ [0,T]. We
calculate:

E(Xt2 − Xt )
2(Xt − Xt1)2 ≤

√
E(Xt2 − Xt )4E(Xt − Xt1)4

= 3(Dρ(t2, t2) + Dρ(t , t)− 2Dρ(t2, t))(Dρ(t1, t1) + Dρ(t , t)− 2Dρ(t1, t))

= 3
∫

(x(t2)− x(t))2 ρ(dx)
∫

(x(t)− x(t1))2 ρ(dx)

≤ 3 · 24
[
Fρ(t2)− Fρ(t)

] [
Fρ(t)− Fρ(t1)

]
(27)
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for t2 ≥ t ≥ t1 and therefore [Bill68], p.133-134, ensures the existence of the
measureNρ. Let nowρ ∈ X∞, i.e. H (ρ|q) <∞ implying ρ� q. Then

Fρ(t)− Fρ(t−) = ρ({x(t) 6= x(t−)}) = 0,

i.e. Fρ is continuous, since the distribution of the jumps underq is the same
as under a Poisson process. Then #[0,t ] (·) is ρ a.s. continuous which implies
FρN (t) → Fρ(t) for all t ∈ [0,T] and sinceFρ is continuous and monotone the
convergence is uniform. Calculating as in Eq. (27) shows∫

(x(t2)− x(t))2(x(t)− x(t1))2 ρN (dx) ≤ 3 · 24
[
FρN (t2)− FρN (t1)

]2
,

and a slight modification of [Bill68], Theorem 15.6, proves thatNρN

w
=⇒ Nρ.

Since ∫
(x(t2)− x(t1))4 ρ(dx) ≤ 3 · 22

[
Fρ(t2)− Fρ(t1)

]2

[Bill68], Theorem 12.4, showsNρ(CIR[0,T]) = 1. ut
Remark 4.5.Instead of the usual Skorohod topologyT , the spaceDIR[0,T] can
be equipped with the topology generated by the uniform norm‖·‖∞. Denote this
topology byT∞ and the corresponding Borelσ-field by U := σ(T∞). Because
T ⊂ T∞,

σ(T ) ⊂ σ(T∞) = U .

If ρN ⇒ ρ ∈ X∞ is a XN -sequence the measuresNρN ,Nρ can be extended to
theσ-field U . This is true forNρ sinceNρ(CIR[0,T]) = 1 and forNρN because
for fixed x ∈ XN , ΘX

N (x) = ρN ,

φ : IRN → DIR[0,T], u 7→ φ(u) :=
1√
N

N∑
i =1

ui xi

is continuous for the uniform topology andNρN = φ(N ⊗N
1 ) for N1 the stan-

dard Gaussian measure on IR. This implies ([Bill68], p.150-151), that the ex-
tended measuresNρN ,Nρ converge weakly as Borel measures on the metric
space (DIR[0,T],T∞).

Proof of Lemma 4.1. The advantage in the asymmetric case is that the rate
function IG

0 is convex and we can apply a general result due to [DaGä87] for the
proof, which we state as Theorem A.1 in the appendix. Normalizing the measures
PN ,G

0,ρN
shows that the result can be applied as long as limN→∞ 1

N ln PN ,G
0,ρN

(Z)
converges and this is true as the calculations below will show. In our situation

W =

{
f ∈ C (Z) :

|f |
#[0,T] + 1

∈ Cb(Z)

}
is the set of continuous functions bounded by #[0,T] andZ as before. We fix a
(XN ) sequenceρN → ρ and letx(N ) ∈ XN be such thatΘX

N (x(N )) = ρN . In order
to show condition (i) and (ii) of Theorem A.1 we will prove for f∈ W:
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ΛG
N (f ) =

1
N

ln
∫

Z
exp

[
N
∫

f dµ

]
PN ,G

0,ρN
(dµ)

=
1
N

ln
N∏

i =1

∫
Y

exp[f (y, x(N )
i ) + G(y, x(N )

i )] NρN (dy)

=
∫

X
ln

(∫
Y

exp[f (y, x) + G(y, x)] NρN (dy)

)
ρN (dx)

N→∞−→
∫

X
ln

(∫
Y

exp[f (y, x) + G(y, x)] Nρ(dy)

)
ρ(dx) =: ΛG(f ).

We can split this estimate into:∣∣∣∣∫ ln
∫

exp[f + G]dNρ dρ−
∫

ln
∫

exp[f + G]dNρN dρN

∣∣∣∣
≤

∣∣∣∣∫ ln
∫

exp[f + G]dNρ dρ−
∫

ln
∫

exp[f + G]dNρ dρN

∣∣∣∣︸ ︷︷ ︸
=: AN

+

∣∣∣∣∫ ln
∫

exp[f + G]dNρ dρN −
∫

ln
∫

exp[f + G]dNρN dρN

∣∣∣∣︸ ︷︷ ︸
=: BN

.

AN
N→∞−→ 0: Because of the definition ofW, |f | ≤ cf (#[0,T] + 1). Since

Nρ(C [0,T]) = 1 and Remark 4.3
∫

exp[f (y, ·) + G(y, ·)] Nρ(dy) is a contin-
uous function onX. We have to show that

gρ(·) := ln
∫

exp[f (y, ·) + G(y, ·)] Nρ(dy) ∈ W.

ThenAN → 0 asN →∞ due to the definition of the topology onX . We will
show the bounds for gρN

defined similar for later use. We get the upper bound

gρN
≤ (cf + T)(#[0,T] + 1).

We fix some compact setK1 ⊂ Y such that

NρN (K1) ≥ 1
2

for all N ≥ N1

and someN1. Compactness inDIR[0,T] implies ([Bill68], Theorem 14.3) that

sup
y∈K1

‖y‖∞ ≤ L1 <∞.

This leads to
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exp[f (y, x) + G(y, x)] NρN (dy)

≥ e−cf (#[0,T] (x)+1)
∫ (

1
1 + exp[2β‖y‖∞]

)(#[0,T] (x))

NρN (dy)

≥ e−cf (#[0,T] (x)+1)

(∫ (
1

1 + exp[2β‖y‖∞]

)
NρN (dy)

)#[0,T] (x)

≥ exp

[
−
(

cf − ln

(
1

2(1 + exp[2βL1])

))
(#[0,T] (x) + 1)

]
and therefore|gρN

| ≤ c1(#[0,T] + 1) for some constantc1 andN ≥ N1.

BN
N→∞−→ 0: Further we approximate

BN ≤

∣∣∣∣∣∣∣
∫

{#[0,T]≥L2}

gρ dρN

∣∣∣∣∣∣∣ +

∣∣∣∣∣∣∣
∫

{#[0,T]≥L2}

gρN
dρN

∣∣∣∣∣∣∣
+

∣∣∣∣∣∣∣
∫

{#[0,T]<L2}

gρ dρN −
∫

{#[0,T]<L2}

gρN
dρN

∣∣∣∣∣∣∣︸ ︷︷ ︸
=: CN

≤ 2c1

∫
1{#[0,T]≥L2}(#[0,T] + 1)dρN + CN .

Since hL2 := 1{#[0,T]≥L2}(#[0,T] +1) ∈ W the first term tends to
∫

hL2 dρ asN →∞
and this can be made small forL2 large enough. Define

g δ
ν := ln

∫
exp[f (y, ·) + G(yδ, ·)]Nν(dy)

for ν ∈ {ρ1, · · ·} ∪ {ρ}. Then

CN ≤

∣∣∣∣∣∣∣
∫

{#[0,T]<L2}

gρ dρN −
∫

{#[0,T]<L2}

g δ
ρ dρN

∣∣∣∣∣∣∣︸ ︷︷ ︸
=: C1

N

+

∣∣∣∣∣∣∣
∫

{#[0,T]<L2}

g δ
ρ dρδN −

∫
{#[0,T]<L2}

g δ
ρN

dρN

∣∣∣∣∣∣∣︸ ︷︷ ︸
=: C2

N

+

∣∣∣∣∣∣∣
∫

{#[0,T]<L2}

g δ
ρN

dρN −
∫

{#[0,T]<L2}

gρN
dρN

∣∣∣∣∣∣∣︸ ︷︷ ︸
=: C3

N

.

First we studyC3
N and C1

N . Let K2 ⊂ CIR[0,T] be a compact set such that
Nρ(K2) ≥ 1− ε2 and denote byK ε3

2 the ε3-ball aroundK2 in the uniform metric.
Because of Remark 4.5
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lim inf
N→∞

NρN (K ε3
2 ) ≥ Nρ(K ε3

2 )

for the measures extended to theσ-field U . Then because of Eq. (22)

C3
N ≤ exp[c1(L2 + 1)] sup

x∈{#[0,T]<L2}

∣∣∣∣∫ exp[f (y, x) + G(y, x)]NρN (dy)

−
∫

exp[f (y, x) + G(yδ, x)]NρN (dy)

∣∣∣∣
≤ e[(cf +c1)(L2+1)+T]

(
(L2 + 1)2β

∫
K
ε3
2

‖y − yδ‖∞ + NρN (K ε3
2 )

)
.

For y ∈ K ε3
2 there is a ˜y ∈ K2 with ‖y − ỹ‖∞ ≤ ε3 and therefore

|y(s)− yδ(s)| ≤ |y(s)− ỹ(s)| + |ỹ(s)− ỹδ(s)| + |yδ(s)− ỹδ(s)|
≤ 2ε3 +wỹ(δ), (28)

wherewỹ(δ) is the modulus of continuity of ˜y ([Bill68], Eq. (8.1)). Because of
the theorem of Arzelà-Ascoli

sup
ỹ∈K2

wỹ(δ)
δ→0−→ 0

for the compact setK2 and we are done withC1
N and C3

N since a appropriate
choice ofK2, ε3, δ will ensure that they are small forN large enough.

C2
N remains to be studied. SinceρN

w
=⇒ ρ for everyε4 there is a compact set

K4 ⊂ X such that
ρN (K c

4 ) ≤ ε4

for N large enough. Observe that

F :=
{

exp[f (·, x) + G((·)δ, x)] : x ∈ K4
}
.

is a family of functions onY that is uniformly bounded and uniformly continuous
on compact sets. Therefore the last term

C2
N ≤ exp[c1(L2 + 1)]

(
ρN (K c

4 ) + sup
{h∈F }

∣∣∣∣∫ hdNρN −
∫

hdNρ

∣∣∣∣
)

vanishes because of [DeZe93], Theorem D.11.
The functionΛG is Gâteaux differentiable and therefore (i) and (ii) of Theo-

rem A.1 are satisfied.
A slight modification of [Sep93], Lemma 2.19 proves thatΛG∗(ν) = I G

0 (ρ; ν)
on Z.

This concludes the proof of Lemma 4.1 because condition (iii) of Theo-
rem A.1 holds as for the standard Sanov result. ut
Proof of Corollary 4.2. SincePN ,G

0,ρN
is a LDS and (QN ) satisfies a full LDP with

rate H (·|q) in view of Theorem 2.3 all that remains is to observe that
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SG
0 (ν) = I G

0 (πX (ν)) + H (πX (ν)|q)

=
∫

X
H (νx |NπX (ν) ⊗ δx) (πX (ν))(dx) + H (πX (ν)|q)−

∫
Gdν

= H (ν|NπX (ν) ⊗ q)−
∫

Gdν,

because of Appendix A, Eq. (65). SG
0 (ν) = H (ν| exp[G]NπX (ν) ⊗ q) since

exp[G]NπX (ν) ⊗ q is a probability measure and [DeSt89], (3.2.14). ut

4.2. Minimum of the rateSG
0

We can draw two immediate conclusions from our large deviations result Corol-
lary 4.2. Since the rate function SG

0 has compact level sets the set

M := {ν ∈ Z : SG
0 (ν) = 0} 6= ∅

of minima of SG
0 is compact and non-empty. From the form of the rate SG

0 (ν) =
H (ν|NπX (ν) ⊗ q) we know how the minima must look like. Since H (ν|µ) =
0 ⇐⇒ ν = µ we get that an elementν ∈ M must be a solution of the
self-consistent equation

ν = exp[G]NπX (ν) ⊗ q. (29)

The process given by Eq. (29) describes a particle jumping in a centered Gaussian
field y with rate c (x(s−)y(s−)) := 1

1+exp[2βx(s−)y(s−)] , where the covariance of
the Gaussian field is the same as the covariance of theX-marginal of the process.
Since the r.h.s. of Eq. (29) is completely determined by theX-marginal ofν we
will look on the self-consistent equation of theX-marginal, i.e.

dρ
dq

(x) =
∫

exp[G(y, x)] Nρ(dy) (30)

for a measureρ ∈ X . We will prove

Lemma 4.6. Equation (30) has exactly one solutionρ∗ and therefore Eq. (29)
has a unique solutionν∗ := exp[G]Nρ∗ ⊗ q.

So far we have nowhere used the fact that we are dealing with stochastic
processes. Of course we have to use this fact to show that Eq. (30) has only one
solution. We will start with a description of exp[G] as a solution of a stochastic
differential equation. The processt 7→ #[0,t ] (x) is a Poisson process underq
and M x

t := #[0,t ] (x) − t , the compensated Poisson process, is a martingale. Let
y ∈ DIR[0,T] be some fixed function and

r : IR× E −→ IR

be a continuous bounded function. Then the unique solution of the stochastic
differential equation
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Zx
t = 1−

∫ t

0
Zx

s−r (y(s−), x(s−)) dM x
s

is the martingale (see [Pro90], Theorem 36)

Zx
t := exp

[∫ t

0
r (y(s), x(s)) ds

] ∏
s≤t :x(s−)6=x(s)

(1− r (y(s−), x(s−))) .

For r (h, σ) := exp[2βhσ]
1+exp[2βhσ] we getZx

t =: exp[Gt (y, x)] and Zx
T = exp[G(y, x)] with

the definition of G as in Eq. (3).
For the proof of Lemma 4.6 we will use the same ideas as in [Gui95] and

[BeGu95] for the proof of Theorem 5.5. For some measureν ∈ X we define
the probability measureLν ∈ X by

dLν
dq

(x) :=
∫

exp[G(y, x)] Nν(dy).

We will use a fixed point argument for the mapν 7→ Lν to show the uniqueness.
Since the measuresLν are absolutely continuous with respect toq a very useful
metric onX is the variational distance. We will need the variational distance
with respect to a filtration onDE [0,T]. Denote by

Ft := σ
({x(s) : s ≤ t})

the standard filtration generated by the evaluation mapsx 7→ x(s) up to timet .
Then for some measuresν, µ ∈ M1(X) the variational distance is

Dt (ν, µ) := sup

{∣∣∣∣∫ f dν −
∫

f dµ

∣∣∣∣} , (31)

where the supremum is taken over allFt measurable functions f bounded by
one. If µ� q andν � q then

Dt (ν, µ) =
∫ ∣∣∣∣Eq

[
dν
dq

∣∣∣∣Ft

]
− Eq

[
dµ
dq

∣∣∣∣Ft

]∣∣∣∣ dq,

whereEq

[
dν
dq

∣∣∣Ft

]
denotes the conditional distribution ofdν

dq givenFt . We have

finished the proof of Lemma 4.6, if we show thatρ∗ = Lρ∗ has only one solution,
which is true by Gronwall’s Lemma when we have shown the following

Proposition 4.7. There is a constant C such that for all t≤ T

Dt (Lν , Lµ) ≤ C
∫ t

0
Ds(ν, µ) ds.
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Proof. Since exp[Gt (y, ·)] is a martingale

Eq

[
dLν
dq

∣∣∣∣Ft

]
=
∫

exp[Gt (y, ·)] Nν(dy).

If we denote by

Zν
s (x) :=

∫
r (y(s), x(s)) exp[Gs(x, y)] Nν(dy)

then the stochastic integral definition of exp[Gt ] leads to

Dt (Lν , Lµ) =
∫ ∣∣∣∣∫ t

0

(
Zν

s−(x)− Zµ
s−(x)

)
dM x

s

∣∣∣∣ q(dx)

≤
∫ ∫ t

0

∣∣Zν
s−(x)− Zµ

s−(x)
∣∣ dNx

s q(dx),

whereN x
t := #[0,t ] (x) + t is a strictly increasing process. We will first prove the

crucial step ∣∣Zν
s−(x)− Zµ

s−(x)
∣∣ ≤ C1

(
#[0,s[ (x) + 1 + s

)
Ds(ν, µ).

Denote byW the Hilbert spaceL2([0, s], λx) whereλx is the measureλx :=
dNx

· +δs and denote by< f , g >:=
∫

[0,s[ f (u)g(u) dNx
u +f (s)g(s) the inner product

on W. Let Nν,µ be any measure onW × W such that the first and the second
marginal are centered Gaussian measures with covariance∫

W×W
< f , g1 >

2 Nν,µ(dg1, dg2) =
∫

X
< f , x((·)−) >2 ν(dx)

and ∫
W×W

< f , g2 >
2 Nν,µ(dg1, dg2) =

∫
X
< f , x((·)−) >2 µ(dx)

respectively. Then a telescopic-product argument and

0≤ r ≤ 1, |r (h, σ)− r (h′, σ)| ≤ 2β|h − h′|

leads to the inequality∣∣Zν
s−(x)− Zµ

s−(x)
∣∣ ≤ 2βes

∫
W×W

< |g − g′|, 1 > Nν,µ(dg, dg′)

≤ 2βes

√(
#[0,s[ (x) + 1 + s)

) ∫
W×W

‖g − g′‖2
w Nν,µ(dg, dg′), (32)

where we have used the Cauchy-Schwarz inequality in the last step. Denote by
πW : DE [0,T] → W the mapπW(x)(u) := x(u−) for u ∈ [0, s] and byΞν,µ

any measure onW ×W having marginalsπW(ν) andπW(µ) respectively. Now
takeNν,µ to be the centered Gaussian onW ×W having covariance
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< f , g >2 + < f ′, g′ >2

)
Nν,µ(dg, dg′)

=
∫ (

< f , g >2 + < f ′, g′ >2
)
Ξν µ(dg, dg′).

(33)

Because∫
W×W

‖g − g′‖2 Nν,µ(dg, dg′) =
∫

W×W
‖g − g′‖2Ξν,µ(dg, dg′)

≤ 4
(
#[0,s[ (x) + 1 + s)

)
(
∫

W×W

(‖g − g′‖2 ∧ 1
)
Ξν,µ(dg, dg′)

by taking the infimum over all measuresΞν,µ on W × W having the required
marginals, we obtain the estimate∣∣Zν

s−(x)− Zµ
s−(x)

∣∣ ≤ 4βes
(
#[0,s[ (x) + 1 + s)

)
dW(πW(ν), πW(µ))

≤ 4βes
(
#[0,s[ (x) + 1 + s)

)
DW(πW(ν), πW(µ)), (34)

where dW is the Vaserstein-metric onM1(W) and DW the corresponding
variational-metric. The last inequality in (34) is always true since the Vaserstein-
metric is smaller than the Prohorov-metric ([EtKu85], Chapter 3, Eq. (1.1) and
Theorem 1.2). Since for every bounded, measurable functionf on W, f ◦ πW is
bounded andFs−-measurable onDE [0,T], we have

DW(πW(ν), πW(µ)) ≤ Ds(ν, µ),

which proves our interim result.
Ds(ν, µ) is monotone ins and therefore measurable. Since for every measur-

able functionf on [0,T]∫
X

∫ t

0
(#[0,s[ (x) + 1 + s)f (s) dNx

s q(dx) =
∫ t

0
2(2s + 1)f (s) ds

we have shown Proposition 4.7 by choosing

C := 8βeT (2T + 1).

ut

5. Gaussian decoupling

The main difficulty in generalizing the results of Sect. 4.1 is the weak depen-
dence of the Gaussian variables given by the covariance Eq. (5). To clearify the
influence of this weak dependence we study a simple homogenous “toy”-model
in Sect. 5.1. In Sect. 5.2 we will use the idea behind the “toy”-model to prove
a finite dimensional Gaussian decoupling result, which will be the key step for
the proof of the LDP for the symmetric spin-glass dynamics in Sect. 6.
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5.1. A “toy”-model

As an application of Theorem 2.3 we prove a Sanov result for a sequence of
weakly dependent Gaussian variables.

Let Y be some separable Banach-space and letpN be a centered Gaussian
measure onYN with a covariance of the form∫

YN

< z, y >< z′, y > pN (dy) =
N∑

i =1

A(zi , z
′
i ) +

1
N

N∑
i ,j =1

B(zi , z
′
j )

=
N∑

i =1

A(zi , z
′
i ) + N · B(z̄, z̄′) (35)

for z, z′ ∈ (Y∗)N , the dual space toYN , and z̄ = 1
N

∑
i zi . A and B are some

symmetric bilinearforms onY∗×Y∗, where necessarilyA has to be positive and
B has to be such thatC := A + B is positive. An example could beB = αA
for α ∈ [−1, 1] if a Gaussian measure with covarianceA exists onY . The
dependence between the Gaussian variablesyi distributed according topN is
getting weaker and weaker asN →∞ but the variables “feel” a dependence on
the mean-value1

N

∑N
i =1 yi =: m (y), which is of the same order for allN as can

be seen in the covariance Eq. (35). Denote byν a centered, Gaussian measure
on Y with covarianceA, e.g. the first marginal ofpN . The mean-value is an
important order-parameter since the conditional distributionpN

x of pN for given
mean-value m =x is the same as the conditional distribution of the Gaussian
measureν⊗N – corresponding to the distribution of independent variables – for
given m =x. We define the map

φx : YN −→ YN

y 7−→ ((y1 −m (y) + x), · · · , (yN −m (y) + x)) .

By Gaussian calculus can be proved, thatφx(pN ) = pN
x and that indeedφx(pN ) =

φx(ν⊗N ). By QN we denote the distribution of the mean-value underpN . Using
Eq. (35) we evaluate the characteristic function ofQN and find forz ∈ Y∗ that∫

exp

[
i

1
N

< z,
∑

i

yi >

]
pN (dy) = exp

[
− 1

2 · N
(A(z, z) + B(z, z))

]
.

Hence,{QN}N∈IN is a sequence of centered Gaussian measures with covariance
1
N C which satisfies a full LDP with rate function

Λ∗(y) := sup
z∈Y∗

{
< z, y > −1

2
C(z, z)

}
, y ∈ Y ,

due to Schilder’s Theorem ([DeSt89], Theorem 3.4.5).
Let PN := ΘY

N (pN ) be the law of the empirical measure underpN and m (µ)
be the mean-value of a measureµ ∈ M1(Y), which is well-defined whenever∫ ‖y‖µ(dy) <∞ (see App. B). We have the following Sanov result:
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Lemma 5.1. The sequence(PN ) of measures obeys a full LDP onM1(Y) with
rate function

S (µ) = inf
y∈Y

H (µ|εy ∗ ν) +Λ∗(m (µ)),

whereεy ∗ ν is the convolution ofν with the Dirac-measure at y, i.e. the shift of
ν by a fixed y∈ Y . S (µ) = ∞ if m (µ) is not defined.

Remark 5.2.It can be easily seen that S (µ) = 0 ⇐⇒ µ = ν and therefore
PN w

=⇒ εν as in the case of independent Gaussian variables; the effect of the
weak dependence is visible only on an exponential scale. But on a large deviations
scale the influence is fairly strong. If for exampleB := −A then the rate S (µ) is
finite only when m (µ) = 0.

Proof. As shown in Appendix B we see that a Sanov result holds for the measures
ΘY

N (ν⊗N ) on

Y :=

{
µ ∈ M1(Y) :

∫
‖y‖1+δ µ(dy)

}
equipped with the stronger topology such that the map on the mean valueµ 7→
m (µ) is continuous. We define the continuous map

Φx : Y −→ Y

µ 7−→
∫

ε(y−m (µ)+x)µ(dy) = ε(x−m (µ)) ∗ µ

and setPN
x := Φx

(
ΘY

N (ν⊗N )
)
. By applying the contraction principle and an

approximation argument can be seen thatΠ = {PN
x : x ∈ Y , N ∈ IN} is a LDS

on Y with rate

I (x;µ) :=

{
infy∈Y H (µ|εy ∗ ν) if m (µ) = x

∞ otherwise
.

SincePN (·) =
∫

Y PN
x (·) QN (dx) we conclude the proof of Lemma 5.1 by applying

Theorem 2.3. ut

5.2. Gaussian decoupling for the spin-glass dynamics

Let X be some Polish space andW be some finite dimensional Hilbert-space, i.e.
some vector space with an inner product< ·, · >. Assume we have a continuous,
bounded map

τ : X → W, x 7→ τ (x) = τx, ‖τx‖ ≤ κ,

for some constantκ. We define for some measureρ ∈ M1(X) the covariance
operator

Dρ · w :=
∫

X

τx < τx, w > ρ(dx)
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on W. SinceW is finite dimensional there is a centered Gaussian measureNρ

on W having covariance Dρ and the mapρ 7→ Nρ is continuous. Forx ∈ XN

we define the centered Gaussian measureνN
α,x on WN through the covariance

DN
α,x(w,w′) :=

N∑
i =1

< wi ,DΘX
N (x) · w′i > +

α

N

N∑
i ,j =1

< wi ,
τxj >< wj ,

τxi > (36)

for w,w′ ∈ WN and a parameterα ∈ [−1, 1]. This is the analogous construc-
tion as in the fields for the annealed spin-glass dynamics in Eq. (5), with the
slight difference, that for (36) an additional independent Gaussian couplingJi ,i ,
i = 1, · · · ,N appears; an easy argument using Eq. (43) and [DeZe93], Theo-
rem 4.2.13, shows that the LDP is unaltered. We define the measurepN

α,x on
WN × XN ' (W × X)N =: ZN by

pN
α,x := νN

α,x ⊗ δx .

Analogous to the definitions in Sect. 3 we setPN
α,ρN

:= ΘZ
N (pN

α,x) for some
ρN = ΘX

N (x) andx ∈ XN . We denote byXN := ΘX
N (XN ), X∞ = X := M1(X).

Before we state the LDP forPN
α,ρ we need some additional definitions. We

denote byB2(W) the space of linear operators onW. With the inner product

(A,B) := Tr A∗B

B2(W) is a finite dimensional Hilbert-space. We define

ZW :=

{
ν ∈ M1(Z) :

∫
‖w‖1+δν(dw, dx)

}
equipped with the stronger topology as in App. B. In this topology the map

C : Z −→ B2(W)

ν 7−→ C (ν) :=
∫

w < τx, · > ν(dw, dx) (37)

is well-defined and continuous. C (ν) is just the mean-value of the measureϕ(ν),
where

ϕ : Z → B2(W) z = (w, x) 7→ w < τx, · > .

Observe that‖ϕ(z)‖2 =
∑

ek
< w,w >< τx, ek >2= ‖w‖2 · ‖τx‖2 ≤ ‖w‖2κ2

since‖τ (x)‖ ≤ κ for all x ∈ X. We will also use the notation

w < w′, · >=: w⊗̂w′

indicating thatB2(W) ' W⊗̂W - the tensor product ofW×W. ForA ∈ B2(W)
we denote byAs := 1

2(A + A∗), Aa := 1
2(A− A∗) respectively the symmetric- and

antisymmetric part ofA. We define the positive symmetric operator

Cα,ρ(A) := Dρ · A · Dρ + αDρ · A∗ · Dρ (38)

= (1 +α)Dρ · As · Dρ + (1− α)Dρ · Aa · Dρ
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on B2(W) and define

Γ ∗α,ρ(A) := sup
B∈B2(W)

{
(A,B)− 1

2
(B,Cα,ρ(B))

}
. (39)

We are now in the position to state the main result of this section

Theorem 5.3. For each(XN )-sequenceρN
w

=⇒ ρ ∈ M1(X) the measures PNα,ρN

obey a full LDP onM1(Z) with good rate function

I α(ρ;µ) :=


inf

B∈B2(W)
H (µ|Nρ ⊗B ρ) + Γ ∗α,ρ(C (µ)) if πX (µ) = ρ and∫ ‖w‖µ(dw, dx) <∞

∞ otherwise

,

(40)
whereNρ is the Gaussian measure with covarianceDρ andNρ ⊗B ρ is given by

d(Nρ ⊗B ρ)
d(Nρ ⊗ ρ)

(x, w) := exp

[
< w,B · x > −1

2
< B · x,Dρ · B · x >

]
.

Remark 5.4.Nρ⊗B ρ can be characterized by the conditional distribution for the
given second coordinate:

(Nρ ⊗B ρ)x = N(Dρ,Dρ·B·τx) ⊗ δx ,

whereN(Dρ,Dρ·B·τx) is the Gaussian measure with covariance Dρ and mean Dρ ·
B · τx.

If α = 0 in Eq. (36) the Gaussian variableswi distributed according to
νN

0,x(dw) are independent. We get analogous to Lemma 4.1, with G≡ 0, the
following result, where we have lifted the LDP to the stronger topology as in
App. B.

Lemma 5.5. For everyXN -sequenceρN
w

=⇒ ρ ∈ M1(X) the sequence of mea-
sures PN

0,ρN
on ZW satisfies a full LDP with rate

I (ρ; ν) =

{
H (ν|Nρ ⊗ ρ) πX (ν) = ρ

∞ otherwise
,

whereNρ is the centered Gaussian measure on W with covarianceDρ.

For the remainder of this section we fix a (XN )-sequenceρN → ρ and
xN ∈ XN such thatΘX

N (xN ) = ρN . We set DN := DρN . Γ ∗α,ρ will be the rate
function for the LDP of the order parameter C. Denote byRN

α,ρN
:= C (PN

α,ρN
) the

distribution of C onB2(W). Then we get the

Proposition 5.6. RN
α,ρN

has a full LDP onB2(W) with good rate functionΓ ∗α,ρ.
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Proof. We evaluate the characteristic function ofRN
α,ρN

:

∫
B2(W)

exp[i(A,W)] RN
α,ρN

(dW) =
∫

exp

[
i

1
N

N∑
i =1

(A, wi ⊗̂τxN
i )

]
νN
α,xN (dw)

=
∫  i

N

∑
i

< A · τxN
i︸ ︷︷ ︸

=: zi

, wi >

 νN
α,xN (dw)

= exp

[
− 1

2N 2
DN
α,N (z, z)

]
and

1
N 2

DN
α,N (z, z) =

1
N 2

∑
i

Tr (A∗ · DN · A · τxi ⊗̂τxi )

+
α

N 3

∑
i ,j

Tr (τxi ⊗̂τxi · A · τxj ⊗̂τxj · A)

=
1
N

(
Tr (A∗ · DN · A · DN ) + αTr (A · DN · A · DN )

)
=

1
N

(A,Cα,ρN (A))

RN
α,ρN

is a centered Gaussian measure with covariance1
N Cα,ρN and therefore we

have a Schilders-type result which can be proved by applying Theorem A.1.ut
Before we start with the proof of Theorem 5.3, we give a useful representation

for the coupling-matrixJ given by Eq. (1).

Remark 5.7.For everyα ∈ [−1, 1] there are constantsκ1, κ2 ∈ [−1, 1] such that

κ1
2 + κ2

2 = 1 and 2κ1 · κ2 = α, |κ1| ≥ |κ2|

(For exampleκ1 = κ2 = 1√
2

will do in the symmetric caseα = 1) and the
coupling-matrixJ can be chosen as

J ij := κ1Eij + κ2Eji , (41)

where theEij for (i , j ) ∈ {1, . . . ,N}2 are i.i.d. standard centered Gaussian.

Proof of Theorem 5.3.We split the proof in two parts.
Step 1: Assume for the moment that D = Dρ is invertible onW. Since DN → D

in B2(W) we have thatD−1
N exists forN ≥ N0 and D−1

N → D−1 in B2(W).
We define the linear subspaceUN ⊂ WN by

UN :=

{
w ∈ WN :

1
N

∑
i

wi ⊗̂τxi = C (ΘZ
N (w, xN )) = 0

}
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and denote byU⊥
N the orthogonal complement toUN . The projections onUN ,

U⊥
N arePN andP⊥N respectively. The spaceU⊥

N is just

U⊥
N =

{
w ∈ WN : ∃B ∈ B2(W), wi = B · τxN

i , ∀i = 1, . . . ,N
}
.

For N ≥ N0 we can express the projectionPN as

(PN · w)i = wi − C (ΘZ
N (w, xN )) · D−1

N · τxN
i .

The subspacesUN andU⊥
N have the property that the projectionsPN andP⊥N of

a Gaussian variable distributed according toνN
α,ρN

are independent. To show this
we set forw ∈ WN , w̄ := PN · w and w̃ := P⊥N · w. Then we have

DN
α,xN (w,w) =

∑
i

< w̄i + w̃i ,DN · (w̄i + w̃i ) >

+
α

N
Tr

∑
i

((w̄i + w̃i )⊗̂τxN
i ) ·

∑
j

((w̄j + w̃j )⊗̂τxN
j )


= DN

0,xN (w̄, w̄) + DN
α,xN (w̃, w̃). (42)

Because of this independence we have the following nice representation which
can be proved by Gaussian-calculus:

Lemma 5.8. Let N ≥ N0 and define for M∈ B2(W)

φM : ZN −→ ZN

z 7−→ ((
w1 −

(
C (ΘZ

N (z))−M
) · D−1

N · τx1, x1
)
, · · ·

· · · , (wN −
(
C (ΘZ

N (z))−M
) · D−1

N · τxN , xN
))

Then pN
M ,xN := φM (pN

α,xN ) = φM (pN
0,xN ) is a regular conditional probability for

pN
α,xN givenC (ΘZ

N ,xN ) = M , i.e.

pN
α,xN =

∫
B2(W)

pN
M ,xN RN

α,ρN
(dM ).

We definePN
M ,xN := ΘZ

N (pN
M ,xN ). Because of Theorem 2.3 and Proposition 5.6

we have completed the proof of Step 1 if we show the

Lemma 5.9. For N ≥ N0

Π :=
{

PN
M ,xN : M ∈ B2(W)

}
is a LDS onZW with rate function

J (M ; ν) :=

{
inf

B∈B2(W)
H (µ|ND ⊗B ρ) if C (ν) = M and πX (ν) = ρ

∞ otherwise
.
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Proof. We will prove the result onM1(Z) first. Define forM ∈ B2(W)

ΦM ,D : ZW → M1(Z)

ν 7→
∫

δ(y−(C (ν)−M )·D−1·τx,x) ν(dw, dx).

ΦM ,D is continuous since‖τx‖ is bounded. Therefore for fixedM ,D we have
a LDP forΦM ,D(PN

0,ρ) due to the contraction principle and Lemma 5.5 with the
rate

J (M ; ν) = inf {H (µ|Nρ ⊗ ρ) : ΦM ,D(µ) = ν, πX (µ) = ρ}
if πX (ν) = ρ and∞ otherwise. We assume thatπX (ν) = ρ. Since C (ΦM ,D(µ)) = M
for all πX (µ) = ρ we have J (M ; ν) = ∞ for C (ν) 6= M . If ΦM ,D(µ) = ν and
C (µ) = M ′ then µ = ΦM ′,D(ν) and therefore the infimum is taken over the
measuresϕB(ν) :=

∫
δ(w−B·τx,x) ν(dw, dx) with B ∈ B2(W). Again [DeSt89],

(3.2.13) shows

H (ϕB(ν)|Nρ ⊗ ρ) = H (ν|ϕ−B(Nρ ⊗ ρ)).

But ϕB(ND ⊗ ρ) = ND ⊗(D−1·B) ρ and therefore the result holds.
We will show that for each sequenceMN → M in B2(W) PN

MN ,ρN
= ΦMN ,DN

is exponentially approximated byΦM ,D(PN
0,ρ). To this end we introduce a version

of the Vaserstein-metric

d1(ν, ν′)2 := inf

{∫
W×W

((‖w − w′‖2 + d(x, x′)2) ∧ 1)χ(dz, dz′) : χ ∈ Mν,ν′

}
,

(43)
where the infimum is taken over all measuresχ on Z×Z having first respectively
second marginalsπ1(χ) = ν, π2(χ) = ν′. It is a result due to [Dob70], Theorem 2,
thatd1 is a complete metric compatible with the weak topology.d is some metric
on X. We defineZN (ν) := (ΦM ,D(ν), ΦMN ,DN (ν)) ∈ M1(Z)2 and set

ΓL :=

{
ν ∈ M1(Z) :

∫
‖w‖2 ν(dw, dx) ≤ L

}
.

For ν ∈ ΓL we have:

d1(ΦM ,D(ν), ΦMN ,DN (ν))2

≤ ‖D−1
N − D−1‖2

2

∫
‖C (ν)−MN‖2

2 · ‖τx‖2 ν(dw, dx)

≤ ‖D−1
N − D−1‖2

2 · β2

(
2‖MN‖2

2 + 2β2
∫
‖w‖2ν(dw, dx)

)
(44)

where we have used that the operator norm is smaller than the norm onB2(W).
For largeN the last expression in Eq. (44) is uniformly small onΓL and therefore

lim sup
N→∞

1
N

ln PN
0,ρN

{ν : d1(ΦM ,D(ν), ΦMN ,DN (ν)) > δ}︸ ︷︷ ︸
=: Λδ

≤ lim sup
N→∞

1
N

ln(PN
0,ρN

(Γ c
L ) + PN

0,ρN
(ΓL ∩ Λδ)) ≤ −L′,
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where we have used the notation of App. B.L′ tends to∞ as L → ∞ and
thereforeZN defines an exponential approximation [DeZe93], Theorem 4.2.13
andPN

MN ,DN
has a LDP with the same rate J.

To strengthen the LDP toZW observe that

N∑
i =1

‖wi − (C (ΘZ
N ,Z )−MN ) · τxi , xi )‖2 ≤ K

(
N∑

i =1

‖wi ‖2 + 1

)
for some constantK and then apply App. B. ut
Step 2: For the proof of the general case we denote by

V := {w ∈ W : D · w = 0}⊥

the subspace on which the restrictionD |V is invertible and by P the orthogonal
projection onV . We define the mapφV : M1(Z) → M1(Z) by

ν 7−→ φV (ν) :=
∫

Z
δ(P·w,x) ν(dw, dx).

Because ofStep 1and the continuity of the injectionι : V → W we have a LDP
for the measuresPN ,V

α,ρN
:= φV (PN

α,ρN
). The rate function is actually the same rate

function defined in (40) since

Nρ ⊗ ρ
({

V × τ−1(V )
})

= 1.

Therefore it remains to show thatPN ,V
α,ρN

is an exponential approximation of
PN
α,ρN

(see [DeZe93], Definition 4.2.10). We will use again the Vaserstein-metric
d1 Eq. (43) and have to show, that

lim
N→∞

1
N

ln PN
α,ρN

({ν : d1(ν, φV (ν)) ≥ δ}︸ ︷︷ ︸
=: Γδ

) = −∞

for everyδ > 0. However, because of Eq. (43) and using Eq. (41)

PN
α,ρN

(Γδ) ≤ νN
α,x(N )

({
w ∈ WN :

1
N

N∑
i =1

‖P⊥wi ‖2 ≥ δ

})

≤ e−Nαδ
∫
wN

exp

[
α

N∑
i =1

‖P⊥wi ‖2

]
νN
α,x(N ) (dw)

≤ e−NαδEE exp

2α
N∑

i =1

κ2
1

∥∥∥∥∥∥ P⊥√
N

N∑
j =1

Eij xj

∥∥∥∥∥∥
2

+ κ2
2

∥∥∥∥∥∥ P⊥√
N

N∑
j =1

Eji xj

∥∥∥∥∥∥
2


≤ e−NαδEE exp

4α
N∑

i =1

κ2
1

∥∥∥∥∥∥P⊥
1√
N

N∑
j =1

Eij xj

∥∥∥∥∥∥
2


= e−Nαδ

(∫
exp

[
4α‖P⊥w‖2

]
NρN (dw)

)N

, (45)



Glauber spin-glass dynamics 217

by Cauchy-Schwarz and the fact thatκ2
1 ≥ κ2

2. P⊥w underNρN are centered,
Gaussian variables with covariance P⊥ ·DN ·P⊥ = P⊥ · (DN −D) ·P⊥. Since the
operator-norm of (DN −D) is smaller than the norm‖DN −D‖2 the variational
characterization of the largest eigenvalueλN of P⊥ · DN · P⊥

λN = sup{‖P⊥ · DN · P⊥ · w‖ : w ∈ W, ‖w‖ = 1} ≤ ‖DN − D‖2

implies thatλN → 0 for N →∞. Because of Eq. (69) and Tr P⊥ ·DN · P⊥ → 0
the integral in the last expression of Eq. (45) converges to 1 for allδ > 0 and
all α. This completes the proof. ut

6. Symmetric spin-glass dynamics

6.1. “Free”-case

In the proof of the LDP for the asymmetric spin-glass dynamics we were able to
include the interaction given by the Girsanov exponent G due to the independence
of the Gaussian fields. In the symmetric case, or more general in the cases when

EJ J ij J ji = α 6= 0,

we have to show first a LDP for the underlying measures

PN
α :=

∫
XN

PN
α,ρ QN (dρ),

where forx ∈ XN , ρ = ΘX
N ,x ∈ XN (see Sect. 3 for the definitions),

PN
α,ρ := ΘZ

N

(
νN
α,x ⊗ δx

)
.

In Sect. 6.2 we then get the upper bound in the interacting model via Varadhan’s
Theorem. We split the proof again into first establishing that thePN

α,ρ define a
LDS and then averaging withQN .

We need some additional definitions to state the results. Let

‖y‖2 :=

√∫ T

0
|y(s)|2 ds, y ∈ L2

be the usual norm onL2 := L2([0,T], λ) - λ Lebesgue-measure on [0,T] -
and we denote the inner-product by< y, y′ >:=

∫ T
0 y(s)y′(s) ds. For a measure

ν ∈ Z such that ∫
‖y‖2 ν(dy, dx) <∞

we define a function Cν ∈ L2([0,T]2, λ⊗ λ) by

Cν(s, t) :=
∫

y(s)x(t) ν(dy, dx). (46)
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We are thinking of aB ∈ L2([0,T]2, λ⊗ λ) as an operator acting onL2 by

(B · y)(s) :=
∫ T

0
B(s, t)y(t) dt.

L2([0,T]2, λ⊗λ) is isometric to the Hilbert-space of Hilbert-Schmidt operators
B2(L2) on L2. On B2(L2) we have the inner product

(A,B) :=
∫ T

0

∫ T

0
A(t , s)B(t , s) ds dt.

For A ∈ B2(L2) we defineCα,ρ(A) as in Eq. (38) andΓ ∗α,ρ(A) similar to
Eq. (39).

Remark 6.1.In the caseα = 0, contraction principle, Lemma 4.1 (with G≡ 0)
and App. B show that we have the representation

Γ ∗0,ρ(Cν) = inf {H (µ|Nρ ⊗ ρ) : πX (µ) = ρ,Cµ = Cν} (47)

for the rate function governing the LDP of theRN
0,ρN

= C (PN
α,ρN

).

We are now in the position to state our main

Theorem 6.2. For each (XN )-sequenceρN → ρ ∈ X∞ the measures PNα,ρN

obey a full LDP onZ with good rate function

I α(ρ;µ) :=


inf

B∈B2(L2)
H (µ|Nρ ⊗B ρ) + Γ ∗α,ρ(Cµ) if πX (µ) = ρ and∫ ‖y‖µ(dy) <∞

∞ otherwise

, (48)

whereNρ is the Gaussian measure with covarianceDρ as in Proposition 4.4 and
the measureNρ ⊗B ρ is defined by

d(NDρ ⊗B ρ)

d(NDρ
⊗ ρ)

(x, y) := exp

[
< y,B · x > −1

2
< B · x,Dρ · B · x >

]
.

As an immediate corollary we get

Corollary 6.3. The sequence of measures PN
α on Z has a full LDP with rate

function:
Sα(ν) := inf

B∈B2(L2)
H (ν|NπX (ν) ⊗B q) + Γ ∗α,πX (ν)(Cν), (49)

whereSα(ν) = ∞ for
∫ ‖y‖ν(dy) = ∞.

Remark 6.4.The measuresNπX (ν)⊗B q can be characterized by their conditional
distribution as in Remark 5.4. The effect of the order parameter Cµ in an inter-
acting model (with an “energy” exponent G), is to produce anx-depending shift
in the Y-marginal. This is the influence of the response function in the symmet-
ric model, as can be seen in [RSZ89], or in [Gru92] for a simple Markov-chain
model. This effect will probably become more transparent in a later work, when
we deal with the interpretation of the rate SG

α of the interacting model.
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Proof Theorem 6.2.Most of the work has actually been done in Sect. 5. We
have to apply an appropriate approximation scheme to the measuresPN

α,ρN
and

we must have an exponential control over the error we make.
For the proof we fix aXN -sequenceρN → ρ ∈ X∞ and x(N ) ∈ XN such

thatΘX
N ,x(N ) = ρN .

For some functiony ∈ DIR[0,T] we define a approximate version by

yk(s) :=
2k

T

∫ (i +1) T
2k

i T
2k

y(t) dt, for s ∈
[

i
T
2k
, (i + 1)

T
2k

[
=: I k,i , (50)

for s ∈ [0,T[ and setyk(T) = lims↑T yk(s). We define the map

φk : M1(Z) −→ M1(Z) (51)

ν 7−→ φk(ν) :=
∫

δ(yk ,x) ν(dy, dx).

The approximation scheme we will use is

Pk,N
α,ρN

:= φk
(
PN
α,ρN

)
. (52)

Using the results of Sect. 5 we get the following LDP result for thePk,N
α,ρN

.

Corollary 6.5. The sequence of measures Pk,N
α,ρN

has a full LDP onM1(Z) with
good rate function

I k
α(ρ;µ) :=


inf

B∈B k
2 (L2)

H (µ|φK (Nρ ⊗B ρ)) + Γ ∗,kα,ρ(Cµ) πX (µ) = ρ,∫ ‖yk‖µ(dy) <∞
∞ otherwise

,

(53)
where

B k
2 (L2) := {B ∈ B2(L2) : B(s, t) = B(s′, t ′) for s, s′ ∈ Ik,i , t , t

′ ∈ Ik,j } ,
(54)

andΓ ∗,kα,ρ(Cµ) is defined as in Definition (39) but with the supremum running over
B k

2 (L2) instead ofB2(L2).

Proof. We have to translate into the notation in Sect. 5. LetW := (DIR[0,T])k

be the 2k-dimensional space of piecewise constant functions equipped with the
L2 inner-product< ·, · >. Identify τ (x) := xk for every functionx ∈ DE [0,T].
The last changes come from the fact thaty → yk acts as a orthogonal projection
on W in the spaceL2. ut

We will apply the general approach of [DeZe93], Chap. 4.2.2, and have to
check

Proposition 6.6. Pk,N
α,ρN

is an exponentially good approximation of PN
α,ρN

.
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Proof. Let dX anddY be the usual Skohorod-metric onDE [0,T] and onDIR[0,T]
respectively (observe thatdY (y, y′) ≤ ‖y−y′‖∞ is always true). Then we define
as in Eq. (43) the Vaserstein metric

dZ(ν, ν′) := inf

{∫
Z×Z

((dY (y, y′) + dX (x, x′)) ∧ 1)χ(dz, dz′) : χ ∈ Mν,ν′

}
(55)

on M1(Z). We have to check that

lim
k→∞

lim sup
N→∞

1
N

ln PN
α,ρN

{ν : dZ(ν, φk(ν)) > δ
}︸ ︷︷ ︸

=: Λδ

 = −∞

for all δ > 0 ([DeZe93], Definition 4.2.14). We define (see Eq. (41))

zN
1,i (E) :=

1√
N

N∑
j =1

Eij x(N )
j , and zN

2,i (E) :=
1√
N

N∑
j =1

Eji x(N )
j , (56)

for i , j ∈ {1, . . . ,N}. Then, like in Eq. (45), we obtain

PN
α,ρN

(Λδ) ≤ νN
α,x(N )

({
y ∈ YN :

(
1
N

N∑
i =1

dY (yi , y
k
i )

)
∧ 1≥ δ

})

≤ νN
α,x(N )

({
y ∈ YN :

1
N

N∑
i =1

‖yi − yk
i ‖∞ ∧ 1≥ δ

})

≤ exp[−Nαδ]
∫

YN

exp

[
α

N∑
i =1

‖yi − yk
i ‖ ∧ 1

]
νN
α,x(N )(dy)

≤ exp[−Nαδ]EE exp

[
α

(
|κ1|

N∑
i =1

‖zN
1,i (E)− zN

1,i (E)k‖ ∧ 1

+|κ2|
N∑

i =1

‖zN
2,i (E)− zN

1,i (E)k‖ ∧ 1

)]

≤ exp[−Nαδ]

(∫
exp[2α|κ1| · ‖y − yk‖ ∧ 1] NρN (dy)

)N

. (57)

Because of Remark 4.5 there is a compact setK ⊂ CIR[0,T] such that

Nρ(K c) ≤ 1
2

exp[−2α|κ1|],

and because of the weak convergence in the‖ · ‖∞-norm, for everyε > 0 there
is a numberN0 such that

NρN ((K ε)c) ≤ exp[−2α|κ1|]
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for N ≥ N0, whereK ε is the ε-ball aroundK in ‖ · ‖∞. Lets takeε := 1
4α|κ1| .

Then∫
exp[2α|κ1| · ‖y − yk‖ ∧ 1] NρN (dy) ≤ 1 + exp[2α|κ1| sup

y∈K ε

‖y − yk‖].

But

sup
y∈K ε

‖y − yk‖ ≤ 2ε + sup
y∈K ε

wy

(
T
2k

)
,

and since supy∈K ε wy
(

T
2k

)→ 0 for k →∞, we get

lim
k→∞

lim sup
N→∞

1
N

ln PN
α,ρN

(Λδ) ≤ −αδ + ln(1 + e)

for arbitrarily largeα. ut
As a direct consequence of [DeZe93], Theorem 4.2.16,PN

α,ρN
has a weak

LDP with rate
Ĩ α(ρ; ν) := sup

δ>0
lim inf
k→∞

inf
µ∈Bδ(ν)

I k
α(ρ;µ), (58)

whereBδ(ν) is the δ-ball aroundν. The functionĨ α is lower semi-continuous
by construction.

We complete the proof of Theorem 5.3 with the next proposition, since lifting
the result toZ is possible becausePN

α,ρN
({π−1

X (ρN )}) = 1 and the rate function
I α is finite only on the fixed pointρ.

Proposition 6.7. Ĩ α = I α. I α is a good rate function. The condition

inf
F

I α ≤ lim sup
k→∞

inf
F

I k
α (59)

([DeZe93], (4.2.18))is satisfied for every closed set F⊂ M1(Z) and therefore
PN
α,ρN

has a full LDP.

Proof. For the proof we will restrict the rate functions I and H to the closed set
{µ : πX (µ) = ρ}, since I =∞ on the complement, anyway. Observe that because
of App. B C (ν) is well-defined forν ∈ {µ : H ρ(µ|Nρ ⊗ ρ) < ∞} =: ΦH ρ ,
where Hρ is the standard relative entropy H defined to be Hρ(µ|Nρ ⊗ q) = ∞
for πX (µ) 6= ρ.

We will establish some properties of the rate functions. If Hρ(ν|Nρ⊗ρ) = ∞
then Hρ(ν|Nρ ⊗B ρ) = ∞ for all B ∈ B2(L2) sinceNρ ⊗ ρ andNρ ⊗B ρ are
mutually absolutely continuous and

H ρ(ν|Nρ ⊗B ρ) = H ρ(ν|Nρ ⊗ ρ)

−
∫ [

< y,B · x > −1
2
< B · x,D · B · x >

]
ν(dy, dx)

= H ρ(ν|Nρ ⊗ ρ)−
[

(B,C (ν))− 1
2

(B,C0,ρ(B))

]
. (60)
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In addition Eq. (60) and Eq. (39) show that

inf
B∈B2(L2)

H ρ(ν|Nρ ⊗B ρ) = H ρ(ν|Nρ ⊗ ρ)− Γ0,ρ(Cν) (61)

for ν ∈ ΦH ρ . For B ∈ B2(L2)

(B,Cα,ρ(B)) = (1 +α)(Bs,C0,ρ(Bs)) + (1− α)(Ba,C0,ρ(Ba)) ≤ 2 · (B,C0,ρ(B))

and therefore

Γ ∗α,ρ(A) ≥ 1
2
Γ ∗0,ρ(A)

for all α ∈ [−1, 1]. Combining Eq. (60) and Eq. (47) leads to

I α(ρ; ν) ≥ H ρ(ν|Nρ ⊗ ρ)− 1
2
Γ ∗0,ρ(Cν) ≥ 1

2
H ρ(ν|Nρ ⊗ ρ). (62)

The inequality Eq. (62) is actually valid for allν ∈ M1(Z) and therefore the
level set

ΦL
I α := {I α ≤ L} ⊂ {H ρ ≤ 2L}

is precompact. Similar results hold for Ik
α.

We are now going to prove the upper inequality Iα ≥ Ĩ α for ν ∈ ΦH ρ . Since
yk → y in DIR[0,T] for every continuous functiony

φk(ν)
w

=⇒ ν for k →∞,

since Nρ(CIR[0,T] = 1 (Proposition 4.4) andν � Nρ ⊗ ρ. Hence, for all
δ > 0, φk(ν) ∈ Bδ(ν) for k large enough. The characterization ([DeZe93],
Lemma. 6.2.13) shows that

H ρ(φk(·)|φk(·)) = H F k

ρ (·|·),

where HF k

ρ (·|·) is the relative entropy restricted to theσ-field F k := σ(ϕk) gen-

erated byϕk(y, x) := (yk , x). SinceF k ⊂ F k′ for k ≤ k′ andσ
(⋃

k>0 F k
)

=
B (Z) is the Borel-σ-field onZ [Geo85], Proposition 15.6, leads to the monotone
convergence

H ρ(φk(µ)|φk(Nρ ⊗ ρ)) ↗ H ρ(µ|Nρ ⊗ ρ)

for all measuresµ ∈ M1(Z). We define the projection Pk on L2 by (Pk ·y) := yk

and setBk := Pk ·B ·Pk for some operatorB ∈ B2(L2). With the representation
Eq. (60) for Ikα we get the estimate

Ĩ α(ρ; ν) ≤ lim inf
k→∞

I k
α(ρ;φk(ν))

≤ lim
k→∞

(
H ρ(φk(ν)|φk(Nρ ⊗ ρ))−

[
(Bk ,Cν)− 1

2
(Bk ,C0,ρ(Bk))

]
+ Γ ∗,kα,ρ(Cν)

)
= H ρ(ν|Nρ ⊗ ρ)−

[
(B,Cν)− 1

2
(B,C0,ρ(B))

]
+ Γ ∗α,ρ(Cν)
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for all B ∈ B2(L2) since the last two expressions in the second line converge
due to the convergence‖B − Bk‖2 → 0 in B2(L2). Since B was arbitrary,
taking the infimum proves the inequality.

Lower estimatẽI α ≥ I α: To simplify the proof of the lower bound we will
switch to the stronger topology on a subsetW ⊂ M1(Z) (as in App. B) such
that the mapν → Cν is continuous andΓ ∗α,ρ(Cν) is lower semi-continuous.
Because of Theorem 5.3 the result is still valid. The condition for the lower
bound is only getting stronger.

Since

I k
α(ρ; ν) ≥ 1

2
H ρ(ν|φk(Nρ ⊗ ρ)) ≥ 1

2
H ρ(φk(ν)|φk(Nρ ⊗ ρ)),

and thereforẽI α(ρ; ν) = ∞ for ν such that Hρ(ν|Nρ ⊗ ρ) = ∞, we assume
that Hρ(ν|Nρ ⊗ ρ) =: L < ∞. I k

α(ρ; ν) is finite only whenφk(ν) = ν, i.e.
ν(ϕk(Y ×X)) = 1. We therefore have the relation Ik

α(ρ; ν) ≥ I k
α(ρ;φk(ν)) for all

ν ∈ W . Then

inf
B∈B2(L2)

H ρ(ν|Nρ ⊗B ρ) = inf
{B∈B2(L2): 1

2 (B,C0,ρ(B))≤2L}
H ρ(ν|Nρ ⊗B ρ)

= inf
µ∈SL

H ρ(ν|µ),

where

SL :=

{
Nρ ⊗B ρ

∣∣∣∣B ∈ B2(L2) :
1
2

(B,C0,ρ(B)) ≤ 2L

}
⊂ W .

SL is precompact since Hρ(Nρ⊗B ρ|Nρ⊗ ρ) = 1
2(B,C0,ρ(B)). BecauseφK (ν) ∈

Bδ(ν) for k ≥ k0 we have

inf
ξ∈Bδ(ν)

I k
ρ(ρ; ξ)

≥ inf
ξ∈Bδ(ν)

[
inf

{B∈B k
2 (L2): 1

2 (B,C0,ρ(B))≤2L}
H ρ(φk(ξ)|φk(Nρ ⊗B ρ)) + Γ ∗,kα,ρ(C ξ)

]

≥ inf
ξ∈Bδ(ν)

[
inf
µ∈SL

H ρ(φk(ξ)|φk(µ)) + Γ ∗,kα,ρ(C ξ)

]
=: inf

ξ∈Bδ(ν)
I k
α

′
(ρ; ξ).

Because Hρ(ν|µ) is lower semi-continuous in (ν, µ) and SL is precompact,

I k
α

′
(ρ; ·) are lower semi-continuous functions converging monotone atν,

I k
α

′
(ρ; ν) ↗ I α(ρ; ν).

We get the lower bound since

Ĩ α(ρ; ν) = sup
δ

lim inf
k→∞

inf
ξ∈Bδ(ν)

I k
α(ρ; ξ)

≥ sup
δ

lim
k→∞

inf
ξ∈Bδ(ν)

I k
α

′
(ρ; ξ) = I α(ρ; ν).
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The last missing step is to establish the condition Eq. (59) for all closed setsF ⊂
M1(Z). From the explicit construction of the compact set for the exponential
tightness of the Sanov result ([DeZe93], Lemma 6.2.6) and the convergence

φk(Nρ ⊗ ρ)
w

=⇒ Nρ ⊗ ρ

we have a compact setKL ⊂ M1(Z) such that

I k
α(ρ; ν) ≥ 1

2
H ρ(φk(ν)|φk(Nρ ⊗ ρ)) ≥ L

for all k = 1, 2, · · · andν 6∈ KL. In the case lim supk→∞ infν∈F I k
α(ρ; ν) = ∞ we

do not have to prove anything. We assume therefore that

lim sup
k→∞

inf
ν∈F

I k
α(ρ; ν) = κ <∞,

i.e. infν∈F I k
α(ρ; ν) ≤ 2κ for k large enough. Since the Ik

α are good rate functions
the infimum is attained at some point

νk ∈ K2κ ∩ F , inf
ν∈F

I k
α(ρ; ν) = I k

α(ρ; νk).

We will find a convergent subsequenceνkn

w
=⇒ ν ∈ F ∩K2κ. From the definition

Eq. (58) we get

inf
µ∈F

I α(ρ;µ) ≤ I α(ρ; ν) ≤ lim inf
k→∞

inf
µ∈F

I k
α(ρ;µ)

≤ lim inf
n→∞ I kn

α (ρ; νkn ) ≤ κ,

which shows the result.
ut
ut

6.2. “Interacting”-case

It is now a simple task to show large deviations results for interacting models,
i.e. models with present Girsanov exponent G, corresponding to the annealed
symmetric spin-glass.

We first prove a full LDP in an approximate situation. Fix someL > 0. Then
we have the

Lemma 6.8. The sequence of probability-measures
PN ,GL

α (dν) := exp[N
∫

GL dν]PN
α (dν) on Z defined with the Girsanov exponent

GL as in Eq. (24) stisfy a full LDP with rateSGL

α (ν) = Sα(ν)− ∫ GL dν.
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Proof. We will again use the LDS-approach. Therefore we fix someXN -
sequenceρN → ρ ∈ X∞. We have to show thatPN ,GL

α,ρN
is a LDS with rate

I α(ρ; ·)−
∫

GL d(·) =: I GL

α (ρ; ·).

The level sets{I GL

α (ρ; ·) ≤ M } are precompact since IGL

α (ρ; ·) ≥ I α(ρ; ·) − T.

Since all measuresν ∈ {I GL

α (ρ; ·) ≤ M } satisfyν(C [0,T]×X) = 1 the function

I GL

α (ρ; ·) is lower semi-continuous. The function GL
δ (see Eq. (24) below), is

continuous and bounded by Eq. (26). Since the Theorem 6.2 is valid inZ the

measuresPN ,GL
δ

α,ρN are a LDS with rate Iα(ρ; ·) − ∫ GL
δ d(·) =: I GL

δ
α (ρ; ·). We will

show: For eachM > 0 and eachε > 0 there is a setBM ⊂ Z, δ0 > 0 and aN0

such that

lim sup
N→∞

1
N

ln PN
α,ρN

(Bc
M ) ≤ −M

and|GL−GL
δ| ≤ ε for δ ≤ δ0, ν ∈ BM , andπX (ν) = ρN for N ≥ N0 or πX (ν) = ρ.

Let K ⊂ CIR[0,T] (Remark 4.5) be a compact set such thatNρ(K c) ≤ 1
2ε1. We

assume thatK is star-shaped, i.e. fory ∈ K , λ ∈ [−1, 1] λy ∈ K . Such sets exist
due to Arzel̀a-Ascoli’s Theorem. SetK ′ := K + K = {y + y′ : y, y′ ∈ K} and let
K ′

2δ1 be the 2δ1 ball aroundK ′ in the Skohorod metricdY and Kδ1 be theδ1

ball for K in the ‖ · ‖∞-norm (rememberdY (y, y′) ≤ ‖y − y′‖∞). We define

BM :=
{
ν ∈ Z : ν

(
(K ′

2δ1 × X)c
) ≤ δ2

}
,

which is a closed set inZ due to the Portmanteau Theorem, and obtain the
estimate (see Eq. (56))

PN
α,ρ(Bc

M ) = νN
α,x(N )

({
y ∈ YN :

1
N

N∑
i =1

1K ′
2δ1

c (yi ) ≥ δ2

})

≤ exp[−Nαδ2]
∫

YN

exp

[
α2

N∑
i =1

1K ′
2δ1

c (yi )

]
νN
α,x(N )(dy)

≤ exp[−Nαδ2]EE exp

[
α2

N∑
i =1

(
1Kδ1

c (κ1z1,i (E)) + 1Kδ1
c (κ1z2,i (E))

)]

≤ exp[−Nαδ2]

(∫
exp

[
2α · 1Kδ1

c (y)
]

NρN (dy)

)N

. (63)

Because of Remark 4.5 we conclude

lim sup
N→∞

1
N

ln PN
α,ρN

(Bc
M ) ≤ −αδ2 + ln(ε1 · e2α + 1).

Assuming thatν ∈ BM andπX (ν) = ρN we have for allL2 (see Eq. (22)) and
Eq. (28)):
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δ) dν

∣∣∣∣ ≤ 2 ln (1 +L)
∫

{#[0,T]≥L2}

(#[0,T] (x) + 1)ρN (dx)

+ δ2(L2 + 1) ln(1 +L) + β(L2 + 1)

(
4δ1 + sup

y∈K
wy(δ)

)
.

Now we are almost done. We have to choose (in this order)L2, N0, δ2, δ1, ε1,
K and thenδ0 appropriatly to ensure the existence ofBM , δ0 and N0 with the
required properties.

The rest is now fairly standard. LetF ⊂ Z be a closed set. Then forN ≥ N0,
δ ≤ δ0

PN ,GL

α,ρN
(F ) ≤ eNT · PN

α,ρN
(Bc

M ) + eNε · PN ,GL
δ

α,ρN (F ∩ BM ).

Making use of the inequality IGL

α − ε ≤ I GL
δ

α on BM we get in the limit:

lim sup
N→∞

1
N

PN ,GL

α,ρN
(F ) ≤ max

{
2ε− inf

ν∈F∩BM

I GL

α (ρ; ν),−M + T

}
≤ max

{
2ε− inf

ν∈F
I GL

α (ρ; ν),−M + T

}
.

Sinceε andM were arbitrary we are done with the upper bound.
GL
δ(y, x) → GL(y, x) for all (y, x) and therefore by dominated convergence∫

GL
δ dν →

∫
GL dν

as δ → 0 for all ν ∈ Z. We fix some open setU ⊂ Z. For the lower bound
we start with the general inequality

lim inf
δ→0

inf
ν∈U

I GL
δ

α (ρ; ν) ≤ inf
ν∈U

I GL

α (ρ; ν)

and complete the proof since

− inf
ν∈U

I GL
δ

α (ρ; ν) ≤ lim inf
N→∞

1
N

ln PN ,GL
δ

α,ρN (U )

≤ max

{
ε + lim inf

N→∞
1
N

ln PN ,GL

α,ρN
(U ); T + lim sup

N→∞

1
N

ln PN
α,ρN

(BM )

}
.

Mixing the measuresPN ,GL

α,(·) by QN and Theorem 2.3 proves the lemma. ut
Now we come to the most interesting result from a physicist’s point of view,
which for a mathematician is just a

Corollary 6.9. The measures
(
PN ,G
α

)
of the annealed symmetric spin-glass dy-

namics obey a full Large Deviation upper bound onZ with good rate function
SG
α(ν) := Sα(ν)− ∫ Gdν.
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Proof. First we will show that SGα is a good rate function. Since SG
α ≥ Sα − T

the set
ΦL := {SG

α ≤ L} ⊂ {Sα ≤ L + T}
is precompact. We have to show, thatΦL is closed. Fix a sequenceνn → ν,
νn ∈ ΦL. By the Definition of Sα, H (πX (νn)|q) ≤ L + T and Proposition 4.4
shows thatνn(CIR[0,T] × X) = 1 for all n ∈ IN. Because of the lower semi-
continuity of Sα and [DeZe93], Theorem D.12.

L ≥ lim inf
n→∞ SG

α(νn) ≥ lim inf
n→∞ Sα(νn) + lim inf

n→∞ (−
∫

Gdνn) ≥ Sα(ν)−
∫

Gdν,

which provesν ∈ ΦL. Since we do not have the lower bound, we have to prove
that SG

α ≥ 0. SinceΦL is compact, there is aν such that SGα(ν) = infµ∈Z SG
α(µ).

Then− ∫ Gdν <∞ and by dominated convergence

SG
α(ν) = lim

L→∞
SGL

α (ν) ≥ 0,

since the SG
L

α are non-negative.
The measuresPN ,G

α are exponentially tight since thePN
α are exponentially

tight ([Puk91], Theorem (P)) and G≤ T. Therefore it is enough to prove a weak
upper LD-bound ([DeZe93], Lemma 1.2.18). We fix some compact setF ⊂ Z.
Then Eq. (25) shows that forL ≥ L0

lim sup
N→∞

1
N

ln PN ,G
α (F ) ≤ T

1 + L0
+ lim sup

N→∞

1
N

ln PN ,GL

α (F ) ≤ T
1 + L0

− inf
F

SGL

α .

The only missing step is to show

lim
L→∞

inf
F

SGL

α = inf
F

SG
α.

DefineḠL as in Eq. (24) omitting the∧L-parts in the second term. Then SḠL

α (ν) :=
Sα(ν) − ∫ ḠL dν are lower semi-continuous functions converging monotone to
SG
α,

SḠL

α ↗ SG
α

asL →∞ by Fatou’s Lemma. We have the inequality

SGL

α ≥ SḠL

α − T
1 + L0

for L ≥ L0.

SinceF is compact we end the proof by

lim
L→∞

inf
F

SGL

α ≥ lim
L→∞

inf
F

SḠL

α − T
1 + L0

= inf
F

SG
α −

T
1 + L0

sinceL0 can be chosen arbitrarily large. ut
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A. Some technical results

For the proof of Lemma 4.1 we will use a quite general result due to [DaGä87]
(Theorem 3.4), that we will state for the sake of completeness.

Let W be a real vector space andZ a subset of its algebraic dualW∗. We
equipW∗ with the weak∗ topologyσ(W∗,W) induced byW and equipZ with
the relative topology. Let (µN ) be a sequence of probability measures onZ. In
this setting we have the

Theorem A.1 ([DaGä87]). Suppose the following conditions are satisfied:

1. for eachw ∈ W , the limit

Λ(w) = lim
N→∞

ΛN (w) = lim
N→∞

1
N

ln
∫

Z
exp[N · < z, w >] µN (dz)

exists and is finite;
2. Λ is Gâteaux differentiable, i.e. the real function t7→ Λ(w + tw′) is differen-

tiable for everyw,w′ ∈ W . Define

Λ∗(y) = sup
w∈W

[< y, w > −Λ(w)], y ∈ W∗, (64)

and suppose further that
3. {y ∈ W∗ : Λ∗(y) <∞} ⊂ Z.

Then the sequence(µN ) satisfies a full LDP withΛ∗ restricted toZ as rate
function.

We will state a second result that we will need to identify the rate function.
Let Z ,X be Polish spaces,π : Z → X a measurable map andµ a measure on

Z . A regular conditional probability distribution (RCPD)µ· will be a measurable
mapµ· : X → M1(Z) with the following properties:

1. µx(π−1{x}) = 1
2. µ(B) =

∫
X µx(B)π(µ)(dx), B ∈ B (Z).

Such a RCPDµ· exists and isπ(µ)-almost everywhere unique (see [DeZe93],
Theorem D.3). For this situation the result [DeSt89], Lemma. 4.4.7, holds:

Lemma A.2. Let µ andν be measures on Z and denote byµ· andν· the RCPD
of the measures. Then x7→ H (νx |µx) is measurable and

H (ν|µ) = H (π(ν)|π(µ)) +
∫

X
H (νx |µx)π(ν)(dx) (65)

holds.
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B. Sanov result for a stronger topology

In the Sect. 5 and Sect. 6 respectively we need the map C to be well-defined
and continuous. We will therefore outline the arguments for strengthening a
Sanov result to a stronger topology. The argument is adapted for the case of (not
necessarily independent) Gaussian variables on a Banach-space.

Let Z be some separable Banach-space andPN a sequence of measures on
M1(Z) having a full LDP. Let

Z :=

{
ν ∈ M1(Z) :

∫
‖z‖1+δ

}
⊂ M1(Z) (66)

for some fixedδ ∈]0, 1[ and let

C δ :=

{
f ∈ C (Z) : sup

z∈Z

|f (z)|
‖z‖1+δ ∧ 1

<∞
}
. (67)

As in [Léo87] we will equipZ with the weakest topology such that all maps

ν 7−→
∫

Z
f dν

for f ∈ C δ are continuous. If we want to emphasize the topology we use on
Z, we will denote byZw, Z equipped with the relative topology and withZs

the stronger topology defined above.Zs is a Polish space [Ĺeo87]. The Borel
σ-field B (Zs) on Zs is just the traceσ-field induced byB (M1(Z)). Define
the mean-value of a measureν ∈ Z to be the unique element m (ν) ∈ Z such
that ∫

Z
< y, z > ν(dz) =< y,m (ν) >

holds for ally ∈ Z∗, the dual space ofZ . On Zs the map m (·) is continuous as
an argument outlined in ([DeZe93], Example 6.2.21) shows. Then we have the

Proposition B.1. If the sequence PN has the properties that∫
Z

exp[α · N
∫
‖z‖2 ν(dz)] PN (dν) ≤ κN <∞ (68)

for someα > 0 and that PN (Z) = 1 then the restrictions of the measures PN

have a full LDP onZs.

Proof. In the I.I.D.-case this would be (a even weaker) result as in [Léo87], but
we need the result in a dependent version. Define forL ≥ 0 the set

ΓL :=

{
ν ∈ M1(Z) :

∫
‖z‖2 ν(dz) ≤ L

}
.

ΓL is closed inM1(Z) because of ([DeZe93], D.12). Chebycheff’s inequality
and Eq. (68) show that

PN (Γ c
L ) ≤ exp[−αNL] · κN

This inequality has two consequences.
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1. The lower LD bound ofPN applied to the open setΓ c
L and PN (Z) = 1

establish the conditions of [DeZe93], Lemma 4.1.5. ThereforePN restricted
to Zw has a full LDP.

2. On ΓL equipped with the relative topology induced byM1(Z) the maps
ν 7→ ∫

f dν are continuous for all f∈ C δ and therefore the topology is the
same as the one induced byZs. BecausePN has a full LDP we have for
L′ = αL− lnκ a compact setKL′ ⊂ Zw such that:

lim sup
N→∞

1
N

ln PN (K c
L′ ) ≤ −L′

ThenCL′ := KL′∩ΓL is a compact set inZs because both topologies coincide
on ΓL, and

lim sup
N→∞

1
N

ln PN (Cc
L′ ) ≤ −L′

holds, i.e. the familyPN is exponentially tight onZs.

An application of the “inverse contraction principle” [DeZe93], Theorem 4.2.4,
shows the proposition. ut

C. Hilbert-space variables

Let Y be some separable Hilbert-space andND a centered Gaussian measure on
Y defined by the covariance D∈ B1(Y) - the space of trace-class operators on
Y .

Proposition C.1. Letλ = λ1 ≥ λ2 · · · be the eigenvalues ofD then for allα such
that

2αλ ≤ δ < 1

we have the inequality∫
[α‖y‖2] ND ≤ exp[2µδαTr D] (69)

with µδ = − ln(1−δ)
2δ .

Proof. [GiSk74], p. 351, establishes the equation∫
exp[α‖y‖2] ND =

∏
i

1√
1− 2αλi

.

For z ≤ δ < 1 we obtain the bound
√

1− z ≥ exp[−µδz] ⇔ (1− z) ≥ exp[−2µδz]

for µδ = − ln(1−δ)
2δ since exp[−z] is convex and therefore∏

i

1√
1− 2αλi

≤ exp

[
2µδα

∑
i

λi

]
= exp[2µδαTr D].

ut
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