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Abstract
Given global Lipschitz continuity and differentiability of high enough order on the
coefficients in Itô’s equation, differentiability of associated semigroups, existence of
twice differentiable solutions to Kolmogorov equations and weak convergence rates
of order one for numerical approximations are known. In this work and against the
counterexamples of Hairer et al. (Ann Probab 43(2):468–527, https://doi.org/10.1214/
13-AOP838, 2015), the drift and diffusion coefficients having Lipschitz constants that
are o(log V ) and o(

√
log V ) respectively for a function V satisfying (∂t + L)V ≤ CV

is shown to be a generalizing condition in place of global Lipschitz continuity for the
above.

Keywords Kolmogorov equation · Regularity preservation · Nonglobally Lipschtiz
continuous · Stochastic differential equation · Euler–Maruyama · Tamed Euler
scheme · Weak convergence rate

1 Introduction

Let b : [0,∞)×R
n → R

n , σ : [0,∞)×R
n → R

n×n and letWt be a standardWiener
process on R

n . Consider the stochastic differential equation (SDE) on R
n given by

dXt = b(t, Xt )dt + σ(t, Xt )dWt . (1)

This paper concerns the case where the coefficients b and σ are not globally Lips-
chitz continuous in space, but are only locally Lipschitz. The main contributions in
this work are the existence of twice differentiable-in-space solutions to the associ-
ated Kolmogorov equations [1] and order one weak error estimates [2–4] of suitable
explicit numerical approximations to (1). These results are obtained by first proving
moment bounds of derivatives of Xt with respect to initial condition. Subsequently, the
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estimates are used to validate an Itô–Alekseev–Gröbner formula [5] and differentia-
bility of semigroups associated with (1), which are then used to prove the announced
results. Similar moment bounds on the first and second derivative with respect to initial
value in the non-globally Lipschitz case have recently appeared in [6] under different
assumptions. Related ideas for non-globally Lipschitz coefficients had appeared ear-
lier in [7–9] for obtaining local Lipschitz continuity in initial value, strong numerical
convergence rates and strong (p-)completeness.

More specifically, in this paper we will show that the aforementioned results hold
true under conditions where b, σ do not necessarily satisfy the globally monotonicity
assumption [8, equation (3)]. Our main assumptions are that higher derivatives of b, σ
are bounded by Lyapunov functions and loosely that b and σ admit local Lipschitz
constants which are o(log V ) and o(

√
log V ) respectively for a Lyapunov function V .

The results are applicable to all of the example SDEs presented in [10, Section 4],
with the exception of those in Sect. 4.7. In particular, for the first time, weak numerical
convergence rates of order one are shown for these example SDEs. The convergence
rates are obtained using the stopped increment-tamed Euler–Maruyama schemes of
[10].

In contribution to regularity analysis of SDEs, the results provide new criteria for
regularity of semigroups associated to solutions of (1). Previously, this regularity was
known in cases of globally Lipschitz [1] or monotone coefficients [11], or hypoellip-
ticity [12, Proposition 4.18]. On the other hand, Hairer et al. [12] presented remarkable
counterexample SDEs, which do not have such regularity properties, even when the
SDE has globally bounded smooth coefficients. More concretely, one counterexample
is given by (1) with

n = 3, b(t, x) = (cos(x3 · exp(x32)), 0, 0),
σ2,1 = √

2, σi, j = 0 ∀(i, j) �= (2, 1). (2)

Denoting Xx
t to be the unique (up to indistinguishability) solution to this SDE

with Xx
0 = x , Theorem 3.1 in [12] asserts that there exists an infinitely differen-

tiable and compactly supported ϕ : R3 → R such that R3 � x 	→ E[ϕ(Xx
t )] fails to

even be locally Hölder continuous for any t > 0. The counterexamples stand in con-
trast to more classical results in the globally Lipschitz/monotone case as referenced
above. Further counterexamples have also been recently established in [13].

In the following Theorem 1, we do not assume that the coefficients b and σ are
globally bounded. Note however that, as announced, the coefficients are assumed to
satisfy local Lipschitz bounds. Our basic result about semigroup differentiability can
be summarized as in Theorem 1 below.

Theorem 1 Suppose there exists V : [0, T ] × R
n → R twice continuously differ-

entiable in space, continuously differentiable in time and constant C > 0 such that

∂t V (t, x) +
n∑

i=1

bi (t, x)∂xi V (t, x) + 1

2

n∑

i, j=1

(σ (t, x)σ (t, x)
)i j∂xi ∂x j V (t, x)

≤ CV (t, x) (3)
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Regularity preservation in Kolmogorov equations 261

for all t ∈ [0, T ], x ∈ R
n and lim|x |→∞ V (t, x) = ∞. Let f , c : [0, T ] ×

R
n → R, g : R

n → R be measurable functions and p ∈ N0. Suppose
b(t, ·), σ (t, ·), f (t, ·), g, c(t, ·) ∈ C p. Moreover, suppose

• there exists measurable G : [0, T ] × R
n → R such that G(t, ·) : Rn → R is

continuous for any t, G(t, ·) = o(log V (t, ·)) uniformly in t and such that

|b(t, x) − b(t, y)| ≤ (G(t, x) + G(t, y))|x − y|, (4a)

‖σ(t, x) − σ(t, y)‖2 ≤ (G(t, x) + G(t, y))|x − y|2 (4b)

for all t ∈ [0, T ], x ∈ R
n,

• for every k > 0, h ∈ {b, f , g, c}, there exists C ′ > 0 such that

∣∣∂αh(t, λx + (1 − λ)y)
∣∣+ ‖∂βσ (t, λx + (1 − λ)y)‖2

≤ C ′(1 + V (t, x) + V (t, y))
1
k (5)

for all t ∈ [0, T ], x, y ∈ R
n, λ ∈ [0, 1] and multiindices α, β with p0 ≤ |α| ≤

p, 2 ≤ |β| ≤ p, where p0 = 2 if h = b and p0 = 0 otherwise.

For any s ∈ [0, T ] and stopping time τ ≤ T−s, the expectation of u(s, τ, ·) : Rn → R

given by

E[u(s, τ, x)]
= E

[ ∫ τ

0
f (s + r , Xs,x

r )e− ∫ r0 c(s+w,Xs,x
w )dwdr + g(Xs,x

τ )e− ∫ τ
0 c(s+w,Xs,x

w )dw

]
,

(6)

is continuously differentiable in x up to order p, where for any s ∈ [0, T ], x ∈ R
n, Xs,x·

is the solution to Xs,x
t = x + ∫ t0 b(s + r , Xs,x

v )dr + ∫ t0 σ(s + r , Xs,x
r )dWr on t ∈

[0, T − s]. Moreover, if p ≥ 2, then the function given by v(t, x) = E[u(t, T − t, x)]
is locally Lipschitz in t and satisfies

∂tv + a : D2v + b · ∇v − cv + f = 0 (7)

almost everywhere in (0, T ) ×R
n, where a = 1

2σσ
, D2 denotes the Hessian matrix
and a : D2 = Tr(aD2).

Theorem 1 follows as corollary to Theorems 11 and 14. Under slightly stronger
assumptions, the Kolmogorov Eq. (7) is solved in the classical sense in Theorem 15.
For simplicity, the Lyapunov function V in Theorem 1 has been made independent
of k appearing in (5). In the more detailed Theorems 11 and 14, this assumption is
relaxed so that V may depend on k. In particular, this allows us to easily determine that
indeedwe have a generalization of the globally Lipschitz case as in [1, Section 5.3]: for
example if n = 1 (higher dimensions following similarly), take V = Vk(x) = x2km

for some large enough m ∈ N. Since any globally Lipschitz b, σ are at most linearly
growing, the Lyapunov property is readily verified. The rest of the conditions are then
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not stronger than those in [1]. A discussion of Theorem 1 with regard to the results of
[12] is given in Sect. 1.1.

In addition, the case that b, σ are assumed to be time homogeneous with locally
Lipschitz derivatives up to order p and with

∑

i

|∂i b(x)| + ‖∂iσ(x)‖2 ≤ G(x),

|∂αh(t, x)| + ‖∂βσ (x)‖2 ≤ C ′(1 + V (t, x))
1
k

replacing (4a), (4b) and (5) is considered in Sect. 5. In particular, Theorems 18, 19, 20
show that the conclusions of Theorem 1 hold and the Kolmogorov Eq. (7) is solved
in a classical sense under this setting. These results appear to be the only ones in
the literature about twice differentiable-in-space solutions to Kolmogorov equations
outside hypoelliptic, elliptic diffusion or globally Lipschitz/monotone settings.

In the same vein as the counterexamples for regularity preservation, the authors
of [12] present a counterexample SDE where the Euler–Maruyama approxima-
tion suffers from the lack of polynomial convergence rates. Namely, Theorem 5.1
in [12] shows that there exists a globally bounded smooth pair b, σ such
that limδ→0+|E[Xt ] − E[Y δ

t ]|/δα = ∞ for any α > 0, where Xt denotes the solu-
tion to (1) with X0 = 0 and Y δ

t denotes its Euler–Maruyama approximation with
stepsize δ. The next result provides general conditions where numerically weak con-
vergence rates of order 1 may be established outside the classical globally Lipschitz
[2] and monotone [4, 14] cases.

Theorem 2 Let all of the assumptions in Theorem 1 hold with p ≥ 3. Suppose b, σ
are independent of t and suppose V is of the form V (t, x) = eU (x)e−ρt

for U ∈
C3(Rn, [0,∞)), ρ ≥ 0, such that there exist c ≥ 1 satisfying

|x | 1c + |∂αb(x)| 1c + ‖∂ασ (x)‖ 1
c + |∂βU (x)| ≤ c(1 +U (x))1−

1
c ,

for all x ∈ R
n, multiindices α, β with 0 ≤ |α| ≤ 2 and 1 ≤ |β| ≤ 3. If h ∈ C3(Rn,R)

is such that
|∂αh(x)| ≤ c(1 + |x |c)

for all x ∈ R
n and multiindices α with 0 ≤ |α| ≤ 3, then there exists a constant C > 0

such that
|E[h(XT )] − E[h(Y δ

T )]| ≤ Cδ, (8)

for all 0 < δ < 1, where Y δ· : [0, T ] → R
n is the approximation given by Y δ

0 = X0 ∈
R
n and

Y δ
t = Y δ

kδ + 1{
|Y δ

kδ |≤exp

(
|log δ| 12

)}
(

b(Y δ
kδ)(t − kδ) + σ(Y δ

kδ)(Wt − Wkδ)

1 + |b(Y δ
kδ)(t − kδ) + σ(Y δ

kδ)(Wt − Wkδ)|3
)

(9)
for all t ∈ [kδ, (k + 1)δ], k ∈ N0 ∩ [0, T

δ
).
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Regularity preservation in Kolmogorov equations 263

Theorem 2 is corollary to Theorem 23, for which the full setting is given by
Assumption 7, with comments in Remark 4. The numerical scheme (9) is the stopped
increment-tamed Euler-Maruyama approximation from [10]. It has the key property
of retaining exponential integrability properties of the continuous time SDE, which
is used throughout the proof for Theorem 23. As is well documented [15], the clas-
sical Euler–Maruyama scheme may diverge in both the strong and weak sense for
superlinearly growing, non-globally Lipschitz coefficients without this property. The
power 3 appearing in the denominator on the right-hand side of (9) is chosen purpose-
fully: weak convergence rates of order one are only obtained for exponents larger than
or equal to 3. The proof of Theorem 23 uses the recently established Itô–Alekseev–
Gröbner formula [5] in order to expand the left-hand side of (8), instead of the classical
approach usingC1,2 solutions to Kolmogorov equations as in [2]. Note that as a result,
the requirement p ≥ 3 in Theorem 2 is slightly weaker than the typical fourth order
continuous differentiability of b, σ . In order to apply the formula, strong complete-
ness of some derivative processes of (1) is established first by using a result in [7].
Some closely related properties for (1) appeared recently in [6], where the authors use
a different approach and different assumptions. Although weak convergence without
rates has been established by way of convergence in probability in [10, Corollary 3.7]
and [16, Corollary 3.19], weak rates of convergence (of order one) have thus far
been an open problem for general non-globally monotone coefficients, see however
for example [17, 18] in this direction. On the other hand, strong convergence rates
of order 1

2 have been established in even the non-globally monotone case [8]. The
assumptions of Theorem 2 (and of the more detailed Theorem 23) do not include the
globally Lipschitz setting as in [2, Theorem 14.5.1]. However, some weakening of
these assumptions that both includes the globally Lipschitz setting and is sufficient
for the conclusions of Theorem 23 to hold is discussed in Remark 5.

The proofs for themoment estimates underlying both Theorems 1 and 2 use directly
the results of [19], for which exponential integrability in continuous time as in [7, 8]
is an important property that is accounted for in a crucial way by our local Lipschitz
condition. The core argument for these estimates, which can be thought of as a com-
bination of the approach in [1] with ideas of [7, 8], is to consider for any κ ∈ R

n

processes Xt(κ) satisfying

sup
t∈[0,T ]

∣∣∣∣
Xx+rκ
t − Xx

t

r
− Xx

t(κ)

∣∣∣∣→ 0

in probability as r → 0, where Xx
t denotes a solution to (1) with Xx

0 = x . Such pro-
cesses exist [1, Theorem 4.10] for b, σ continuously differentiable in space satisfying
some local integrability assumption and Xx

t(κ) satisfies the system resulting from a
formal differentiation of (1) (see (24)). If b and σ are independent of t and the deriva-
tives of b and σ are locally Lipschitz, the processes Xx

t(κ) are almost surely continuous
derivatives in the classical sense as in [20, Theorem V.39]. Higher derivatives exist
for b and σ with higher orders of differentiability. The SDEs solved by the first order
derivatives turn out to be just as considered for previous applications of the stochastic
Grönwall inequality [19], whereas those for higher order derivatives have only the term
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involving the derivative of the highest order on the right-hand side of the dynamics
requiring serious control. For the latter, the stochastic Grönwall inequality together
with our Assumption 1 below and an induction argument are sufficient to control all of
the terms. We use o(log V ) and o(

√
log V ) Lipschitz constants in order to control the

moments for large time T , but the results follow for O(log V ) and O(
√
log V ) Lips-

chitz constants if T is suitably small. In order to establish solutions to the Kolmogorov
equation, a number of intermediary results following the strategy of [1] are given for
the present case of local Lipschitz constants. In particular, it is shown by extending
an argument from [21] that an Euler-type approximation converges to solutions of the
SDE in probability and locally uniformly in initial time and space, that is, the SDE is
regular [1, Definition 2.1].

The original motivation for this work is the Poisson equation for finding the asymp-
totic variance of ergodic averages associated to SDEs. In [22], a formula for the
derivative of this variance with respect to a parameter in the dynamics is derived. In
order to do so, the Poisson equation is interpreted as a PDE in the classical sense,
which in turn made use of an appropriate solution to the Kolmogorov equation. In a
setting where the coefficients are not globally Lipschitz, for example if the friction in
the Langevin equation of [22] is not restricted to be constant in space, the existence
of such a solution to the backward Kolmogorov equation appears to be unavailable
in the literature. The present work fills this gap. In addition, solutions to the Poisson
equation furnishes central limit theorems for additive functionals themselves by way
of [23]. The results here allow some arguments there to be established rigorously for
hypoelliptic diffusions, more details are given in Sect. 7.1.

1.1 Loss of regularity

To conclude the introduction, let us discuss Theorem 1 in the context of [12,
Theorems 3.1, 4.16, Proposition 4.18].

Theorem 4.16 in [12] asserts the existence of unique viscosity solutions to Kol-
mogorov equations given existence of an associated Lyapunov function V , that is, V
satisfying (3). In that statement, it is assumed that c = f = 0 and that b, σ are
time-homogeneous.Otherwise, their assumptions are strictlyweaker than those inThe-
orems 1 and 2. This viscosity solution has the representation (t, x) 	→ E[g(Xx

T−t )],
where Xx

t denotes the solution to (1) with Xx
0 = x , but it is in general not differentiable

in contrast to in Theorem 1. However, given enough regularity, it is an almost every-
where solution. In particular, this is the case if it belongs to the Sobolev space W 2,1,p

loc
for some p > n + 1, see [24, Proposition I.4, Remark I.16]. Under the stronger
assumptions here, our results on (6) and its a.e. derivatives as implied by Theorem 11
verifies that this viscosity solution indeed belongs toW 2,1,p

loc . These arguments form an
alternate proof for the assertion about (7) in Theorem 1 in the case where f = c = 0
and b, σ are time-homogeneous.

In Proposition 4.18 in [12], again in the setting where f = c = 0 and b, σ are time-
homogeneous, the authors make use of Lemma 5.12 in [1] to obtain distributional
solutions to the Kolmogorov Eq. (7) in the case of smooth coefficients. If in addi-
tion b, σ satisfy Hörmander’s condition, their result implies for continuous bounded g
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Regularity preservation in Kolmogorov equations 265

that (t, x) 	→ E[g(Xx
T−t )] is a classical solution to theKolmogorov equation. In partic-

ular, there is a preservation, or even a gain, of regularity in the semigroup. Hörmander’s
condition appears to be neither strictly stronger nor strictly weaker than the main
assumptions in the present work. For example in Sect. 7.2, we consider (1) with n = 2,
b(t, x) = (x2, α1x1 − α2x2 − α3x2x21 − x31) and (σ (t, x))1,1 = (σ (t, x))1,2 = 0,
(σ (t, x))2,1 = β1x1, (σ (t, x))2,2 = β3 for some constantsα1, α2, β1, β3 ∈ R,α3 > 0.
This SDE does not satisfy Hörmander’s condition when β3 = 0 (which is the case
studied in [25]).However, as demonstrated in Sect. 7.2, it does satisfy themain assump-
tions in the present work. On the other hand, for example in the case where α3 = 0
and β3 �= 0, Hörmander’s condition is satisfied, but it is not clear whether there exists
a satisfactory Lyapunov function.

Lastly, Theorem 3.1 in [12] presents an instance of (1) such that there exists smooth
compactly supported ϕ satisfying that for any t ∈ (0, T ], the function x 	→ E[ϕ(Xx

t )]
is not locally Hölder continuous. In combination with Theorem 1, this implies that,
for b, σ as in [12, equation (3.1)], it is impossible to find a Lyapunov function V such
that b, σ have Lipschitz constants that are o(log V ) and o(

√
log V ) respectively.

The paper is organised as follows. In Sect. 2, the setting, notation and various
definitions are given. In Sect. 3, moment estimates of the supremum over time on the
derivative process and the difference processes in initial value are given. These results
are used throughout for proving the other results in the paper. In Sect. 4, results on
the regularity of the semigroup associated to (1) are presented, which are followed
by results about twice differentiable-in-space solutions to the Kolmogorov equation.
Section6 contains the results about weak convergence rates for the stopped increment-
tamed Euler–Maruyama scheme on SDEs with non-globally monotone coefficients.
In Sect. 7, new Lyapunov functions are given for the Langevin equation with variable
friction and stochastic Duffing–van der Pol equation. In the case of the former, the
associated Poisson equation is discussed.

2 Notation and preliminaries

Let (�,F ,P) be a complete probability space,Ft , t ∈ [0,∞), be a filtration satisfying
the usual conditions (see e.g. [20, p. 3]) and (Wt )t≥0 be a standardWiener process onRn

with respect to Ft , t ∈ [0,∞). Unless otherwise stated, let T ∈ (0,∞). Let |v|, ‖M‖
denote the Euclidean norm of a vector v and the Frobenius norm of a matrix M
respectively. Let b : � × [0,∞) × R

n → R
n , σ : � × [0,∞) × R

n → R
n×n be

functions such thatb(t, ·), σ (t, ·) are continuous for every1 t ,ω,b(·, x), σ (·, x) areF⊗
B([0,∞))-measurable for every x , b(t, x), σ (t, x) are Ft -measurable for every t, x
and

∫ T
0 sup|x |≤R(|b(t, x)| + ‖σ(t, x)‖2)dt < ∞ for any R > 0, ω ∈ �. Let O ⊆ R

n

be an open set and for any x ∈ O , s ≥ 0, let Xs,x
t be an Ft -adapted O-valued process

1 The requirement that the properties hold for every ω ∈ �, which will appear throughout the paper, is
consistent with the assumptions in [1], so that we may reference results directly from [1]. As is common
practice, we omit in the notation the dependence on ω for functions of ω.
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266 M. Chak

such that Xs,x
t is P-a.s. continuous satisfying for all t ∈ [0, T ] that

Xs,x
t = x +

∫ t

0
b(s + r , Xs,x

r )dr +
∫ t

0
σ(s + r , Xs,x

r )dWr . (10)

Note for spatially locally Lipschitz b, σ , the existence of a Lyapunov function (that is,
a function satisfying (3)) that grows to infinity at infinity suffices for the existence of
the processes Xs,x

t . More precisely, for example for the SDEs in Sect. 7, Theorem 3.5
in [26] proves that the processes Xs,x

t exist. See also Theorem 1.2 in [1] for general
conditions on b, σ for the existence of Xs,x

t . When the initial value x and time s are
not important or are obvious from the context, simply Xt and similarly Xx

t is written.
For f ∈ C2(O) and for either b, σ as above or (bx· : � × [0, T ] → R

n)x∈O , (σ x· :
�×[0, T ] → R

n×n)x∈O that are, for each x ,F⊗B([0, t])-measurable andFt -adapted
satisfying P-a.s. that

∫ T
0 (|bxs | + ‖σ x

s ‖2)ds < ∞, we denote

L f = b · ∇ f + a : D2 f , (11)

where a = 1
2σσ
, D2 denotes the Hessian and for matrices M, N , M : N =∑

i, j Mi j Ni j . Throughout, Ô is used to denote the convex hull of O ,C∞
c ((0, T )×R

n)

denotes the set of compactly supported infinitely differentiable functions on (0, T ) ×
R
n , Cb(R

n) denotes the set of bounded continuous function onRn , C1,2([0, T ]×R
n)

denotes the set of continuous functions of the form [0, T ] × R
n � (t, x) 	→ f (t, x)

that are once continuously differentiable in t and twice so in x , BR(x) denotes the
closed ball of radius R > 0 around x ∈ R

n , BR = BR(0), ei denotes the i th Euclidean
basis vector in R

n , and C > 0 denotes a generic constant that may change from
line to line. The expression 1A denotes the indicator function on the set A. We
denote �T = {(s, t) : 0 ≤ s ≤ t ≤ T }. The notation ∂i Z

z
t,T = ∂zi Z

·
t,T |z is used

and similarly for the higher order derivatives ∂αZz
t,T for multiindices α. Moreover,

for a multiindex α, we denote |α| =∑i αi and

κα =
⎛

⎝
α1 times︷ ︸︸ ︷

e1, . . . , e1, e2, . . .

⎞

⎠ .

Definition 1 A positive random function V : �×[0, T ]× O → (0,∞) is referred to
as a (b̃··, σ̃ ·· , α·, β·, p∗, V0)-Lyapunov function if (b̃y· : � × [0, T ] → R

n)y∈O , (σ̃ y· :
� × [0, T ] → R

n×n)y∈O , α·, β· : � × [0, T ] → [0,∞], p∗ ∈ [1,∞) and V0 ∈
C1,2([0, T ] × O) are F ⊗ B([0, T ])-measurable and Ft -adapted processes where
applicable and satisfy for all y ∈ O that there exist a F ⊗ B([0, T ])-measurable, Ft -
adapted process Y y· : � × [0, T ] → O such that it is P-a.s. continuous, it holds P-a.s.
that V (t, y) = V0(t,Y

y
t ) for all t ∈ [0, T ] and for any stopping time τ ≤ T , it

holds P-a.s. that

∫ T

0
(|b̃yr | + ‖σ̃ y

r ‖2 + |αr |)dr < ∞, (12)
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Regularity preservation in Kolmogorov equations 267

Y y
s = y +

∫ s

0
b̃yr dr +

∫ s

0
σ̃
y
r dWr , (13)

(∂t + L)V0(s,Y
y
s ) + p∗ − 1

2

|(σ̃ y
s )
∇V0(s,Y

y
s )|2

V0(s,Y
y
s )

≤ αsV0(s,Y
y
t ) + βs (14)

for all s ∈ [0, T ], where L is given by (11) with b̃, σ̃ replacing b, σ .

Definition 2 For T̄ ∈ (0,∞), ñ ∈ N and open Õ ⊆ R
ñ , a function V : � × [0, T̄ ] ×

Õ → (0,∞) is referred to as a Lyapunov function if there exist a filtration and
Wiener process as above, p∗ ∈ [1,∞), b̃·· : � × [0, T̄ ] × Õ → R

ñ , σ̃ ·· : � ×
[0, T̄ ] × Õ → R

ñ×ñ , V0 ∈ C1,2([0, T̄ ] × Õ), along with some α· and β· such that V
is a (b̃··, σ̃ ·· , α·, β·, p∗, V0)-Lyapunov function and

∥∥∥∥e
∫ T̄
0 |αu |du

∥∥∥∥
L

p∗
p∗−1 (P)

dt +
∫ T̄

0

∥∥∥∥
βv

e
∫ v
0 αudu

∥∥∥∥
L p∗ (P)

dvdt < ∞. (15)

Remark 1 (i) Smooth functions V0 satisfying (∂t + L)V0 ≤ CV0 for some constant C
as in [26, Theorem 3.5] are Lyapunov functions with p∗ = 1, αt = C and βt =
0. In this case, note that (13) holds P-a.s. with Y ·· , b̃··, σ̃ ·· replaced for example
by X0,·· , b(·, X0,·· ), σ (·, X0,·· ) respectively, which follows by Lemma 4.51 in [27],
our assumptions on σ and the fact that (ω, t) 	→ (ω, t, X0,x

t (ω)) isF ⊗B([0, T ])-
measurable and Ft -adapted (with (F ⊗ B([0, T ])) ⊗ B(O), Ft ⊗ B(O) as σ -
algebras in the respective ranges).

(ii) To summarize loosely, Lyapunov functions as defined above satisfy firstly the
main condition (15) in [19] for the stochastic Grönwall inequality and secondly
finiteness conditions on the associated processes. These are properties that will
be used many times throughout the paper in the form of Proposition 3 and its
corollaries below.

The following property allows control across families of Lyapunov functions.

Definition 3 Let T̄ ∈ (0,∞), ñ ∈ N, (ñs)s∈[0,T ], Õ , (Õs)s∈[0,T ], V0 ∈ C1,2([0,∞)×
Õ) be such that Õ ⊆ R

ñ and Õs ⊆ R
ñs are all open. A family of functions (Ŵs : �×

[0, T̄ ]×Õs → (0,∞))s∈[0,T ] is (ñ, Õ, V0)-local in s if Õ = Õs and there exists a con-
stant C > 0 satisfying that for any s ∈ [0, T ], there exist b̃s,T , σ̃ s,T , αs,T· , βs,T· , ps,T

such that Ŵs is a (b̃s,T , σ̃ s,T , αs,T· , βs,T· , ps,T , V0(s+·, ·)|[0,T̄ ]×Õ)-Lyapunov function
and the corresponding bound (15) holds uniformly with bound C , that is,

∥∥∥e
∫ T̄
0

∣∣∣αs,T
u

∣∣∣du
∥∥∥
L

ps,T

ps,T −1 (P)

+
∫ T̄

0

∥∥∥∥
βs,T

v

e
∫ v
0 α

s,T
u du

∥∥∥∥
L ps,T (P)

dv < C . (16)

We say that (Ws)s∈[0,T ] is local in s if there exist ñ, Õ, V0 such that (Ws)s∈[0,T ]
is (ñ, Õ, V0)-local in s.
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A family of Lyapunov functions being local in s allows terms of the
form E[Ws(t, X

s,x
t )] to be bounded uniformly in s after applying the stochastic Grön-

wall inequality (stated as Proposition 3 below). This is an important property for twice
differentiable solutions to Kolmogorov equations, since such solutions and many lem-
matic terms depend on a time variable via the starting times s. On the other hand, such
a property is in all of the examples mentioned here easily satisfied.

In the rest of the section, some results from [5, 19] are recalled for the convenience of
the reader. With the exception of Corollary 4, we refer to the corresponding statements
in [5, 19] for their proofs. The next Proposition 3 is a special case of Theorem 2.4 in
[19].

Proposition 3 Let τ ≤ T be a stopping time, p∗ ∈ [1,∞) and V0 ∈ C1,2([0, T ] ×
O, [0,∞)). Moreover, let X̂ : � × [0, T ] → O, b̂ : � × [0, T ] → R

n, σ̂ : � ×
[0, T ] → R

n×n, α̂ : � × [0, T ] → R∪ {−∞,∞}, β̂ : � × [0, T ] → R∪ {−∞,∞}
be F ⊗ B([0, T ])-measurable and Ft -adapted processes such that X̂ has continuous
sample paths and it holds P-a.s. that

∫ τ

0 (|b̂s | + ‖σ̂s‖2 + |α̂s |)ds < ∞, X̂t∧τ =
X̂0+

∫ t
0 1[0,τ )(s)b̂sds+

∫ t
0 1[0,τ )(s)σ̂sdWs for all t ∈ [0, T ] and it holdsP-a.s. that for

a.a. s ∈ [0, τ ), (14) holds with LV0 = b̂· · ∇V0 + 1
2 (σ̂·σ̂
· ) : D2V0 and Y

y
s , σ̃

y
s , αs, βs

replaced by X̂s, σ̂s, α̂s, β̂s respectively. The following statements hold.

(i) For q1, q2 ∈ (0,∞] satisfying 1
q1

= 1
q2

+ 1
p∗ , it holds that

(E[(V0(τ, X̂τ ))
q1 ]) 1

q1 ≤
(
E

[
exp

(
q2

∫ τ

0
α̂sds

)]) 1
q2
(

(E[(V0(0, X̂0))
p∗ ]) 1

p∗

+
∫ T

0

(
E

[(
1[0,τ )(s)β̂s

exp(
∫ s
0 α̂r dr)

)p∗]) 1
p∗
ds

)
. (17)

(ii) For q1, q2, q3 ∈ (0,∞] satisfying q3 < p∗ and 1
q1

= 1
q2

+ 1
q3
, there exists a

constant C > 0 depending only on q3, p∗ such that

(
E

[(
sup

s∈[0,τ ]
V0(s, X̂s)

)q1]) 1
q1 ≤ C

(
E

[
exp

(
sup

t∈[0,τ ]
q2

∫ t

0
α̂sds

)]) 1
q2

·
(
E

[(
V0(0, X̂0) +

∫ τ

0

β̂s

exp(
∫ s
0 α̂r dr)

ds

)q3]) 1
q3

.

An application of Proposition 3 on Lyapunov functions as defined above is given
by the next Corollary 4.

Corollary 4 Let ñ ∈ N, Õ ∈ R
ñ , V : � × [0, T ] × Õ → (0,∞) be a

(b̃··, σ̃ ·· , α·, β·, p∗, V0)-Lyapunov function for some b̃··, σ̃ ·· , α·, β·, p∗, V0. For any
q1, q2 ∈ (0,∞] with 1

q1
= 1

q2
+ 1

p∗ , it holds that

(E[(V (t, y))q1 ]) 1
q1 ≤ C((E[(V (0, y))p

∗ ]) 1
p∗ + 1) (18)
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for all stopping times t ≤ T and Õ-valued F0-measurable r.v.’s y, where C is given
by the maximum between the first factor and the last term in the last factor both on
the right-hand side of (17) with α̂, β̂, τ replaced by α, β, t . In particular, the same
statement holds with the right-hand side of (18) replaced by C(E[V (0, y)] + 1) for
all deterministic y.

Proof ByDefinitions 1, 2 and Proposition 3, it suffices to check that anyF⊗B([0, T ])-
measurable, Ft -adapted, P-a.s. continuous process Y y· satisfying P-a.s. (12), (13)
and V (t, y) = V0(t,Y

y
t ) for all t ∈ [0, T ] is such that for any t ∈ [0, T ] and stopping

time τ ≤ T , it holdsP-a.s. that Y y
t∧τ = y+∫ t0 1[0,τ )(s)b̃

y
s ds+

∫ t
0 1[0,τ )(s)σ̃

y
s dWs . The

only thing to check is that the stochastic integrals
∫ t∧τ

0 σ̂
y
r dWr and

∫ t
0 1[0,τ )(r)σ̂

y
r dWr

are equal P-almost surely. This may be verified by Proposition 2.10 and Remark 2.11
(see also the paragraph after Definition 2.23) all in [28]. ��

In the particular case where V0(t, x) = |x |2, Proposition 3 implies the following
Corollary 5, which is a special case of Corollary 2.5 in [19].

Corollary 5 Let the setting of Proposition 3 hold with V0 = 0 and p∗ ∈ [2,∞).
Suppose it holds P-a.s. that for any t ∈ [0, τ ), the process X̂ satisfies b̂t · X̂t +
1
2‖σ̂t‖2 + 1

2 (p
∗ − 2)|σ̂


t X̂ t |2/|X̂t |2 ≤ α̂t |X̂t |2 + 1
2 |β̂t |2. For any q1, q2, q3 ∈ (0,∞]

with q3 < p∗ and 1
q1

= 1
q2

+ 1
q3
, there exists a constant C > 0 depending only

on q3, p∗ such that

(
E

[(
sup

s∈[0,τ ]
|X̂s |

)p1]) 1
p1 ≤ C

(
E

[
exp

(
sup

t∈[0,τ ]
q2

∫ t

0
α̂sds

)]) 1
q2

·
(
E

[(
|X̂0|2 +

∫ τ

0

∣∣∣∣
β̂s

exp(
∫ s
0 α̂r dr)

∣∣∣∣
2

ds

) q3
2
]) 1

q3
.

Another useful corollary of Proposition 3 that will be used frequently in Sect. 6 is
stated next. Corollary 6 is a special case of Corollary 3.3 in [19].

Corollary 6 Let the setting of Proposition 3 hold with V0 = 0 and O = R
n. Assume

there exists Borel-measurable b̄ : R
n → R

n and σ̄ : R
n → R

n×n such that for
any t ∈ [0, T ], it holds P-a.s. that b̂t = b̄(X̂t ) and σ̂t = σ̄ (X̂t ). Let Ū : Rn → R

be a Borel-measurable function satisfying
∫ T
0 |Ū (X̂s)|ds < ∞, let U ∈ C2(Rn) and

let α∗ ≥ 0. Assume LU + 1
2 |σ̄
∇U |2 + Ū ≤ α∗U, where L is given by (11) with b, σ

replaced by b̄, σ̄ respectively. It holds that

E

[
exp

(
U (X̂τ )

exp(α∗τ)
+
∫ τ

0

Ū (X̂s)

exp(α∗s)
ds

)]
≤ E[exp(U (0, X̂0))].

Lastly, a corollary of the Itô–Alekseev–Gröbner formula (Theorem 3.1 in [5]) is
stated below as Proposition 7. The result will be used in Sect. 6 to obtain our Theorem 2
on weak numerical convergence rates. Its proof is straight-forward given Theorem 3.1
in [5], so it is omitted.
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Proposition 7 Let the setting of Corollary 6 hold withU = Ū = 0. Moreover, let p† >

4, q† ∈ [0, p†/2 − 2). Assume the filtration Ft satisfies Ft = σ(F0 ∪ σ(Ws : s ∈
[0, t]) ∪ {A ∈ F : P(A) = 0}) and that F0 and σ(Ws : s ∈ [0, T ]) are independent.
Assume b̄, σ̄ are continuous. Let X̄ ··,· : �×�T ×R

n → R
n be such that it holds P-a.s.

that for any (s, t) ∈ �T , the map Rn � x 	→ X̄ x
s,t ∈ R

n is continuously differentiable
in x up to order 2 and the derivative �T × R

n � ((s, t), x) 	→ ∂α X̄ x
s,t ∈ R

n is
continuous for all multiindices α with 0 ≤ |α| ≤ 2. Assume for all s ∈ [0, T ], x ∈ R

n

that the process [s, T ] × � � (t, ω) 	→ X̄ x
s,t is Ft -adapted and assume that for

all (s, t) ∈ �T , x ∈ R
n, it holdsP-a.s. that X̄ x

s,t = x+∫ ts b̄(X̄ x
s,r )dr+∫ ts σ̄ (X̄ x

s,r )dWr

and X̄
X̄ x
s,t

t,T = X̄ x
s,T . Let Y : � × [0, T ] → R

n, A : � × [0, T ] → R
n and B :

�×[0, T ] → R
n×n beF ⊗B([0, T ])-measurable functions such that E[∫ T0 (|Yt |p† +

|At |p† + |Bt |p†)dt] < ∞, Y has continuous sample paths, B has left-continuous
sample paths, Y , B are bothFt -adapted and for all t ∈ [0, T ], it holdsP-a.s. that Yt =
Y0 + ∫ t0 Asds + ∫ t0 BsdWs. In addition, assume

sup
0≤|α|≤2

sup
0≤r≤s≤t≤T

E

[∣∣∣b̄
(
X̄Ys
s,t

)∣∣∣
p† +

∥∥∥σ̄
(
X̄Ys
s,t

)∥∥∥
p† +

∣∣∣∣∂
α X̄

X̄Yr
r ,s

t,T

∣∣∣∣
pα
]

< ∞,

where pα = p† if |α| = 0, pα = 4p†/(p†−2(q†+2)) if |α| = 1 and pα = 2p†/(p†−
2(q†+2)) if |α| = 2. If f ∈ C2(Rn) is such that there exists a constantC > 0 satisfying

max

( | f (x)|
1 + |x | , |∇ f (x)|,

∥∥∥D2 f (x)
∥∥∥
)

≤ C
(
1 + |x |q†

)

for all x ∈ R
n, then it holds P-a.s. that

E

[
f
(
X̄Y0
0,T

)
− f (YT )

]

= E

[ ∫ T

0

((
((b̄(Yt ) − At ) · ∇)X̄Yt

t,T

)
· ∇
)
f
(
X̄Yt
t,T

)
dt + 1

2

∫ T

0

n∑

i, j=1

(
σ̄ (Yt )σ̄ (Yt )




− Bt B


t

)

i j

(((
∂i X̄

Yt
t,T ⊗ ∂ j X̄

Yt
t,T

)
: D2

)
f
(
X̄Yt
t,T

)
+
(
∂2i j X̄

Yt
t,T · ∇

)
f
(
X̄Yt
t,T

)
dt

]
.

3 Moment estimates on derivative processes

The following assumption states our main requirement on the Lyapunov function.
Alternative, more local, assumptions for the main results are given in Theorem 17.

Assumption 1 There exists G : � × [0, T ] × O → [0,∞) such that G is F ⊗
B([0, T ])⊗B(O)-measurable,G(t, ·) isFt⊗B(O)-measurable for all t , it holdsP-a.s.
that G(t, ·) is continuous for all t , it holds P-a.s. that

|b(t, x) − b(t, y)| ≤ (G(t, x) + G(t, y)) |x − y| , (19)
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‖σ(t, x) − σ(t, y)‖2 ≤ (G(t, x) + G(t, y)) |x − y|2 , (20)

for all t ∈ [0, T ], x, y ∈ O and such that for any s ∈ [0, T ], there exist finite
sets I0, I ′

0 ⊂ N, ñi ∈ N, open Õi ⊆ R
ñi for all i ∈ I0 ∪ I ′

0, locally bounded
functions M : (0,∞) → (0,∞), (x̄i : O → Õi )i∈I0∪I ′

0
and Lyapunov functions

(Vi : � × [0, T − s] × Õi → (0,∞))i∈I0∪I ′
0
satisfying for any m > 0, x ∈ O and

stopping times t ≤ T − s that it holds P-a.s. that

∫ t

0
G(s + r , Xs,x

r )dr ≤ M(m) + m

(∑

i∈I0

∫ t

0
log Vi (r , x̄i (x))dr +

∑

i ′∈I ′
0

log Vi ′(t, x̄i ′ (x))
)

.

(21)

In some cases, the process Yt associated with Lyapunov functions can be thought
of to be equal to Xt . More precisely, we have in mind the case where the process Xt

satisfies the conditions for Yt in Definition 1 for the Lyapunov functions in Assump-
tion 1. In particular, in the applications here, it is enough to take in place of (21) the
condition

G(x) ≤ m log V0(x) + M (22)

for V0 satisfying LV0 ≤ CV0 for L given by (11); the generality is justified by a trick to
increase the set of admissible Lyapunov functions, as exemplified by the inclusion of Ū
in Corollary 6, see also [7, Theorem 2.24]. Assumption 1 is strictly weaker than assum-
ing globally Lipschitz coefficients, since polynomial Lyapunov functions are easily
constructed in that case. In addition, throughout, whenever continuous differentiability
up to some order m∗ of b and σ is assumed, we also assume

∑

θ∈Nn
0;|θ |≤m∗

∫ T

0
sup

|x |≤R
(|∂θb(t, x)| + ‖∂θσ (t, x)‖)dt < ∞, ∀R > 0. (23)

As briefly mentioned, in Sect. 5, it is shown that if b, σ are independent of ω, t
and admit locally Lipschitz derivatives, Assumption 1 and in particular (19), (20) may
be replaced by

∑
i (|∂i b| + ‖∂iσ‖2) ≤ G in obtaining our results on the Kolmogorov

equation.
For x ∈ O , s ∈ [0, T ], let Xs,x

t(κ) be the first t-uniform derivatives in probability
of Xs,x

t with respect to the initial value in any direction κ ∈ R
n , that is, for any ε >

0, T > 0, t ≤ T − s, it holds that

P

(
sup

t∈[0,T−s]

∣∣∣∣
Xs,x+rκ
t − Xs,x

t

r
− Xs,x

t(κ)

∣∣∣∣ > ε

)
→ 0

as r → 0 with r �= 0, x + rκ ∈ O . If b(t, ·) and σ(t, ·) are once continuously
differentiable on O for all t ∈ [0,∞), ω ∈ � and satisfy (23) with m∗ = 1 for
all ω ∈ �, then by Theorem 4.10 in [1], Xs,x

t(κ) exists for any x ∈ O , s ∈ [0, T ] and
satisfies the system obtained by formal differentiation of (10), that is,

dXs,x
t(κ) = (Xs,x

t(κ) · ∇)b(s + t, Xs,x
t )dt + (Xs,x

t(κ) · ∇)σ (s + t, Xs,x
t )dWt . (24)
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By induction, if for any ω ∈ �, b(t, ·) and σ(t, ·) are continuously differentiable
on O up to some order p for all t ∈ [0,∞) and satisfy (23) with m∗ = p, then the
pth-order t-uniform derivative in probability of Xs,x

t with respect to the initial value
in directions (κi )1≤i≤p, κi ∈ R

n , |κi | = 1, 1 ≤ i ≤ p exists for any x ∈ O , s ∈ [0, T ]
and satisfies the system obtained by a corresponding pth-order formal differentiation
of (10).

First we state a straightforward application of the Lyapunov property to obtain an
estimate of a time integral, which will be used later and is also demonstrative for many
similar derivations in the following. Throughout and consistent with Assumption 1,
we omit in the notation the dependence of V , x̄ and M on s.

Lemma 8 UnderAssumption1, for any s ∈ [0, T ], c > 0, there exists a constantC > 0
such that

E

[
ec
∫ T0−s
0 G(s+t,Xs,x

t )dt
]

≤ ecM̂
(

1

T0 − s

∫ T0−s

0

∑

i∈I0
E[Vi (t, x̄i (x))]dt +

∑

i ′∈I ′
0

E[Vi ′(T0 − s, x̄i ′(x))] + 1

)

≤ CecM̂
( ∑

i∈I0∪I ′
0

E[Vi (0, x̄i (x))] + 1

)
< ∞

for all x ∈ O and T0 ∈ [s, T ], where M̂ = M(m) for some m. If in addition, Vi is
local in s for all i ∈ I0 ∪ I ′

0, then C is independent of s.

Proof The first inequality follows by applying (21), then applying Jensen’s inequality,
setting a small enough m and applying Young’s inequality. The last two inequalities

follow by Corollary 4 with q1 = 1, q2 = p∗
i

p∗
i −1 , p∗ = p∗

i and the inequalities

corresponding to (15), where p∗
i is such that Vi is a (b(i), σ (i), α(i), β(i), p∗

i , V
(i)
0 )-

Lyapunov function for some b(i), σ (i), α(i), β(i), V (i)
0 . ��

Lemma 9 Under Assumption 1, for any k > 0, s ∈ [0, T ], there exists ρ > 0 such
that

E

[
sup

0≤t≤T0−s

∣∣∣X (r)
t(κ)

∣∣∣
k
]

≤ ρW (x, rκ) |r |k (25)

for all x ∈ O, T0 ∈ [s, T ], r ∈ R\{0}, κ ∈ R
n, |κ| = 1, x + rκ ∈ O, where X (r)

t(κ) :=
Xs,x+rκ
t −Xs,x

t andW (x, rκ) := 1+∑i∈I0∪I ′
0
E[Vi (0, x̄i (x+rκ))]+E[Vi (0, x̄i (x))].

If in addition it holds for any ω ∈ � that b(t, ·), σ(t, ·) are continuously differentiable
for all t ≥ 0 and (23) holds with m∗ = 1, then

E

[
sup

0≤t≤T0−s

∣∣∣Xs,x
t(κ)

∣∣∣
k
]

≤ ρW (x, 0) (26)

lim
0 �=r→0

E

[
sup

0≤t≤T0−s

∣∣∣Xs,x
t(κ) − r−1X (r)

t(κ)

∣∣∣
k
]

= 0 (27)
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for all x ∈ O, T0 ∈ [s, T ], κ ∈ R
n with |κ| = 1. If for each i ∈ I0, i ′ ∈ I ′

0, the
functions Vi , Vi ′ are local in s (as in Definition 3), then ρ is independent of s.

Proof For any r ,

dX (r)
t(κ) =

(
b
(
s + t, Xs,x+rκ

t

)
− b

(
s + t, Xs,x

t
))

dt

+
(
σ
(
s + t, Xs,x+rκ

t

)
− σ

(
s + t, Xs,x

t
))

dWt . (28)

Since Xt is almost surely continuous in t , for any 0 < t ≤ T − s, it holds P-
a.s. that

∫ t
0 (G(s + u, Xs,x+rκ

u ) + G(s + u, Xs,x
u ))du ≤ C(

∫ t
0

∑
i∈I0 log Vi (u, x̄(x +

rκ))du+∑i ′∈I ′
0
log Vi ′(u, x̄(x))+1) < ∞, therefore Corollary 5 can be applied with

b̂t = b
(
s + t, Xs,x+rκ

t

)
− b

(
s + t, Xs,x

t
)
, σ̂t = σ

(
t, Xs,x+rκ

t

)
− σ

(
t, Xs,x

t
)
,

α̂t =
(
1

2
+ k ∨ 1

)(
G
(
s + t, Xs,x+rκ

t

)
+ G

(
s + t, Xs,x

t
))

,

p∗ = 2k ∨ 2, β̂t = 0, q1 = k, q2 = 3k, q3 = 3k

2
,

to obtain

E

[
sup

0≤t≤T0−s

∣∣∣X (r)
t(κ)

∣∣∣
k
]

≤ C
(
E

[
e
∫ T0−s
0 3k( 12+k∨1)(G(s+u,Xs,x+rκ

u )+G(s+u,Xs,x
u ))du

]) 1
3 |r |k . (29)

By Lemma 8, the expectation on the right-hand side of (29) satisfies the bound

E

[
e
∫ T0−s
0 3k

(
1
2+k∨1

)
(G(s+u,Xs,x+rκ

u )+G(s+u,Xs,x
u ))du

]

≤ E

[
1

2
e
∫ T0−s
0 6k

(
1
2+k∨1

)
G(s+u,Xs,x+rκ

u )
du + 1

2
e
∫ T0−s
0 6k

(
1
2+k∨1

)
G(s+u,Xs,x

u ))du
]

≤ CE

[
1 +

∑

i∈I0∪I ′
0

Vi (0, x̄i (x + rκ)) + Vi (0, x̄i (x))

]
,

which gives (25).
The statement for Xs(κ) follows along the same lines, where instead Xs(κ) satis-

fies (24) and Corollary 5 can be applied as above except with the corresponding b̂t , σ̂t
and

α̂t = (1 + 2k ∨ 2)G(s + t, Xs,x
t ). (30)
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Equation (27) is a known consequence; it is immediate from the definition of Xu(κ),
the previous bounds and

E[Sk1 ] ≤ εP(Sk1 ≤ ε) + E[1{Sk1>ε}S
k1 ]

≤ εP(Sk1 ≤ ε) + E[1{Sk1>ε}]E[Sk] k1k (31)

with S = sup0≤u≤T0−s |Xs,x
u(κ) − r−1X (r)

u(κ)|. The final assertion follows by noting that
the constants C above are independent of s in case of local in s Lyapunov functions.

��
The following Assumption 2 states our requirements on the higher derivatives of b

and σ for results on the higher derivatives of solutions to (10).

Assumption 2 There exist p ∈ N0 such that b(t, ·)|Ô , σ (t, ·)|Ô ∈ C p for all t ≥
0, ω ∈ � and inequality (23) holds with m∗ = p for all ω ∈ �. Moreover, for
all s ∈ [0, T ] and k ≥ 2, there exist n̂k ∈ N, open Ôk ⊂ R

n̂k , amapping x̂k : O → Ôk ,
a constant (in particular in s) M ′ > 0 and Lyapunov function V̂ s,T

k : �×[0, T − s]×
Ôk → (0,∞) satisfying for any x, x ′ ∈ O and multiindices α with 2 ≤ |α| ≤ p that
it holds P-a.s. that

|∂αb(s + t, λXs,x
t + (1 − λ)Xs,x ′

t )| + ‖∂ασ (s + t, λXs,x
t + (1 − λ)Xs,x ′

t )‖2
≤ M ′(1 + V̂ s,T

k (t, x̂k(x)) + V̂ s,T
k (t, x̂k(x

′)))
1
k (32)

for all t ∈ [0, T − s], λ ∈ [0, 1].
Similar to Assumption 1, in Sect. 5, it is shown that if b, σ are independent of ω, t

and admit locally Lipschitz derivatives, then Assumption 2 and in particular (32) may
be replaced by |∂αb(Xs,x

t )| + ‖∂ασ (Xs,x
t )‖2 ≤ M ′(1 + V̂ s,T (t, x̂k(x)))1/k .

In the following, for κ = (κi )1≤i≤l , κi ∈ R
n , the l th order t-uniform deriva-

tives in probability of a process Zx
t with respect to initial condition x in the

directions κ1, . . . , κl ∈ R
n is denoted by ∂(κ)Zx

t .

Theorem 10 Under Assumptions 1 and 2, for any s ∈ [0, T ], constants 1 ≤ l ≤
p − 1, k1 > 0, there exist i∗ ∈ N, ν ≥ k1

2 , {li }i∈{1,...,i∗} ⊂ (0,∞) and a finite order

polynomial q0, the degree of which is independent of s, Vi , V̂
s,T
k , such that

E

[
sup

0≤t≤T0−s

∣∣∣∂(κ)Xs,x+rκl+1
t − ∂(κ)Xs,x

t

∣∣∣
k1
]

≤ (T0 − s)νq(x, x + rκl+1) |r |k1 (33)

E

[
sup

0≤t≤T0−s

∣∣∣∂(κ̄)Xs,x
t

∣∣∣
k1
]

≤ (T0 − s)νq(x, x) (34)

lim
r→0

E

[
sup

0≤t≤T0−s

∣∣∣∂(κ̄)Xs,x
t − r−1(∂(κ)Xs,x+rκl+1

t − ∂(κ)Xs,x
t )

∣∣∣
k1
]

= 0 (35)

123



Regularity preservation in Kolmogorov equations 275

for all initial condition x ∈ O, T0 ∈ [s, T ], r ∈ R \ {0}, κi ∈ R
n, |κi | = 1, 1 ≤ i ≤

l + 1, x + rκl+1 ∈ O, where κ = (κi )1≤i≤l , κ̄ = (κi )1≤i≤l+1 and q : O × O → R is
given by

q(y, y′) = E

[
q0

(
(Vi (0, x̄i (y)))i∈I0∪I ′

0
,
(
V̂ s,T
li

(0, x̂li (y))
)

i∈{1,...,i∗} ,

(
V̂ s,T
li

(0, x̂li (y
′))
)

i∈{1,...,i∗}

)]
. (36)

If Vi and V̂ s,T
k are local in s (as in Definition 3) for every i, k, then the form of the

polynomial q0 is independent of s.

Proof Fix k1 > 0, s ∈ [0, T ], let J be the set of strictly increasing functions from N

to itself and D(κ)b(s + t, Xs,x
t ) denote the formal derivative of b(s + t, Xs,x

t ) with
respect to x in the directions indicated by κ . In particular,

D(κ)b
(
s + t, Xs,x

t
) =

(
∂(κ)Xx

t · ∇
)
b
(
s + t, Xs,x

t
)

+ qb,Xs,x
t

(( ∏

1≤i≤l ′
∂(κ j(i))

)
Xs,x
t , 1 ≤ l ′ ≤ l − 1, j ∈ J

)
,

where the last term denotes aRn-valued polynomial taking arguments as indicated, for
which exactly l of the operators ∂(κi ) appear in each term and coefficients are spatial
derivatives between orders 2 and l of elements of b evaluated at (s + t, Xs,x

t ). In the
same way, let D(κ)σ (s + t, Xs,x

t ) denote the formal derivative of σ(s + t, Xs,x
t ) with

respect to x in the directions indicated by κ , again with the form above but with b
replaced by σ everywhere. Denoting x ′ = x + rκl+1, the difference processes of the
derivatives satisfy

d
(
∂(κ)Xs,x ′

t − ∂(κ)Xs,x
t

)
=
(
D(κ)b(s + t, Xs,x ′

t ) − D(κ)b(s + t, Xs,x
t )
)
dt

+
(
D(κ)σ

(
s + t, Xs,x ′

t

)
− D(κ)σ

(
s + t, Xs,x

t
))

dWt

on t ∈ [0, T − s] for all x, x ′ ∈ O , r ∈ R\{0}, κi ∈ R
n , |κi | = 1, 1 ≤ i ≤ l + 1.

We proceed by strong induction in l for (33). A base case has been established
in Lemma 9. By the fundamental theorem of calculus on derivatives of b and σ ,
inequalities (32), (19) and (20), it holds P-a.s. that

∣∣∣D(κ)b(s + t, Xs,x ′
t ) − D(κ)b(s + t, Xs,x

t )

∣∣∣

≤
∑

i

∣∣∣(∂(κ)Xs,x ′
t − ∂(κ)Xs,x

t )i

∣∣∣
∣∣∂i b(s + t, Xs,x

t )
∣∣+ H(t, Xs,x

t , Xs,x ′
t )q̂t

≤ 2
∣∣∣∂(κ)Xs,x ′

t − ∂(κ)Xs,x
t

∣∣∣ G(s + t, Xs,x
t ) + H(t, Xs,x

t , Xs,x ′
t )q̂t ,

‖D(κ)σ (s + t, Xs,x ′
t ) − D(κ)σ (s + t, Xs,x

t )‖2
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≤ 2
∑

i

∣∣∣(∂(κ)Xs,x ′
t − ∂(κ)Xs,x

t )i

∣∣∣
2 ‖∂iσ(s + t, Xs,x

t )‖2 + (H(t, Xs,x
t , Xs,x ′

t )q̂t )
2

≤ 4
∣∣∣∂(κ)Xs,x ′

t − ∂(κ)Xs,x
t

∣∣∣
2
G(s + t, Xs,x

t ) + (H(t, Xs,x
t , Xs,x ′

t )q̂t )
2,

on t ∈ [0, T − s], where

H(t, Xs,x
t , Xs,x ′

t ) = M ′(1 + V̂ s,T
4k1∨4(t, x̂4k1∨4(x)) + V̂ s,T

4k1∨4(t, x̂4k1∨4(x
′))
) 1

4k1∨4

(37)

and q̂t denotes a polynomial with constant coefficients taking arguments from the set
S = S1 ∪ S2,

S1 =
{∣∣∣∣

( ∏

1≤i≤l ′
∂(κ j(i))

)
Xt

∣∣∣∣ : 1 ≤ l ′ ≤ l, j ∈ J , Xt ∈ {Xs,x ′
t , Xs,x

t }
}

S2 =
{∣∣∣∣

( ∏

1≤i≤l ′
∂(κ j(i))

)
(Xs,x ′

t − Xs,x
t )

∣∣∣∣ : 1 ≤ l ′ ≤ l − 1, j ∈ J

}

∪ {|Xs,x ′
t − Xs,x

t |},

for which exactly l of the operators ∂(κi ) appear in each term of q̂s and a factor from
S2 appears exactly once in each term. Note for p ≥ 2 and by Lemma 8, it holds P-a.s.
that

∫ T−s

0
log Vi (t, x̄i (x))dt + log Vi ′(t, x̄i ′(x))

<

∫ T−s

0
Vi (t, x̄i (x))dt + Vi ′(t, x̄i ′(x)) < ∞

on t ∈ [0, T − s] for all i ∈ I0 and i ′ ∈ I ′
0. Corollary 5 can then be applied with

b̂t = D(κ)b(s + t, Xs,x ′
t ) − D(κ)b(s + t, Xs,x

t ),

σ̂t = D(κ)σ (s + t, Xs,x ′
t ) − D(κ)σ (s + t, Xs,x

t ),

α̂t = 4(2k1 ∨ 2)G(s + t, Xs,x
t ) + 1

2
> 0,

β̂t = √4k1 ∨ 4H(t, Xs,x
t , Xs,x ′

t )q̂t ,

p∗ = 4k1 ∨ 4, q1 = k1, q2 =
(
1

k1
− 1

2k1 ∨ 2

)−1

, q3 = 2k1 ∨ 2 (38)

to obtain

E

[
sup

0≤t≤T0−s

∣∣∣∂(κ)Xs,x ′
t − ∂(κ)Xs,x

t

∣∣∣
k1
]

≤ CA(1)
T0−s A

(2)
T0−s,
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where, using the notation q2, q3 above,

A(1)
T0−s :=

(
E

[
exp

(
q2

∫ T0−s

0

(
4(1 + 2k1 ∨ 2)G(s + u, Xs,x

u ) + 1

2

)
du

))]) k1
q2

A(2)
T0−s :=

(
E

[(∫ T0−s

0
2(1 + 2k1 ∨ 4)(H(u, Xs,x

u , Xs,x ′
u )q̂u)

2du

) q3
2
]) k1

q3
.

Setting

m = 1

8q2(1 + 2k1 ∨ 2)((T0 − s) ∨ 1)(|I0| + |I ′
0|)

,

with the effect that M(m) is bounded in T0 ∈ [s, T ], and using Assumption 1 as well
as (the arguments in the proof of) Lemma 8, the first expectation has the bound

A(1)
T0−s ≤

(
E

[
C

T0 − s

∫ T0−s

0
exp

(
8q2(1 + 2k1 ∨ 2)m

(
(T0 − s)

∑

i ′∈I ′
0

log Vi ′(u, x̄i ′(x))

+
∑

i∈I0
log Vi (T0 − s, x̄i (x))

))
du

]) k1
q2

≤
(
E

[
C

T0 − s

∫ T0−s

0

(
1 +

∑

i ′∈I ′
0

Vi ′(u, x̄i ′(x)) +
∑

i∈I0
Vi (T0 − s, x̄i (x))

)
du

]) k1
q2

≤ C

(
1 +

∑

i ′∈I ′
0

E[Vi ′(0, x̄i ′(x))] +
∑

i∈I0
E[Vi (0, x̄i (x))]

) k1
q2

,

where C is, here and in the rest of the proof, bounded as a function of T0 ∈ [s, T ]
and also of s if Vi is local in s for all i ∈ I0 ∪ I ′

0. On the other hand, by the inductive
argument and the form of H , q̂s and q3, it holds that

A(2)
T0−s ≤ C

(
E

[(∫ T0−s

0
H(u, Xs,x

u , Xs,x ′
u )2du

)k1∨1
sup

0≤u≤T0−s
q̂2k1∨2u

]) k1
2k1∨2

≤ C

(
E

[(∫ T0−s

0
H(u, Xs,x

u , Xs,x ′
u )2du

)2k1∨2]) k1
4k1∨4

·
(
E

[
sup

0≤u≤T0−s
q̂4k1∨4u

]) k1
4k1∨4

≤ C

(
(T0 − s)(2k1∨2)−1

∫ T0−s

0
E[1 + V̂ s,T

4k1∨4(u, x̂4k1∨4(x))

+ V̂ s,T
4k1∨4(u, x̂4k1∨4(x ′))]du

) k1
4k1∨4

q̃(x, x ′) |r |k1 ,
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where

q̃(x, x ′) = E[q̃0((Vi (0, x̄i (x)))i∈I0∪I ′
0
, (V̂ s,T

li
(0, x̂li (x)))i∈{1,...,î∗},

(V̂ s,T
li

(0, x̂li (x
′)))i∈{1,...,î∗})]

for some î∗ ∈ N, {li }i∈{1,...,î∗} ⊂ (0,∞) and finite order polynomial q̃0 taking
arguments as indicated. Therefore, by Corollary 4 with q1 = 1, it holds that

A(2)
T0−s ≤ C

(
(T0 − s)(2k1∨2)(1 + E[V̂ s,T

4k1∨4(0, x̂4k1∨4(x))]

+ E[V̂ s,T
4k1∨4(0, x̂4k1∨4(x

′))])
) k1

4k1∨4
q̃(x, x ′) |r |k1 ,

which concludes the proof for (33). Inequality (34) follows along the same lines,
therefore the argument is not repeated. Equation (35) holds by (31) with

S = sup
0≤u≤t

∣∣∣∂(κ̄)Xs,x
u − r−1(∂(κ)Xs,x ′

u − ∂(κ)Xs,x
u )

∣∣∣ .

��
Remark 2 A way to prove weaker versions of Lemma 9 and Theorem 10 is instead
of using the stochastic Grönwall inequality, that is, Proposition 3, to use Lemma 4.2
in [1] and Theorem 3.5 in [26]. For this, one works directly with the SDEs govern-
ing |∂(κ)Xt |k1 in the proof and inequality (14) is to be replaced by (∂t + L)V0 ≤
CV0.

4 Kolmogorov equations

Throughout this section, we assume that b and σ are nonrandom functions. In Sect. 4.1,
the moment estimates from Sect. 3 are used to derive pth differentiability of a
Feynman–Kac semigroup (6). The functions f , c, g appearing in (6) are only required
to be bounded by Lyapunov functions. Although the results and many details in the
proofs are new, the approach is from [1], in which f , c, g and their derivatives are
only required to be polynomially bounded. This regularity is then used to show that
the semigroup solves the Kolmogorov equation in the almost everywhere sense in
Sect. 4.2.

4.1 Semigroup differentiability

A condition that will be imposed on the derivatives of f , c, g is first stated.

Definition 4 For p ∈ N, k > 1, h : �×[0, T ]× Ô → R satisfyingP-a.s. that h(t, ·) ∈
C p(Ô) for all t ∈ [0, T ], we say that h has (p, k)-Lyapunov derivatives if there
exist (V s,T )s∈[0,T ] local in s (as in Definition 3), locally bounded2 x̃ and constant N >

2 The domain of x̃ is O , but its codomain is unspecified, except that it is equal to the domain of V s,T .
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0 such that for any s ∈ [0, T ] and multiindices α with 0 ≤ |α| ≤ p, it holds P-a.s. that

|∂αh(s + t, λXs,x
t + (1 − λ)Xs,x ′

t )| ≤ N (1+V s,T (t, x̃(x))+V s,T (t, x̃(x ′)))
1
k (39)

for all stopping times t ≤ T − s, x, x ′ ∈ O and λ ∈ [0, 1].
Similar to Assumptions 1, 2, an alternative sense of Lyapunov derivatives is given

in Sect. 5, where (39) is replaced by |∂αh(s + t, Xs,x
t )| ≤ N (1 + V s,T (t, x̃(x)))1/k .

This will be used in Sect. 5 along with alternative assumptions to Assumptions 1, 2
in order to obtain results on Kolmogorov equations similar to the ones obtained in the
present section.

Assumption 3 The functions f : [0, T ] × R
n → R, c : [0, T ] × R

n → (0,∞), g :
R
n → R satisfy that

1. for all R > 0, h ∈ { f , c, g}, there exists CR > 0 such that |h(t, x) − h(t, x ′)| ≤
CR |x − x ′| for all t ∈ [0, T ], x, x ′ ∈ BR ,

2. for h ∈ { f , g}, if (p, k) is such that h has (p, k)-Lyapunov derivatives, then
there exist Lyapunov functions V s,T and mapping x̃ satisfying the condition in
Definition 4 such that there existsC > 0 such that for any s ∈ [0, T ], it holdsP-a.s.
that

V s+τ,T (0, x̃(Xs,x
τ ))

1
k ≤ C(1 + V s,T (τ, x̃(x))) (40)

for all x ∈ R
n and stopping times τ ≤ T − s.

In addition, the following assumption will be made for our assertions about the
Kolmogorov equation.

Assumption 4 The functions b, σ are nonrandom and O = R
n . For each R ≥ 0, there

exists a Borel, locally integrable K·(R) : [0,∞) → [0,∞) such that

2〈x − y, b(t, x) − b(t, y)〉 + ‖σ(t, x) − σ(t, y)‖2 ≤ Kt (R) |x − y|2

for all t ≥ 0, x, y ∈ BR . For any s ≥ 0, T > 0, x ∈ R
n , there exists aP-a.s. continuous

R
n-valued unique up-to-indistinguishability solution Xs,x

t to (10) on [0, T ].Moreover,
for any T > 0, there exist ñ ∈ N, open Õ ⊆ R

ñ , V0 ∈ C1,2([0,∞)×Õ), x̃ : Rn → Õ ,
Ĝ : [0,∞) × R

n → R, constant C ≥ 0 and k ≥ 1 such that

(i) there exists a family of Lyapunov functions (V s,T : � × [0, T ] × Õ →
(0,∞))s∈[0,T ] that is (ñ, Õ, V0)-local in s (as in Definition 3),

(ii) for any s ≥ 0, it holds P-a.s. that (40) holds for all x ∈ R
n and stopping times τ ≤

T ,
(iii) for any s ≥ 0, it holds that lim|x |→∞ inf t∈[0,T ] Ĝ(t, x) = ∞ and P-a.s. that

Ĝ(s + t, Xs,x
t ) ≤ V s,T (t, x̃(x))

for all t ∈ [0, T ], x ∈ R
n .
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Remark 3 The parts about V s,T in Assumptions 3, 4 are satisfied by the Lyapunov
functions considered for example in [7, Corollary 2.4]. More specifically, taking α

and the functionsU , Ū from there, for ñ = n + 1, one may take V0 = V0(t, (x, y)) =
eU (x)e−αt+y and x̃ = x̃(x) = (x, 0) ∈ R

n+1, then

b̃(t, (x, y)) = (b(t, x), Ū (t, x)), σ̃ (t, (x, y)) =
(

σ(t, x) 0
0 0

)
,

Ĝ(t, x) = eU (x)e−αt

for t ≥ 0, x ∈ R
n , y ∈ R and the latter statements of Assumptions 3, 4 are satisfied

given the conditions on U and Ū if lim|x |→∞ U (x) = ∞ and Ū ≥ 0 for some C ∈ R

everywhere.

Theorem 11 Let b, σ be nonrandom, let Assumptions 1, 2 hold and let f : � ×
[0, T ] × R

n → R, c : � × [0, T ] × R
n → [0,∞), g : � × R

n → R be such
that f (·, x), c(·, x) areF ⊗B([0, T ])-measurable functions for every x ∈ Ô, satisfy-
ing for any ω ∈ � that

∫ T
0 supx∈BR∩Ô(|c(t, x)| + | f (t, x)|)dt < ∞ for every R > 0

and f (t, ·)|Ô , c(t, ·)|Ô , g|Ô ∈ C p(Ô) for all t ∈ [0, T ]. Assume there exists k2 > 1
such that f and g have (p, k2)-Lyapunov derivatives. There exists K > 1 such that if
for any 1 < k′ < K, c has (p, k′)-Lyapunov derivatives, then the following statements
hold.

(i) For u given by

u(s, t, x) =
∫ t

0
f (s + r , Xs,x

r )e− ∫ r0 c(s+w,Xs,x
w )dwdr

+ g(Xs,x
t )e− ∫ t0 c(s+w,Xs,x

w )dw (41)

defined for (s, x) ∈ [0, T ] × O and stopping times t ≤ T − s, the expecta-
tion E[u(s, t, x)] is continuously differentiable in x up to order p.

(ii) For every multiindex β with 0 ≤ |β| ≤ p, there exists a finite order polynomial q∗,
the degree of which is independent of all of the Lyapunov functions in Assump-
tions 1, 2 and of the Lyapunov derivatives, such that for (s, x) ∈ [0, T ] × O and
all stopping times t ≤ T − s, it holds that

|∂β
x E[u(s, t, x)]| ≤ E[q∗((Vi (0, x̄i (x)))i∈I0∪I ′

0
, V s,T (0, x̃(x)),

(V̂ s,T
li

(0, x̂li (x)))i∈I ∗)], (42)

where I ∗ ⊂ N is finite, li > 0 and x̃, V s,T associated to the (|β|, k2)-Lyapunov
derivatives of f , g and the (|β|, k′)-Lyapunov derivatives of c are representative
across any and all of { f , c, g} and k′ ∈ K0 ⊂ (1, K ) for some finite K0.

(iii) Let Assumptions 4 hold. Suppose f , c, g are nonrandom and that they satisfy
Assumption 3. Suppose the families of Lyapunov functions in Assumptions 1, 2, 3
and for the Lyapunov derivatives of c are local in s (as in Definition 3). For
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any multiindex α with 0 ≤ |α| ≤ p, the function �T × R
n � ((s, t), x) 	→

|∂α
x E[u(s, t, x)]| is locally bounded and if p ≥ 2, then for any R > 0, there exists

a constant N > 0 such that

|E[u(s′, T − s′, x)] − E[u(s, T − s, x)|] ≤ N |s′ − s| (43)

for all s, s′ ∈ (0, T ) and x ∈ BR.

We prove first a lemma that will used in the proof of Theorem 11. Throughout
the proofs of Theorem 11 and of Lemma 12 and consistent with the statement of the
results, we omit in the notation any dependence of V s,T , x̃ and k2 on k and h.

Lemma 12 Let the assumptions of Theorem 11 hold. Suppose there exists k̂2 > 1 such
that c has (p, k̂2)-Lyapunov derivatives. For any h ∈ { f , c, g}, k3 > 0, s ∈ [0, T ], x ∈
O, κ ∈ R

n, λ′ ∈ [0, 1], multiindex α and stopping time t ≤ T − s, such that k3 < k2
if h ∈ { f , g} and k3 < k̂2 if h = c as well as |κ| = 1, 0 ≤ |α| ≤ p, it holds that

E

[ ∫ t

0

∣∣∣∂αh(s + r , λ′Xs,x ′
r + (1 − λ′)Xs,x

r ) − ∂αh(s + r , Xs,x
r )

∣∣∣
k3
dr

]
→ 0

E

[∣∣∣∣
∫ 1

0
∂αh(s + t, λXs,x ′

t + (1 − λ)Xs,x
t )dλ − ∂αh(s + t, Xs,x

t )

∣∣∣∣
k3]

→ 0

E

[ ∫ t

0

∣∣∣∣
∫ 1

0
∂αh(s + r , λXs,x ′

r + (1 − λ)Xs,x
r )dλ − ∂αh(s + r , Xs,x

r )

∣∣∣∣
k3

dr

]
→ 0

(44)

as x ′ → x, where the derivatives ∂α are in the spatial argument and g(t, ·) = g.

Proof For any ε > 0, s ∈ [0, T ] and stopping time t ≤ T − s, note that

P

(
sup

0≤u≤T−s
|Xs,x ′

u − Xs,x
u | ≤ ε

)
≤ P(|Xs,x ′

t − Xs,x
t | ≤ ε),

so that for any λ ∈ [0, 1], by Theorem 1.7 in [1], it holds that λXs,x ′
t + (1− λ)Xs,x

t −
Xs,x
t = λ(Xs,x ′

t − Xs,x
t ) → 0 in probability as x ′ → x (sequentially). Therefore for

any multiindex α, Ĵ := ∂αh(s + t, λXs,x ′
t + (1− λ)Xs,x

t ) − ∂αh(s + t, Xs,x
t ) → 0 in

probability by Theorem 20.5 in [29]. Moreover, by (39) and Corollary 4, it holds that

E[|∂αh(s + t, λXs,x ′
t + (1− λ)Xs,x

t )|k3 ] ≤ CE[1+ V s,T (0, x̃(x)) + V s,T (0, x̃(x ′))],

so that alongside (31) with k1 = k3, k = k2 or k = k̂2 and S = | Ĵ |, one
obtains E[| Ĵ |k3] → 0 as x ′ → x . Since C here is independent of t and λ, Jensen’s
inequality, Fubini’s and dominated convergence theorem concludes the proof. ��
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Proof of Theorem 11 For x ∈ O , s ∈ [0, T ], stopping time t ≤ T − s, κ ∈ R
n , r ∈

R\{0}, |κ| = 1, let x ′ := x + rκ ∈ O and for h ∈ { f , c, g}, denote

h′
t :=

∫ 1

0
∇h(s + t, λXs,x ′

t + (1 − λ)Xs,x
t )dλ,

h̃(t, x) := h(s + t, Xs,x
t ),

c†t :=
∫ 1

0
e−λ

∫ t
0 c(s+u,Xs,x ′

u )du−(1−λ)
∫ t
0 c(s+u,Xs,x

u )dudλ,

ĉ(t, x) := e− ∫ t0 c(s+u,Xs,x
u )du,

where ∇ denotes the gradient in the spatial argument, g(s+ t, ·) = g and the same for
its derivatives. For (i), we show directional differentiability. Let h ∈ { f , g}; it holds
that

∣∣∣∣
E[h̃(t, x ′)ĉ(t, x ′)] − E[h̃(t, x)ĉ(t, x)]

r
− E

[
∇h(s + t, Xs,x

t ) · Xs,x
t(κ)ĉ(t, x)

− h̃(t, x)ĉ(t, x)
∫ t

0
∇c(s + u, Xs,x

u ) · Xs,x
u(κ)du

]∣∣∣∣

≤
∣∣∣∣∣
E[h̃(t, x ′)ĉ(t, x ′)] − E[h̃(t, x)ĉ(t, x ′)]

r
− E[h′

t · Xs,x
t(κ)ĉ(t, x

′)]
∣∣∣∣∣

+
∣∣∣∣
E[h̃(t, x)ĉ(t, x ′)] − E[h̃(t, x)ĉ(t, x)]

r
+ E

[
h̃(t, x)c†t r

−1
(∫ t

0
(c(s + u, Xs,x ′

u )

− c(s + u, Xs,x
u ))du

)]∣∣∣∣+
∣∣∣E[h′

t · Xs,x
t(κ)ĉ(t, x)]

− E[∇h(s + t, Xs,x
t ) · Xs,x

t(κ)ĉ(t, x)]
∣∣∣

+
∣∣∣∣E
[
h̃(t, x)c†t r

−1
(∫ t

0
(c(s + u, Xs,x ′

u ) − c(s + u, Xs,x
u ))du

)]

− E

[
h̃(t, x)ĉ(t, x)

∫ t

0
∇c(s + u, Xs,x

u ) · Xs,x
u(κ)du

]∣∣∣∣. (45)

The first three terms on the right-hand side of (45) converge to 0 as r → 0 by the
fundamental theorem of calculus, (39), Lemma 9 and Lemma 12. For the last term,
Hölder’s inequality yields

∣∣∣∣E
[
h̃(t, x)c†t r

−1
(∫ t

0
(c(s + u, Xs,x ′

u ) − c(s + u, Xs,x
u ))du

)]

− E

[
h̃(t, x)ĉ(t, x)

∫ t

0
∇c(s + u, Xs,x

u ) · Xs,x
u(κ)du

]∣∣∣∣

≤
∥∥∥h̃(t, x)

∥∥∥
Lk2 (P)

∥∥∥∥c
†
t

(∫ t

0

(
c(s + u, Xs,x ′

u ) − c(s + u, Xs,x
u )

r
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− ∇c(s + u, Xs,x
u ) · Xs,x

u(κ)

)
du

)

+ (c†t − ĉ(t, x))
∫ t

0
∇c(s + u, Xs,x

u ) · Xs,x
u(κ)du

∥∥∥∥
Lk′2 (P)

, (46)

where 1
k2

+ 1
k′
2

= 1. By (39) and Corollary 4, we have E|h̃(t, x)|k2 ≤ C(1 +
V s,T (0, x̃(x)) + V s,T (0, x̃(x ′))). Moreover, Hölder’s inequality yields

E

[ ∣∣∣∣(c
†
t − ĉ(t, x))

∫ t

0
∇c(s + u, Xs,x

u ) · Xs,x
u(κ)du

∣∣∣∣
k′
2
]

≤
(
E

[ ∣∣∣c†t − ĉ(t, x)
∣∣∣
2k′

2
]) 1

2
(
E

[∣∣∣∣
∫ t

0
∇c(s + u, Xs,x

u ) · Xs,x
u(κ)du

∣∣∣∣
2k′

2
]) 1

2

. (47)

For the first factor on the right-hand side, note that by (44) in Lemma 12, we
have

∫ t
0 c(s + u, Xs,x ′

u )du → ∫ t
0 c(s + u, Xs,x

u )du in probability as r → 0, so that

Ŝt := e−λ
∫ t
0 (c(s+u,Xs,x ′

u )−(1−λ)
∫ t
0 c(s+u,Xs,x

u ))du − e− ∫ t0 c(s+u,Xs,x
u )du → 0

in probability by the continuous mapping theorem and E[|c†t − ĉ(t, x)|2k′
2 ] ≤∫ 1

0 E[|Ŝt |2k′
2 ]dλ → 0 as r → 0 by (31) with k1 = 2k′

2, k > 2k′
2 and S = Ŝt . By

setting K > 2k′
2, the second factor on the right-hand side of (47) is clearly bounded

independently of r (and of t) by Hölder’s inequality, our assumption on the derivatives
of c and Lemma 9.

For the remaining term in the second factor on the right-hand side of (46), the
triangle inequality on Lk′

2(P) yields

∥∥∥∥c
†
t

∫ t

0
(r−1(c(s + u, Xs,x ′

u ) − c(s + u, Xs,x
u )) − ∇c(s + u, Xs,x

u ) · Xs,x
u(κ))du

∥∥∥∥
Lk′2 (P)

≤
∥∥∥∥
∫ t

0

(
c′
u · r−1(Xs,x ′

u − Xs,x
u ) − ∇c(s + u, Xs,x

u ) · Xs,x
u(κ)

)
du

∥∥∥∥
Lk′2 (P)

≤
∥∥∥∥
∫ t

0
c′
u · (r−1(Xs,x ′

u − Xs,x
u ) − Xs,x

u(κ))du

∥∥∥∥
Lk′2 (P)

+
∥∥∥∥
∫ t

0
(c′

u − ∇c(s + u, Xs,x
u )) · Xs,x

u(κ)du

∥∥∥∥
Lk′2 (P)

. (48)

For the first term of the right-hand side of (48), by Jensen’s inequality, Corollary 4,
setting K > 2k′

2 and our assumption about the derivatives of c, we have

E

[∣∣∣∣
∫ t

0
c′
u ·
(
Xs,x ′
u − Xs,x

u

r
− Xs,x

u(κ)

)
du

∣∣∣∣
k′
2
]
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≤ T k′
2−1

E

[ ∫ T−s

0

∣∣∣∣c
′
u ·
(
Xs,x ′
u − Xs,x

u

r
− Xs,x

u(κ)

)∣∣∣∣
k′
2

du

]

≤ T k′
2−1
(
E

[ ∫ T−s

0

∣∣c′
u

∣∣2k′
2 du

]) 1
2
(
E

[ ∫ T−s

0

∣∣∣∣
Xs,x+rκ
u − Xs,x

u

r
− Xs,x

u(κ)

∣∣∣∣
2k′

2

du

]) 1
2

≤ C
(
1 + V s,T (0, x̃(x ′)) + V s,T (0, x̃(x))

) 1
2

·
(
E

[
sup

0≤u≤T−s

∣∣∣∣
Xs,x+rκ
u − Xs,x

u

r
− Xs,x

u(κ)

∣∣∣∣
2k′

2
]) 1

2

(49)

for C independent of t , which converges to 0 as r → 0 by Lemma 9. For the second
term on the right-hand side of (48), it holds that

E

[∣∣∣∣
∫ t

0
(c′

u − ∇c(s + u, Xs,x
u )) · Xs,x

u(κ)du

∣∣∣∣
k′
2
]

≤ C

(∫ T−s

0
E[∣∣c′

u − ∇c(s + u, Xs,x
u )
∣∣2k′

2 ]du
) 1

2
(
E

[ ∫ T−s

0
|Xs,x

u(κ)|2k
′
2du

]) 1
2

.

(50)

The last factor in the right-hand side of (50) is uniformly bounded in r by Lemma 9
and the first factor converges to 0 as r → 0 by Lemma 12.

Putting together the above in (45) gives that E[g(Xs,x
t )e

∫ t
0 c(s+u,Xs,x

u )du] is direc-
tionally differentiable in x . For the other term in the expectation of (41), it suffices
to check that after integrating the inequality (45) in t from 0 to T − s, the same con-
vergences hold as r → 0. This is true for the first three term on the right-hand side
of (45) by the same reasoning as before. It is true for the right-hand side of (46) by
dominated (in t) convergence, since the right-hand sides of (47), (49) and (50) are
uniformly bounded in t ∈ [0, T − s] and r ∈ [0, ε] for some ε > 0. By induction
and largely the same arguments as above, higher order directional derivatives in x
of E[h̃(t, x)ĉ(t, x)] exist and they are sums of expressions of the form

E

[
∂β1h(s + t, Xs,x

t )ĉ(t, x)

( ∏

β2∈ Î2
(∂(β2)Xs,x

t ) jβ2

)

·
∏

β3∈ Î3

∫ t

0
∂β3c(s + u, Xs,x

u )
∏

β4∈ Îβ3
(∂(β4)Xs,x

u ) jβ4du

]
, (51)

where h ∈ { f , g}, β1 is a multiindex with 0 ≤ |β1| ≤ p, Î2, Î3, Îβ3 are some finite
sets of multiindices each with absolute value less than or equal to p and jβ2 , jβ4 ∈
{1, . . . , n}.
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For differentiability of the expectation of (41) in x , note that Theorem 1.2 in [1]
may be applied on (24) due to (by Assumption 1 and the same for σ )

∫ T−s

0
|∂i b(s + r , Xs,x

t )|dr

≤ C

(
1 +

∑

i∈I0

∫ T−s

0
log Vi (r , x̄i (x))dr +

∑

i ′∈I ′
0

log Vi ′(T − s, x̄i ′(x))

)

≤ C

(
1 +

∑

i∈I0

∫ T−s

0
Vi (r , x̄i (x))dr +

∑

i ′∈I ′
0

Vi ′(T − s, x̄i ′(x))

)

and Lemma 8, so that the derivatives in probability Xt(κ) are unique solutions to (24)
for the initial condition κ . Therefore the first directional derivatives from the left-hand
side of (45) indeed form a linear map. The same arguments apply for expressions of
the form (51) that are directionally differentiable, where additionally Assumption 2,
Lemma 9 and Theorem 10 are to be used to control Kt (1) from Theorem 1.2 in [1].
Next, we show continuity in x of expressions of the form (51) (for multiindices with
absolute values bounded by p). Note first that P(sup0≤u≤T−s |∂βXs,x ′

u − ∂βXs,x
u | ≤

ε) ≤ P(|∂βXs,x ′
t − ∂βXs,x

t | ≤ ε), therefore ∂βXs,x
t is continuous in probability w.r.t.

to x by Theorem 4.10 in [1]. Consequently the product w.r.t. β2 in (51) and ∂β1h(s +
t, Xs,x

t ) are sequentially continuous in probability by Theorem 20.5 in [29]. Lemma 12
and continuousmapping theorem yield that ĉ(t, x) is continuous in probability w.r.t. x .
For the remaining factors in (51), for 1 < k < K , we have

∫ t

0

∣∣∣∣∂
β3c(s + u, Xs,x ′

u )
∏

β4∈ Îβ3
(∂(β4)Xs,x ′

u ) jβ4

− ∂β3c(s + u, Xs,x
u )

∏

β4∈ Îβ3
(∂(β4)Xs,x

u ) jβ4

∣∣∣∣du

≤
∫ T−s

0

∣∣∣∣∂
β3(c(s + u, Xs,x ′

u ) − c(s + u, Xs,x
u ))

∏

β4∈ Îβ3
(∂(β4)Xs,x ′

u ) jβ4

∣∣∣∣du

+
∫ T−s

0

∣∣∣∣∂
β3c(s + u, Xs,x

u )
∏

β4∈ Îβ3
(∂(β4)(Xs,x ′

u − Xs,x
u )) jβ4

∣∣∣∣du

≤
∫ T−s

0

∣∣∣∣∂
β3(c(s + u, Xs,x ′

u ) − c(s + u, Xs,x
u ))

∣∣∣∣du
∏

β4∈ Îβ3
sup

0≤u≤T−s

∣∣∣∂(β4)Xs,x ′
u

∣∣∣

+
∫ T−s

0
|∂β3c(s + u, Xs,x

u )|du
∏

β4∈ Îβ3
sup

0≤u≤T−s

∣∣∣∂(β4)Xs,x ′
u − ∂(β4)Xs,x

u

∣∣∣
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By Hölder’s inequality, Lemma 9 and Theorem 10, the first term on the right-hand
side converges to zero in mean, therefore to zero in probability, as x ′ → x . By
Theorem 4.10 in [1] (and the continuous mapping theorem), the second term on the
right-hand side also converges to zero in probability. Therefore the left-hand side
converges to zero in probability. By the continuous mapping theorem, the term inside
the square bracket in (51) is sequentially continuous in probability. Consequently,
by (31) with k1 = 1, k = 1+k2

2 , S = |J (x ′) − J (x)|, where J (x) is equal to the term
inside the square brackets in (51), together with Hölder’s inequality, inequality (39),
our assumption on the derivatives of c with a large enough K , Corollary 4, Lemma 9
and Theorem 10, expectations of the form (51) are continuous functions w.r.t. x and so
are their integrals in t by dominated convergence, which concludes the proof for (i).

Using the same arguments and denoting the expression (51) by û, it holds that

û ≤ C(1 + V s,T (0, x̃(x)))
1
k2

(
E

[
sup

0≤u≤T−s
|∂(β2)Xs,x

u |2k′
2

]) 1
2k′2

·
∏

(β3,β4)∈ Î
(1 + V s,T (0, x̃(x)))

1
cβ3

(
E

[
sup

0≤u≤T−s
|∂(β4)Xs,x

u |cβ4
]) 1

cβ4

for some cβ3 , cβ4 > 0, β3, β4 ∈ Î and in particular for some constant C independent
of t . The proof for (ii) then concludes by Theorem 10.

Assertion (iii) then follows by Theorem 3.5(iii) in [1], Lemma 28 and by noting
that C above is independent of s given the Lyapunov functions are local in s. ��

4.2 Twice spatially differentiable solutions

In this section, we prove that the expectation of (41) with t = T − s solves a Kol-
mogorov equation by the approach in [1]. The main ingredient beside differentiability
of the associated semigroups, given in Theorem 11, is that the SDE can be approxi-
mated in probability by an Euler-type approximation locally uniformly in initial time
and space, which is given in Lemma 13. Throughout this section, we assume O = R

n

and as before that b, σ are nonrandom (this is enforced by Assumption 4).

Lemma 13 Let Assumption 4 hold. For I = {tk}k∈N0 ⊂ [0,∞) with t0 = 0, tk+1 ≥
tk , k ∈ N, tk → ∞ as k → ∞, supk≥0 tk+1− tk < ∞, s ∈ [0,∞), x ∈ R

n, let Xs,x
t (I )

denote the Euler approximation given by Xs,x
0 (I ) = x and

Xs,x
t (I ) = Xs,x

tk (I ) +
∫ t

tk
b(s + r , Xs,x

tk (I ))dr +
∫ t

tk
σ(s + r , Xs,x

tk (I ))dWr , (52)

on t ∈ [tk, tk+1], k ∈ N. For any R′, T ′ ≥ 0, ε > 0, it holds that

sup
s∈[0,T ′]

sup
|x |≤R′

P

[
sup

t∈[0,T ′]

∣∣Xs,x
t − Xs,x

t (I )
∣∣ ≥ ε

]
→ 0
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as supk≥0 tk+1 − tk → 0.

Proof We extend the proof of Theorem 1 in [21] to obtain convergence that is uniform
with respect to s ∈ [0, T ] and x ∈ BR . Fix the numbers R′, T ′ ≥ 0. For k ∈ N, let ϕk :
R
n → [0,∞) be smooth cutoff functions satisfying ϕk(x) = 1 for x ∈ Bk , ϕk(x) = 0

for x ∈ R
n\Bk+1 and let b(k) : [0,∞) × R

n → R
n , σ (k) : [0,∞) × R

n → R
n×n

be given by b(k) = bϕk and σ (k) = σϕk . Let Y
s,x,k
t (I ) be the unique solutions to the

corresponding SDE with drift b(k) and diffusion coefficient σ (k). The corresponding
Euler approximation is given by (52) with Y s,x,k

0 = Y s,x,k
0 (I ) = x . Fix w.l.o.g. 0 <

ε ≤ 1. In the same way as in the proof of Theorem 1 in [21], one obtains that for
any s ∈ [0, T ′], x ∈ R

n and k ≥ R′ + 1,

P

(
sup

0≤t≤T ′

∣∣Xs,x
t − Xs,x

t (I )
∣∣ > ε

)
≤ P

(
sup

0≤t≤T ′

∣∣∣Y s,x,k
t − Y s,x,k

t (I )
∣∣∣ > ε

)

+ P(τk−1 ≤ T ′),

where τk−1 = inf{t ≥ 0 : ∣∣Xs,x
t

∣∣ > k − 1}. By Markov’s inequality, (the arguments
of) Corollary 4 and Assumption 4(iii), it holds that

P(τk−1 ≤ T ′) inf
t∈[s,s+T ′],|y|=k−1

Ĝ(t, y)

≤ E[Ĝ(s + (τk−1 ∧ T ′), Xs,x
τk−1∧T ′)]

≤ E[V s,T ′
(τk−1 ∧ T ′, x̃(x))]

≤
∥∥∥e
∫ (τk−1∧T ′)
0 α

s,T ′
u du

∥∥∥
L

ps,T
′

ps,T
′ −1 (P)

·
(
V0(s, x̃(x)) +

∫ T ′

0

∥∥∥∥
1[0,τk−1∧T ′)(v)βs,T ′

v

e
∫ v
0 α

s,T ′
u du

∥∥∥∥
L ps,T

′
(P)

dv

)
.

For any 0 < ε′ < 1, by the assumption that V s,T ′
is local in s and continuity of V0,

there exists k∗ such that P(τk∗−1 ≤ T ′) ≤ ε′
2 for all s ∈ [0, T ′] and x ∈ BR′ . In

addition, for any R > 0, it holds that

2〈x − y, b(k∗)(t, x) − b(k∗)(t, y)〉 + ‖σ (k∗)(t, x) − σ (k∗)(t, y)‖2
≤ 2〈x − y, b(t, x) − b(t, y)〉ϕk∗(x) + 2 |b(t, y)| |x − y| |ϕk∗(x) − ϕk∗(y)|

+ ‖σ(t, x) − σ(t, y)‖2ϕk∗(x)2 + ‖σ(t, y)‖2 |ϕk∗(x) − ϕk∗(y)|2
≤ (Kt (R) + C sup

y′∈BR

(
∣∣b(t, y′)

∣∣+ ‖σ(t, y′)‖2)) |x − y|2

for all x, y ∈ BR and

2〈x, b(k∗)(t, x)〉 + ‖σ (k∗)(t, x)‖2 ≤ 2(1 + |x |) sup
x ′∈Bk∗+1

(
∣∣b(t, x ′)

∣∣+ ‖σ(t, x ′)‖2)
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for all x ∈ R
n . Therefore Corollary 5.4 in [1] can be applied to obtain

sup
s∈[0,T ′]

sup
x∈BR

P

(
sup

0≤t≤T ′

∣∣∣Y s,x,k∗
t − Y s,x,k∗

t (I )
∣∣∣ > ε

)
→ 0

as supk≥0 tk+1 − tk → 0, which concludes the proof. ��
Theorem 14 Let the assumptions of Theorem 11 hold with p ≥ 2 and let Assumption 4
hold. Let f , c, g be nonrandom and satisfy Assumption 3. There exists K > 1 such
that if c has (p, k′)-Lyapunov derivatives for any 1 < k′ < K and the families of
Lyapunov functions in Assumptions 1, 2, 3 and for the Lyapunov derivatives of c are
local in s, then for v : [0, T ] × R

n → R given by

v(t, x) = E[u(t, T − t, x)], (53)

with u as in (41), the Eq. (7) holds almost everywhere in (0, T ) × R
n.

Proof Theorem 11, Theorem 3.6 in [1] applied on the SDE (1) appended by (55) and
Lemma 28 yield (∂tv + b · ∇v + a : D2v − cv + f )e−x ′ = 0 almost everywhere. ��

The assumptions in Theorems 11 and 14 remain strictly weaker than those in [1,
Lemma 5.10], since Lyapunov functions that are positive polynomials can easily be
obtained under the global Lipschitz conditions there.

Alternative to Theorem 14, when b, σ, f , c, g are nonrandom and time-
homogeneous, we may use the approach as in Cerrai [11, Theorem 1.6.2] in order
to obtain classical solutions to Kolmogorov equations.

Theorem 15 Let the assumptions of Theorem 11 hold with p ≥ 2. Let Assumption 4
hold and assume b, σ, f , c, g are independent of ω, t . There exists K̄ > 1 such that if

(i) for any k′ ∈ (1, K̄ ], f , c, g have (p, k′)-Lyapunov derivatives,
(ii) for any Lyapunov function V and corresponding mapping x̂ from Assumptions 1, 2

and Definition 4, it holds P-a.s. that V (0, x̂(Xx
t )) ≤ C(1 + V (t, x̂(x))) for all

x ∈ R
n and t,

then the function

v(t, x) = E

[ ∫ T−t

0
f (Xx

r )e− ∫ r0 c(Xx
w)dwdr + g(Xx

T−t )e
− ∫ T−t

0 c(Xx
w)dw

]
, (54)

defined for all (t, x) ∈ [0, T ] × R
n, is a classical solution to (7) on [0, T ] × R

n, in
the sense that v ∈ C1,2, ∂tv, ∇xv, D2

xv are continuous and v satisfies (7).

Proof For any s ≥ 0, x ∈ R
n , x ′, x ′′ ∈ R, consider the solutions Xs,x

t to (10) appended

with the corresponding R-valued solutions X (n+1),s,x ′
t and X (n+2),s,x ′′

t to

X (n+1),s,x ′
t = x ′ +

∫ t

0
c(Xs,x

r )dr , (55a)
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X (n+2),s,x ′′
t = x ′′ +

∫ t

0
f (Xs,x

r )e−X (n+1),s,x ′
r dr (55b)

on [0, T ], denoted X̄ s,y
t = (Xs,x

t , X (n+1),s,x ′
t , X (n+2),s,x ′′

t ) for y = (x, x ′, x ′′).
Since b, σ, f , c are independent of t and by Assumption 4 the solution Xs,x· is unique
up-to-indistinguishability, we may identify X̄ s,y· = (Xs,x· , X (n+1),s,x· , X (n+2),s,x· )

with X̄0,y· = (X0,x· , X (n+1),0,x· , X (n+2),0,x· ) and thus omit the dependence on s.
Let ḡ : R

n+2 → R be given by ḡ(x, x ′, x ′′) = x ′′ + g(x)e−x ′
. By Lemma 27,

the joint Eqs. (10), (55) and their solutions are regular (Definition 2.1 in [1]).
Therefore the Markov property as in Theorem 2.13 in [1] applies. In particular,
since E[|ḡ(X̄ s,y

t )|] < ∞ holds by our assumptions on f , c, g, it holds by the usual
decomposition into positive and negative parts that

E[ḡ(X̄ y
t )] =

∫ ∫
ḡ
(
X̄ X̄ y

r (ω)
t−r (ω′)

)
dP(ω′)dP(ω) = E[(E[ḡ(X̄ ·

t−r )])(X̄ y
r )] (56)

for all t ∈ [0, T ], r ∈ [0, t]. On the other hand, by Theorem 11(i) and p ≥ 2, Rn+2 �
y 	→ E[ḡ(X̄ y

t )] is twice continuously differentiable. Therefore by Itô’s lemma
and (56), it holds for any t ∈ [0, T ], h > 0 with t + h ∈ [0, T ], x ∈ R

n , y = (x, 0, 0)
that

h−1(
E
[
ḡ
(
X̄ y
t+h

)]− E
[
ḡ
(
X̄ y
t
)])

= E

[
1

h

∫ h

0

(
(b · ∇xE[ḡ(X̄ ·

t )])(X̄ y
s ) + 1

2

((
σσ
) : D2

xE[ḡ(X̄ ·
t )]
)
(X̄ y

s )

− c(Xx
s )E[g(X̄ y

t+s)] + f (Xx
s )e

−X (n+1),0
s

)
ds

]
. (57)

It remains to show that the right-hand side of (57) is well-behaved as h → 0, that is,
it converges to

(
b(x) · ∇x + 1

2

((
σσ
)(x)

)
: D2

x − c(x)

)
E[ḡ(X̄ y

t )] + f (x). (58)

For this, Hölder’s inequality and dominated convergence theorem may be used
along with Theorem 11(ii). In order to obtain a good enough bound from (42),
set K̄ = 2max(k2, K )degree(q∗), where k2, K are constants from Theorem 11
and q∗ is the polynomial in Theorem 11(ii). Since f , c, g have (p, k′)-Lyapunov
derivatives for all k′ ∈ (1, K̄ ) by assumption, for any h ∈ { f , c, g} and k′ ∈
{2k2degree(q∗), 2Kdegree(q∗)}, there exist a Lyapunov functionV , locally bounded x̃
and constant N > 0 satisfying that for any multiindices α with 0 ≤ |α| ≤ p, it
holds P-a.s. that

|∂αh(λXx
t + (1 − λ)Xx ′

t )|
≤ N (1 + V (t, x̃(x)) + V (t, x̃(x ′)))

1
k′
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≤ 3N max
(
1, (V (t, x̃(x)))

1
2degree(q∗) , (V (t, x̃(x ′)))

1
2degree(q∗)

) 2degree(q∗)

k′

≤ 3N
(
1 + (1 + V (t, x̃(x)))

1
2degree(q∗) + (1 + V (t, x̃(x ′)))

1
2degree(q∗)

) 2degree(q∗)

k′

for all t ∈ [0, T ], x, x ′ ∈ R
n and λ ∈ [0, 1]. In particular, (1+V )1/(2degree(q

∗)) is itself
a Lyapunov function (more precisely it is a (b̃··, σ̃ ·· , α·, β·, p∗, (1+ V0)1/(2degree(q

∗)))-
Lyapunov function if V is a (b̃··, σ̃ ·· , α·, β·, p∗, V0)-Lyapunov function) that satisfies
the conditions in the Definition 4 for the (p, k′/(2degree(q∗)))-Lyapunov derivatives
of h. Therefore, we may consider (1+ V )1/(2degree(q

∗)) to be equal to V s,T appearing
in (42). Similar statements can be made for Vi , V̂

s,T
li

in (42). With such Lyapunov
functions in (42), the aforementioned program for the right-hand side of (57) may
be carried out. More specifically, we may apply Proposition 3(ii) and the arguments
in the proof of Corollary 4 for the dominating function (the supremum in s of the
integrand on the right-hand side of (57)), in order to obtain the limit (58) as h → 0.
By Theorem 11(iii) and an induction argument for the derivatives in x , the limit (58) is
continuous in t . Moreover, similar arguments may be applied for h < 0, which proves
continuous differentiability in t and concludes the proof. ��

5 Alternative assumptions for time-independent, nonrandom
coefficients

In the following, we restrict to the case where b and σ are nonrandom and time-
independent, so that we may use Theorem V.39 in [20] in order to get rid of the need
for bounds on function values on line segments in terms of the endpoint values. In
particular, more local conditions in place of (19), (20), (32) and (39) are obtained.
These conditions are stated precisely after first giving Lemma 16 where we use the
aforementioned reference.

Lemma 16 Let p ∈ N, b, σ be independent of ω, t and suppose they are continuously
differentiable up to order p with locally Lipschitz derivatives. There exists � × �T ×
R
n � (ω, t, x) 	→ X̂ x

t ∈ R
n that isP-a.s. continuously differentiable in x up to order p

and is for any x indistinguishable from the corresponding derivatives in probability
of Xx· .

Proof ByTheoremV.38 andV.39 in [20], continuously differentiable X̂ x
t up to order p

exists. Moreover, it satisfies (10) and X̂ x· is indistinguishable from Xx· . The partial
derivatives of X̂ x· satisfy the systems given by formal differentiation of (10). On the
other hand, derivatives in probability of Xx

t as in [1, Theorem 4.10] and Theorem 3.3
above satisfy the same system. Therefore by uniqueness in the aforementioned ref-
erences,3 it holds that ∂α X̂ x· are the unique solutions to their respective systems for

3 Alternatively, since these systems have terms on right-hand sides that are continuous functions of the
partial derivatives and are in particular at most linear in the highest order derivative (see the beginning of
proof for Theorem 10), uniqueness holds by continuity of Xx

t in t , (26) in Lemma 9, induction in the number
of derivatives and Theorem 1.2 in [1] with Kt (R) = Kt (1) constant in t .
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all time and are therefore indistinguishable from the corresponding derivatives in
probability ∂(κα)Xx· for every x and multiindex α with 0 ≤ |α| ≤ p. ��

The precise assumptions and conditions considered in this section in place of
Assumptions 1, 2 and Definition 4 are as follows.

Assumption 5 The functions b, σ are independent ofω, t , they admit locally Lipschitz
first derivatives and it holds that O = R

n . There exist continuous G : Rn → [0,∞)

such that for any s ∈ [0, T ], there exist finite sets I0, I ′
0 ⊂ N, ñi ∈ N, open Õi ⊆ R

ñi

for all i ∈ I0 ∪ I ′
0, locally bounded mappings M : (0,∞) → (0,∞), (x̄i : Rn →

Õi )i∈I0∪I ′
0
and Lyapunov functions (Vi : �×[0, T ]× Õi → (0,∞))i∈I0∪I ′

0
satisfying

that ∑

i

(|∂i b(x)| + ‖∂iσ(x)‖2) ≤ G(x) (59)

for all x ∈ R
n and for any m > 0, x ∈ R

n , stopping times t ≤ T − s, inequality (21)
holds P-almost surely.

Assumption 5 will be used in Lemma 17 and Theorem 18, 19 as a replacement for
Assumption 1. The only substantial difference in this Assumption 5 is that (19), (20)
are replaced by the bound (59) above. Moreover, the following Assumption 6 will
used in place of Assumption 2.

Assumption 6 There exists p ∈ N0 such that b, σ ∈ C p. In addition, for all s ∈ [0, T ]
and k ≥ 2, there exist n̂k ∈ N, open Ôk ⊂ R

n̂k , amapping x̂k : O → Ôk , a constant (in
particular in s) M ′ > 0 and Lyapunov function V̂ s,T

k : �×[0, T − s]× Ôk → (0,∞)

satisfying for any x, x ′ ∈ O and multiindices α with 2 ≤ |α| ≤ p that it holds P-a.s.
that ∣∣∂αb(Xs,x

t )
∣∣+ ‖∂ασ (Xs,x

t )‖2 ≤ M ′(1 + V̂ s,T
k (t, x̂k(x)))

1
k

for all t ∈ [0, T − s].
Thedifference betweenAssumptions 2 and6 is that (32) is replacedby the inequality

above. Lastly, the restriction for f , c, g to have Lyapunov derivatives (as in Defini-
tion 4) may be relaxed. In Theorem 19, they will only be required to be Lyapunov
derivatives in the following sense.

Definition 5 For p ∈ N, k > 1, h : �×[0, T ]× Ô → R satisfyingP-a.s. that h(t, ·) ∈
C p(Ô) for all t ∈ [0, T ], we say that h has (p, k)′-Lyapunov derivatives if there
exist (V s,T )s∈[0,T ] local in s (as inDefinition 3), locally bounded x̃ and constant N > 0
such that for any s ∈ [0, T ] and multiindices α with 0 ≤ |α| ≤ p, it holds P-a.s. that

|∂αh(s + t, Xs,x
t )| ≤ N (1 + V s,T (t, x̃(x)))

1
k (60)

for all stopping times t ≤ T − s, x ∈ O and λ ∈ [0, 1].
The main results of this section is stated as Theorems 17, 18, 19 as follows.
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Theorem 17 (Alternative assumptions to Theorem 10) Under Assumptions 5, 6, for
any s ∈ [0, T ], constants 1 ≤ l ≤ p − 1, k1 > 0, there exists i∗ ∈ N, ν ≥
k1
2 , {li }i∈{1,...,i∗} ⊂ (0,∞) and a finite order polynomial q0, the degree of which

is independent of s, Vi , V̂
s,T
k , such that (33), (34), (35) hold for all x ∈ R

n, T0 ∈
[s, T ], r ∈ R\{0}, κi ∈ R

n, |κi | = 1, 1 ≤ i ≤ l + 1, x + rκl+1 ∈ R
n, where κ =

(κi )1≤i≤l , κ̄ = (κi )1≤i≤l+1 and q : Rn × R
n → R is given by

q(y, y′) = E

[
q0

((∫ 1

0
Vi (0, x̄i (λy + (1 − λ)y′))dλ

)

i∈I0∪I ′
0

,

∫ 1

0
V̂ s,T
l1

(0, x̂l1(λy + (1 − λ)y′))dλ, (Vi (0, x̄i (y)))i∈I0∪I ′
0
,

(V̂ s,T
li

(0, x̂li (y)))i∈{2,...,i∗}, (V̂ s,T
li

(0, x̂li (y
′)))i∈{2,...,i∗}

)]
.

If Vi and V̂ s,T
k are local in s for every i, k, then the form of the polynomial q0 is

independent of s.

Proof The proof strategy is more or less the same as in the one used in the previous
proof for Theorem 10. The difference is encapsulated by following along the proof of
Lemma 9 using the same notation as before. Note first (26) follows unperturbed. By
Lemma 16, classical derivatives are indistinguishable from derivatives in probability
and we use the properties of both without changing the notation in the following. As
consequence and in place of (28), it holds that

dX (r)
t(κ) = r

∫ 1

0
(Xx+λrκ

t(κ) · ∇)b(Xx+λrκ
t )dλdt + r

∫ 1

0
(Xx+λrκ

t(κ) · ∇)σ (Xx+λrκ
t )dλdWt .

Note that since for every t and P-almost all ω, the functions Xx
t , X

x
t(κ) are continuous

in x , the integrands on the right-hand side are B([0, T ]) ⊗F ⊗ B([0, 1])-measurable
by Lemma 4.51 in [27] and the integrals (in λ) themselves are adapted. For any k̂ ≥ 1,
by (59), the drift coefficient satisfies

2r X (r)
t(κ) ·

∫ 1

0
(Xx+λrκ

t(κ) · ∇)b(Xx+λrκ
t )dλ

≤ 2r |X (r)
t(κ)|

∫ 1

0
|(Xx+λrκ

t(κ) · ∇)b(Xx+λrκ
t )|dλ

≤ 2r |X (r)
t(κ)|

∫ 1

0
|Xx+λrκ

t(κ) |G(Xx+λrκ
t )dλ

≤
∫ 1

0

(
|X (r)

t(κ)|2 + r2|Xx+λrκ
t(κ) |2

)
G(t, Xx+λrκ

t )dλ
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and the diffusion coefficient satisfies

∥∥∥∥r
∫ 1

0
(Xx+λrκ

t(κ) · ∇)σ (Xx+λrκ
t )dλ

∥∥∥∥
2

≤ r2
∫ 1

0

∣∣∣Xx+λrκ
t(κ)

∣∣∣
2
G(t, Xx+λrκ

t )dλ.

Consequently, Proposition 3 can be applied with

b̂t = r
∫ 1

0
(Xx+λrκ

t(κ) · ∇)b(Xx+λrκ
t(κ) )dλ, σ̂t = r

∫ 1

0
(Xx+λrκ

t(κ) · ∇)σ (Xx+λrκ
t(κ) )dλ,

α̂t =
∫ 1

0
G(t, Xx+λrκ

t )dλ, β̂t = 4(k ∨ 1)r2
∫ 1

0

∣∣∣Xx+λrκ
t(κ)

∣∣∣
2
G(t, Xx+λrκ

t )dλ,

p∗ = 2k ∨ 2, q1 = k

2
, q2 =

(
2

k
− 1

k ∨ 1

)−1

, q3 = k ∨ 1, V0(t, x) = |x |2 ,

to obtain

E

[
sup

0≤u≤t

∣∣∣X (r)
u(κ)

∣∣∣
k
]

≤ Crk
(
E

[
eq2

∫ t
0

∫ 1
0 G(s,Xx+λrκ

s )dλds
]) k

2q2

·
(
E

[
1 + 4(k ∨ 1)

∫ t

0

∫ 1

0

∣∣∣Xx+λrκ
u(κ)

∣∣∣
2
G(u, Xx+λrκ

u )dλds

]k∨1) k
2(k∨1)

≤ Crk
(
E

[
eq2

∫ 1
0

∫ t
0 G(s,Xx+λrκ

s )dsdλ
]) k

2q2

·
(
E

[
1 +

∫ 1

0
sup

0≤u≤t

∣∣∣Xx+λrκ
u(κ)

∣∣∣
2k∨2 (∫ t

0
G(u, Xx+λrκ

u )du

)k∨1
dλ

]) k
2(k∨1)

≤ Crk
(
E

[
eq2

∫ 1
0

∫ t
0 G(s,Xx+λrκ

s )dsdλ
]) k

2q2

·
(
1 +

(∫ 1

0
E

[
sup

0≤u≤t

∣∣∣Xx+λrκ
u(κ)

∣∣∣
4k∨4 ]

dλ

) 1
2

·
(
E

[ ∫ 1

0

(∫ t

0
G(u, Xx+λrκ

u )du

)2k∨2
dλ

]) 1
2
) k

2(k∨1)
. (61)

After Jensen’s inequality, the first expectation on the right-hand side can be dealt by
Lemma 8 (the same as in the proof of Lemma 9). By (26), the second expectation has
the bound

∫ 1

0
E

[
sup

0≤u≤t

∣∣∣Xx+λrκ
u(κ)

∣∣∣
4k∨4 ]

dλ ≤
∫ 1

0
ρ

(
1 +

∑

i∈I0∪I ′
0

E[Vi (0, x̄i (x + λrκ))]
)
dλ

(62)
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and, by (21) and Lemma 8, the third and last expectation has the bound

E

[ ∫ 1

0

(∫ t

0
G(u, Xx+λrκ

u )du

)2k∨2
dλ

]

≤ C
∫ 1

0
E

[(
1 +

∑

i∈I0

∫ t

0
log Vi (u, x̄i (x + λuκ))du

+
∑

i ′∈I ′
0

log Vi ′(t, x̄i ′(x + λrκ))

)2k∨2]
dλ

≤ C
∫ 1

0

(
1 +

∑

i∈I0
t2k∨2−1

∫ t

0
E[Vi (u, x̄i (x + λrκ))]du

+
∑

i ′∈I ′
0

E[Vi ′(t, x̄i ′(x + λrκ))]
)
dλ

≤ C
∫ 1

0

(
1 +

∑

i∈I0∪I ′
0

E[Vi (0, x̄i (x + λrκ))]
)
dλ. (63)

Gathering Lemma 8, (62) and (63), the bound (61) becomes

E

[
sup

0≤u≤t
|X (r)

u(κ)|k
]

≤ Crk
(∫ 1

0

(
1 +

∑

i∈I0∪I ′
0

E[Vi (0, x̄i (x + λrκ))]
)
dλ

) k
2q2

+ k
2(k∨1)

,

which, by definition of q2, proves that the conclusion of Lemma 9 holds except
with W (x, rκ) = 1 +∑i∈I0∪I ′

0

∫ 1
0 E[Vi (0, x̄i (x + λrκ))]dλ. The same type of argu-

ments may be applied in the proof of Theorem 10 to obtain the assertions here. In
particular, the main point is to use that expressions of the form h(s+u, Xs,x ′

u )−h(s+
u, Xs,x

u ) = ∫ 10 ∇h(s + u, λXs,x ′
u + (1 − λ)Xs,x

u ) · (Xs,x ′
u − Xs,x

u )dλ may be replaced

by
∫ 1
0 ∇h(t, Xx+λrκ

u ) · r Xx+λrκ
u(κ) dλ. The detailed arguments are omitted. ��

Theorem 18 (Alternative assumptions to Theorem 11) Let Assumptions 5, 6 hold.
Let f : � × [0, T ] ×R

n → R, c ∈ � × [0, T ] ×R
n → [0,∞), g : � ×R

n → R be
such that f (·, x), c(·, x) are F ⊗ B([0, T ])-measurable functions for every x ∈ R

n,
satisfying for anyω ∈ � that

∫ T
0 supx∈Rn (|c(t, x)|+| f (t, x)|)dt < ∞ for every R > 0

and f (t, ·), c(t, ·), g ∈ C p for all t ∈ [0, T ]. Assume there exists k2 > 1 such
that f and g have (p, k2)′-Lyapunov derivatives. There exists K > 1 such that if for
any 1 < k′ < K, c has (p, k′)′-Lyapunov derivatives, then the following statements
hold.

(i) For u given by (41), defined for (s, x) ∈ [0, T ]×R
n and stopping times t ≤ T −s,

the expectation E[u(s, t, x)] is continuously differentiable in x up to order p.
(ii) For every multiindex β with 0 ≤ |β| ≤ p, there exists a finite order polynomial q∗,

the degree of which is independent of all of the Lyapunov functions in Assump-
tions 5, 6 and of the Lyapunov derivatives, such that for (s, x) ∈ [0, T ] ×R

n and

123



Regularity preservation in Kolmogorov equations 295

all stopping times t ≤ T − s, it holds that

|∂β
x E[u(s, t, x)]|

≤ q∗
(∫ 1

0
V (0, x̄(λx + (1 − λ)x ′))dλ),

∫ 1

0
V s,T (0, x̃(λx + (1 − λ)x ′))dλ,

∫ 1

0
V̂ s,T
l1

(0, x̂l1(λx + (1 − λ)x ′))dλ, V (0, x̄(x)), V s,T (0, x̃(x)),

V̂ s,T
li

(0, x̂li (x)) : i ∈ I ∗
)

,

where I ∗ ⊂ N is finite, li > 0 and x̃, V s,T associated to the (|β|, k2)′-Lyapunov
derivatives of f , g and the (|β|, k′)′-Lyapunov derivatives of c are representative
across any and all of { f , c, g} and k′ ∈ K0 ⊂ (1, K ) for some finite K0.

(iii) Let Assumption 4 hold. Suppose f , c, g are nonrandom and satisfy Assumption 3.
Suppose that the families of Lyapunov functions in Assumptions 5, 6, 3 and for the
Lyapunov derivatives of c are local in s. For any multiindex α with 0 ≤ |α| ≤ p,
the function �T × R

n � ((s, t), x) 	→ |∂α
t E[u(s, t, x)]| is locally bounded and

if p ≥ 2, then for any R > 0, there exists a constant N > 0 such that (43) holds
for all s, s′ ∈ (0, T ) and x ∈ BR.

For the proof of Theorem 18, Lemma 12 can easily be modified using what has
alreadybeenmentioned in the proof ofTheorem17, so thatTheorem11(i) holds. Proofs
for the other assertions of Theorem 11 follow in very similar ways. The same applies
for the following Theorems 19, 20. The precise arguments are therefore omitted.

Theorem 19 (Alternative assumptions to Theorem 14) Let the assumptions of Theo-
rem 18 hold with p ≥ 2 and let Assumption 4 hold. Let f , c, g be nonrandom and
satisfy Assumption 3 (with (p, k)′-Lyapunov derivatives replacing (p, k)-Lyapunov
derivatives). There exists K > 1 such that if c has (p, k′)′-Lyapunov derivatives for
any 1 < k′ < K and the families of Lyapunov functions in Assumptions 5, 6, 3 and
for the Lyapunov derivatives of c are local in s, then for v : [0, T ] × R

n → R given
by (53) with u as in (41), the Eq. (7) holds almost everywhere in (0, T ) × R

n.

Theorem 20 (Alternative assumptions to Theorem 15) Let the assumptions of The-
orem 18 hold with p ≥ 2. Let Assumption 4 hold and assume b, σ, f , c, g are
independent of ω, t . There exists K̄ > 1 such that if

1. for any k′ ∈ (1, K̄ ], f , c, g have (p, k′)′-Lyapunov derivatives,
2. for any Lyapunov function V and corresponding mapping x̂ from Assumptions 5, 6

and Definition 5, it holds P-a.s. that V (0, x̂(Xx
t )) ≤ C(1+V (t, x̂(x))) for all x ∈

R
n, t ∈ [0, T ],

then the function v given by (54) for all (t, x) ∈ [0, T ] × R
n is a classical solution

to (7) on [0, T ] ×R
n, in the sense that v ∈ C1,2, ∂tv, ∇xv, D2

xv are continuous and v

satisfies (7).
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6 Weak convergence rates for approximations under Lyapunov
conditions

Here, the results in Sect. 3 are used with the exponential integrability property of
stopped increment-tamed Euler–Maruyama schemes from [10] in order to estab-
lish weak convergence rates for SDEs with non-globally monotone coefficients. The
well-known proof (see [2, Theorem 14.5.2]), establishing weak rates for the Euler–
Maruyama scheme approximating (10) with globally Lipschitz coefficients, requires
bounds on derivatives of the expectation (53), the Kolmogorov Eq. (7) and moment
bounds on the discretization. Although analogous requirements have mostly been
shown to be met in the setting here, the Itô–Alekseev–Gröbner formula of [5] is used
(in the form of Proposition 7) for a more direct proof, which uses moment estimates
on derivative processes as the main prerequisites. Along the way, strong completeness
(see e.g. [30] for a definition) of the derivative SDEs as in (24) (and its higher order
analogues) are shown in Lemma 22 using a result of [7]. The same assertions as those
in Lemma 22 up to order 2 have appeared recently in [6] under different assump-
tions. The approach here uses the results in [20] for continuous differentiability in
initial condition as a starting point and consequently requires (at least at face value)
the underlying space to be all of Rn . Before the aforementioned strong completeness
result, a local Hölder continuity in time result in the strong L p(P) sense for derivatives
to our SDE is shown in Lemma 21.

We begin by stating the numerical scheme and assumptions from [10] (amongst
which is a Lyapunov-type condition) used for its exponential integrability. Assump-
tions about the relationship between the Lyapunov(-type) functions there and those
in Assumptions 1, 2 are stated alongside, as well as some assumptions from Proposi-
tion 7. Lemma 22 serves to verify the rest of the assumptions in Proposition 7 for use
in proving the main Theorem 23. More specifically, Lemma 22 verifies the continuous
differentiability conditions and the finiteness in expectation conditions as assumed in
Proposition 7.

Assumption 7 (i) The filtration Ft satisfies Ft = σ(F0 ∪ σ(Ws : s ∈ [0, t]) ∪ {A ∈
F : P(A) = 0}) and that F0 and σ(Ws : s ∈ [0, T ]) are independent. It holds
that O = R

n and b, σ are independent of ω, t .
(ii) There exist γ, ρ ≥ 0, γ ′, c′ > 0, ξ, c > 1, Ū0 ∈ R, U ∈ C2(Rn, [0,∞)), Ū ∈

C(Rn) such that Ū > Ū0, U (x) ≥ c′|1 + x |γ ′
and

sup
κ1,...,κ j∈Rn\{0}:
|κ1|=···=|κ j |=1

∣∣∣∣∣∣

n∑

i1,...,i j=1

∂i1 · · · ∂i j (U (x) −U (y))(κ1)i1 · · · (κ j )i j

∣∣∣∣∣∣

≤ c|x − y|
(
1 + sup

λ∈[0,1]
|U (λx + (1 − λ)y)|

)(1− j+1
ξ

)
∨0

,

|∂αb(x)| + ‖∂ασ (x)‖ + |Ū (x)| ≤ c(1 +U (x))γ ,

|Ū (x) − Ū (y)|
|x − y| ≤ c(1 + |U (x)|γ + |U (y)|γ ),
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LU (x) + 1

2
‖σ
∇U (x)‖2 + Ū (x) ≤ ρU (x). (64)

for all x, y ∈ R
n , j ∈ {0, 1, 2} and multiindices α with 0 ≤ |α| ≤ 2.

(iii) For any θ ∈ � := {θ = (t0, . . . , tn∗) : n∗ ∈ N, tk ∈ [0, T ], tk < tk+1, k ∈
{1, . . . , n∗ − 1}, t0 = 0, tn∗ = T }, the function Y θ· : � × [0, T ] → R

n is an Ft -

adapted, P-a.s. continuous process satisfying supθ∈� E[eU (Y θ
0 )] < ∞ and P-a.s.

that

Y θ
t = Y θ

tk + 1{y:|y|<exp(|log supk tk+1−tk |
1
2 )}(Y

θ
tk )

·
[

b(Y θ
tk )(t − tk) + σ(Y θ

tk )(Wt − Wtk )

1 + |b(Y θ
tk )(t − tk) + σ(Y θ

tk )(Wt − Wtk )|q ′

]
(65)

on t ∈ (tk, tk+1] for each k ∈ {0, . . . , n∗ − 1}, where q ′ ≥ 3.
(iv) Assumptions 1 and 2 hold with p ≥ 3. There exists 0 < l∗ ≤ 1 such that for

any V ′ ∈ {Vi , V̂ s,T
k : i ∈ I0 ∩ I0, s ∈ [0, T ], 2 ≤ |α| ≤ p − 1, k ≥ 2}, it

holds P-a.s. that

V ′(0, x̃ ′(X y
s,τ ))

l∗ ≤ C(1 + V ′(τ − s, x̃ ′(y))),

V ′(0, x̃ ′(y))l∗ ≤ C(1 + eU (y)e−ρT
)

for all s ∈ [0, T ], stopping times τ ≤ T − s, y ∈ ∪θ∈�Range(Y θ· ), where x̃ ′ = x̄i
if V ′ = Vi , x̃ ′ = x̂k otherwise and X y

s,t solves

X y
s,t = y +

∫ t

s
b(X y

s,u)du +
∫ t

s
σ(X y

s,u)dWu . (66)

Remark 4 (a) Assumption 7(ii) implies that the mapping (t, x, y) 	→ eU (x)e−ρt+y is a
Lyapunov function in the sense of [26, Theorem 3.5] for an extended system (see
the proof of Corollary 3.3 in [19]), so that for all s ∈ [0, T ], x ∈ R

n , there exists a
unique up to distinguishability, Ft -adapted, P-a.s. continuous solution to (66) and

for t ∈ [s, T ] it holds P-a.s. that XXx
s,t

t,T = Xx
s,T .

(b) In Assumption 7(i), the assertions about Ft are essentially from [5]. We set O
to be the whole space and fix b and σ to be time-independent and nonrandom in
order to use continuous differentiability in initial value from [20] and to use the
exponential integrability results of [10].

(c) Assumptions 7(ii) and 7(iii) also follow closely the assumptions in [8, 10]. Here,
two things are of note. Firstly, q ′ is assumed to be greater than or equal to 3
rather than 1 in the denominator of the expression for Y θ

t ; this assumption is
made in order to ensure well-behavedness of some higher order terms in the
Itô–Alekseev–Gröbner expansion such that weak convergence rate of order 1 is
attained. Secondly, the lower bound U ≥ c′|1 + x |γ ′

and (64) are not strictly
necessary. This is useful for determining that the main assumptions genuinely
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generalize the globally Lipschitz case, where the Lyapunov functions are polyno-
mial and U grows like log x . More precise generalizing assumptions are given in
Remark 5. Note that these in turn relax the regularity conditions on b, σ in [2] for
order one weak convergence rates.

(d) The Lipschitz estimate onU with j = 0 in (ii) easily gives thatU is polynomially
bounded, so that the set under the indicator function in (iii) indeed satisfies the
assumptions in [10], as used in [8, 10].

(e) Item (iv) (and in general Assumption 7) are easily satisfied by the examples men-
tioned here and in particular if all of the Lyapunov functions have V0 = eU (x)e−ρt

(as in Theorem 2) or V0 = eU (x)e−ρt+y (as in again proof of Corollary 3.3 in [19]).

In the following, for any s ∈ [0, T ], we extend the definition of any process Zt

defined on [s, T ] to [0, T ] by setting Zt = Zs for t ∈ [0, s). In the proofs, many
computations are close in spirit to those in Lemma 9, Theorem 10 and so are
compressed.

Lemma 21 Under Assumption 7, for any k1 > 2(n + 1), R > 0, there exist
constants C > 0, n + 1 < ν1 ≤ k1 such that

E

[
sup

u∈[s,t]
|∂(κ)Xx

s,u − ∂(κ)Xx
s,s |k1

]
< C |t − s|ν1

for all (s, t) ∈ �T , x ∈ BR, κ ∈ {(κi )1≤i≤p0 : κi ∈ R
n, |κi | = 1, 1 ≤ i ≤ p, p0 ∈

N0 ∩ [0, p]}.
Proof By (34) in Theorem 10 (with a time-shifted Wiener process and filtration) and
using that ∂(κ)Xx

s,s = 0 (for κ in the following set), the existence of such constants
have already been shown for κ ∈ {(κi )1≤i≤p0 : κi ∈ R

n, |κi | = 1, 1 ≤ i ≤ p, p0 ∈
N0 ∩ [2, p]}. Using Assumption 7(ii), Corollaries 5, 6 as well as Jensen’s inequality,
it holds that

E

[
sup

u∈[s,t]
|Xx

s,u − x |k1
]

≤ Cek1(t−s)
(
E

[
(t − s)k1−1

∫ t−s

0
eU (Xx

s,s+u)e
−ρu−2k1udu

]) 1
2

≤ Cek1(t−s)
(

(t − s)k1−1
∫ t−s

0
eU (x)du

) 1
2

≤ C |t − s| k12

for all (s, t) ∈ �T , x ∈ BR . Using in addition Assumption 1, it holds that

E

[
sup

u∈[s,t]
|∂(κi )Xx

s,u − κi |k1
]

≤ C
(
E

[(
e
m(
∑

i∈I0
∫ t−s
0 log Vi (u,x̄i (x))+∑i ′∈I ′0 log Vi ′ (t−s,x̄i ′ (x))

)2k1]) 1
2

·
(
E

[
(t − s)k1−1

∫ t−s

0
eU (Xx

s,s+u)e
−ρu

du

]) 1
2
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≤ C

(
1 +

∑

i∈I0∪I ′
0

Vi (0, x̄i (x))

) 1
2
(

(t − s)k1−1
∫ t−s

0
eU (x)du

) 1
2

≤ C |t − s| k12

for all (s, t) ∈ �T , x ∈ BR , κi ∈ R
n with |κi | = 1. ��

The following lemmaverifies the corresponding assumptions in Proposition 7 under
Assumption 7. Moreover, it is shown that the estimates therein hold uniformly with
respect to the discretization θ ∈ �.

Lemma 22 Let Assumption 7 hold. There exists a function � × �T × R
n �

(ω, (s, t), x) 	→ X̄ x
s,t (ω) ∈ R

n such that

• it holds P-a.s. that for any (s, t) ∈ �T , Rn � x 	→ X̄ x
s,t ∈ R

n is continuously
differentiable in x up to order p − 1 and the derivative �T ×R

n � ((s, t), x) 	→
∂α X̄ x

s,t ∈ R
n is continuous for all multiindices α with 0 ≤ |α| ≤ p − 1,

• for any s ∈ [0, T ], x ∈ R
n, the function ∂α X̄ x

s,· is indistinguishable from ∂(κα)Xx
s,·

for all multiindices α with 0 ≤ |α| ≤ p − 1.

Moreover, for any p† > 0, it holds that

sup
0≤|α|≤p−1

sup
θ∈�

sup
0≤r≤s≤t≤T

E

[∣∣∣b
(
X̄
Y θ
s

s,t

)∣∣∣
p† +

∥∥∥σ
(
X̄
Y θ
s

s,t

)∥∥∥
p† +

∣∣∣∣∂
α X̄

X̄
Y θ
r

r ,s
t,T

∣∣∣∣
p†]

< ∞.

Proof By Lemma 16 (with time-shifted Wiener process and filtration), derivatives in
probability ∂(κα)Xx

s,· are indistinguishable from classical derivatives ∂α X̂ x
s,·. In order

to use Corollary 3.10 in [7], we show that for each R > 0, k1 > 2(n+ 1), it holds that

sup
0≤|α|≤p−1

sup
x,x ′∈BR

sup
s,s′∈[0,T ]

E[supt∈[0,T ]|∂α X̂ x ′
s′,t − ∂α X̂ x

s,t |k1]
(|x ′ − x |2 + |s′ − s|2) ν1

2

< ∞, (67)

where ν1 is the same constant from Lemma 21. The marginal differences in x and s in
the numerator are considered separately. By Lemma 9 or Theorem 10, the difference
term in x in the numerator of (67) has the bound

E

[
sup

t∈[0,T ]
|∂α X̂ x ′

s′,t − ∂α X̂ x
s′,t |k1

]
≤ C |x ′ − x |k1

for all s ∈ [0, T ], x, x ′ ∈ BR , which is the desired Hölder bound for (67). For the
difference term in s in the numerator of (67), it holds that

E

[
sup

t∈[0,T ]
|∂α X̂ x

s′,t − ∂α X̂ x
s,t |k1

]
≤ E

[
sup

t∈[s∧s′,s∨s′]
|∂α X̂ x

s∧s′,t − ∂α X̂ x
s∨s′,s∨s′ |k1

]

+ E

[
sup

t∈[s∨s′,T ]
|∂α X̂ x

s′,t − ∂α X̂ x
s,t |k1

]
, (68)
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where the first term on the right-hand side has the desired Hölder bound for (67)
by Lemma 21. For the second term, by Assumption 7(iv) and Lemma 13, combined
with Theorem 5.3 in [1], the joint system solved by (∂αXx

s,t )0≤|α|≤p−1 is regular
[1, Definition 2.1] and the same holds for the sum (∂αXx

s′,t − ∂αXx
s,t )0≤|α|≤p−1 by

an easy argument; therefore the strong Markov property (Theorem 2.13 in [1] with
Proposition 4.1.5 in [31]) yields for any R′ > 0 that

E

[
sup

t∈[s∨s′,T ]
|∂α X̂ x

s′,t − ∂α X̂ x
s,t |k1 ∧ R′

]

= E

[
E

[
sup

t∈[s∨s′,T ]
|∂α X̂ x

s′,t − ∂α X̂ x
s,t |k1 ∧ R′

∣∣∣∣Fs∨s′
]]

=
∫ ∫

sup
t∈[s∨s′,T ]

∣∣∣∂α X̂
(∂β X̂ x

s∧s′,s∨s′ (ω))β

s∨s′,t (ω′)

− ∂α X̂ x
s∨s′,t (ω

′)
∣∣∣
k1 ∧ R′ dP(ω′)dP(ω), (69)

where ∂α X̂
(∂β X̂ x

s∧s′,s∨s′ (ω))β

s∨s′,t (ω′) denotes the solution to the same (joint) system

as ∂α X̂ x
s∨s′,t (ω

′) but with initial conditions ∂β X̂ x
s∧s′,s∨s′(ω) for 0 ≤ |β| ≤ p − 1

for each respective partial derivative in place of the initial conditions x , ei or 0. Then
the proofs of Lemma 9 and Theorem 10 may be slightly modified in order to obtain
analogous statements for the expectation in ω′ in (69); the modification is namely
that the initial condition (fixed with respect to ω′) as mentioned can be added with no
complications4 when Corollary 5 is applied. Given this, it holds that

E

[
sup

t∈[s∨s′,T ]
|∂α X̂ x

s′,t − ∂α X̂ x
s,t |k1 ∧ R′

]

≤ C
|α|−1∑

β=0

E

[
|∂β X̂ x

s∧s′,s∨s′ − ∂β X̂ x
s∨s′,s∨s′ |k1

]
,

= C
|α|−1∑

β=0

E

[
|∂β X̂ x

s∧s′,s∨s′ − ∂β X̂ x
s∧s′,s∧s′ |k1

]
,

for all x ∈ BR , s, s′ ∈ [0, T ], 0 ≤ |α| ≤ p − 1, which, by Lemma 21 and dom-
inated convergence in R′, implies that the last term on the right-hand side of (68)
has the desired Hölder bound for (67). Gathering the above and using the triangle
inequality, (67) holds. Consequently, using on the way Lemma 9 and Theorem 10,
Corollary 3.10 in [7] may be applied with β = ν1

k1
, D = [0, T ] × R

n , E = F =
C([0, T ],Rn), X = (� × [0, T ] × R

n � (ω, s, x) 	→ ∂α X̂ x
s,·(ω) ∈ C([0, T ],Rn))

to obtain for 0 ≤ |α| ≤ p − 1 existence of an F ⊗ B([0, T ]) ⊗ B(Rn)-
measurable � × [0, T ] ×R

n � (ω, s, x) 	→ ∂αX
x
s,·(ω) ∈ C([0, T ],Rn) such that for

4 Actually the T − s term is lost on the right-hand side of (33) but that’s not important here.
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allω ∈ �, the function [0, T ]×R
n � (s, x) 	→ ∂αX

x
s,· ∈ C([0, T ],Rn) is continuous

and for any (s, x) ∈ [0, T ] × R
n , ∂αX

x
s,· is indistinguishable from ∂α X̂ x

s,·.
Since partial integrals of (jointly) continuous functions are still continuous, we

may partially integrate |α| times each �T × R
n � ((s, t), x) 	→ ∂αX

x
s,t ∈ R

n

from 0 to xi in order to obtain for each α,ω a continuous function �T × R
n �

((s, t), x) 	→ X̄ x,α
s,t ∈ R

n (where at each integration, continuous functions of the

form ((s, t), x) 	→ ∂βX
(x1,...,0,...,xn)
s,t and subsequently their integrals are added in line

with the fundamental theorem of calculus, which have zero partial derivative ). For
any (s, t) ∈ �T and α with 0 ≤ |α| ≤ p−1, by definition of ∂αX

x
s,t and its continuity

in x , it holds P-a.s. that ∂αX
x
s,t = ∂α X̂ x

s,t for all x ∈ R
n , so that their partial integrals

in x are alsoP-a.s. equal for all x ∈ R
n and in particular it holdsP-a.s. that X̄ x,α

s,t = X̂ x
s,t ,

for all x ∈ R
n . Therefore, by continuity in (s, t), x , these functions coincide P-a.s.

across α, that is, it holds P-a.s. that X̄ x,α
s,t = X̄ x,α′

s,t and thus ∂β X̄ x,α
s,t = ∂β X̄ x,α′

s,t for
all (s, t) ∈ �T , x ∈ R

n and multiindices α, α′, β with |α|, |α′|, |β| ∈ [0, p − 1]. Let
this P-a.s. defined function be denoted by X̄ x

s,t , then the assertions about X̄ x
s,t in the

statement of the lemma have been shown.
For the last assertion, the Markov property (Theorem 2.13 in [1]) will be applied

repeatedly without further mention. Since Assumption 7(ii) implies in particular for
any p† > 0 that

|b(x)|p† + ‖σ(x)‖p† ≤ CeU (x)e−ρt

for all x ∈ R
n , t ∈ [0, T ], by Corollary 6 and Assumption 7(ii), it holds that

sup
θ∈�

sup
0≤s≤t≤T

E[|b(X̄Y θ
s

s,t )|p
† + ‖σ(X̄

Y θ
s

s,t )‖p† ]

≤ C sup
θ∈�

sup
0≤s≤t≤T

E

[
eU (X̄

Y θ
s

s,t )e−ρ(t−s)
]

≤ C sup
θ∈�

sup
0≤s≤t≤T

E

[
eU (X̄

Y θ
s

s,t )e−ρ(t−s)+∫ ts Ū (X̄Ys
s,u)e−ρ(u−s)du

]

≤ C sup
θ∈�

sup
0≤s≤T

E

[
eU (Y θ

s )
]
,

which is finite by Theorem 2.9 in [10]. For any p† > 0, by Assumption 7(ii),
Corollary 6 and that e−ρ(s−r), e−ρr < 1, it holds that

sup
0≤r≤s≤t≤T

E

[∣∣∣X̄ X̄
Y θ
r

r ,s
t,T

∣∣∣
p†
]

≤ C sup
0≤r≤s≤t≤T

E

[
exp(U (X̄

X̄
Y θ
r

r ,s
t,T )e−ρ(T−t)e−ρ(s−r)e−ρr

+
∫ T

t
Ū (X̄

X̄
Y θ
r

r ,s
t,u )e−ρ(u−t)e−ρ(s−r)e−ρr du)

]
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≤ C sup
0≤r≤s≤T

E

[
eU (X̄

Y θ
r

r ,s )e−ρ(s−r)e−ρr
]

≤ C sup
0≤r≤s≤T

E

[
eU (X̄

Y θ
r

r ,s )e−ρ(s−r)e−ρr+∫ sr Ū (X̄
Y θ
r

r ,u )e−ρ(u−r)e−ρr du
]

≤ C sup
0≤r≤T

E

[
eU (Y θ

r )e−ρr
]
,

for all θ ∈ �, which is finite uniformly in θ by Theorem 2.9 in [10].
For the higher derivatives, first note that for V0 satisfying (14) and 0 < l < 1, (14) is

also satisfiedwith (V0+1)l in place ofV0.Moreover, the respectiveLyapunov functions
they generate satisfy Assumptions 1 and 2. Therefore, for any Ĩ ∈ N∩ [1, p− 1], κ ∈
{(κi )i=1,..., Ĩ : κi ∈ R

n, |κi | = 1}, we may choose l = (l∗)2
degree(q0)

, with q0 from

Theorem 10, so that for p̃† > 0, by Lemma 9 or Theorem 10, Young’s inequality,
Assumptions 7(ii)(iv) and Corollary 4, it holds that

sup
0≤r≤s≤t≤T

E

[∣∣∣∂(κ)X
X
Y θ
r

r ,s
t,T

∣∣∣
p̃†
]

≤ C sup
0≤r≤s≤T

E

[
1 +

∑

i∈I0∪I ′
0

Vi (0, x̄i (X
Y θ
r

r ,s))
(l∗)2 +

i∗∑

i=1

V̂ 0,T
li

(0, x̂li (X
Y θ
r

r ,s))
(l∗)2
]

≤ C sup
0≤r≤s≤T

E

[
1 +

∑

i∈I0∪I ′
0

Vi (s − r , x̄i (Y
θ
r ))l

∗ +
i∗∑

i=1

V̂ 0,T
li

(s − r , x̂li (Y
θ
r ))l

∗
]

≤ C sup
0≤r≤T

E

[
1 +

∑

i∈I0∪I ′
0

Vi (0, x̄i (Y
θ
r ))l

∗ +
i∗∑

i=1

V̂ 0,T
li

(0, x̂li (Y
θ
r ))l

∗
]

≤ C sup
0≤r≤T

E

[
1 + eU (Y θ

r )e−ρT
]
,

where C is in particular independent of κ ∈ {(κi )i=1,..., Ĩ : κi ∈ R
n, |κi | = 1}

and θ ∈ �, so that the right-hand side is finite uniformly in θ by Theorem 2.9 in [10]
and also uniformly in Ĩ . ��

Themain theorem of this section about weak convergence of order 1 for the stopped
increment-tamed Euler–Maruyama scheme is as follows.

Theorem 23 Let Assumption 7 hold. For f ∈ C3(Rn,R), if there exist con-
stants q†,C f > 0 such that

|∂α f (x)| ≤ C f

(
1 + |x |q†

)
(70)
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for all x ∈ R
n and multiindices α with 0 ≤ |α| ≤ 3, then there exists a constant C > 0

such that ∣∣∣E
[
f
(
X
Y θ
0

0,T

)]
− E

[
f
(
Y θ
T

)]∣∣∣ ≤ C sup
k∈N0∩[0,n∗)

(tk+1 − tk)

for all θ ∈ �, where θ = (t0, . . . , tn∗).

Proof Throughout the proof, we write D|θ | = {y : |y| < exp(|log supk tk+1 − tk | 12 )}.
To begin, we rewrite the approximation Y θ

t as the solution of a SDE. For every k ∈
N0 ∩ [0, n∗ − 1], θ = (t0, . . . , tn∗) ∈ �, consider

Z θ,k
t =

⎧
⎪⎨

⎪⎩

0 if t ≤ tk
b(Y θ

tk )(t − tk) + σ(Y θ
tk )(Wt − Wtk ) if tk < t ≤ tk+1

b(Y θ
tk )(tk+1 − tk) + σ(Y θ

tk )(Wtk+1 − Wtk ) if tk+1 < t

=
∫ t

0
1(tk ,tk+1](u)b(Y θ

tk )du +
∫ t

0
1(tk ,tk+1](u)σ (Y θ

tk )dWu, (71)

defined for all t ∈ [0, T ], then Y θ
t solves

Y θ
t = Y θ

0 +
n∗−1∑

k=0

1D|θ |(Y
θ
tk )

Z θ,k
t

1 + |Z θ,k
t |q ′ , (72)

where by Itô’s rule, for f̂ : Rn → R
n given by f̂ (z) = z

1+|z|q′ , it holds that

Z θ,k
t

1 + |Z θ,k
t |q ′ =

∫ t

0
1(tk ,tk+1](u)(b(Y θ

tk ) + b∗(Y θ
tk , Z

θ,k
u ))du

+
∫ t

0
1(tk ,tk+1](u)(σ (Y θ

tk ) + σ ∗(Y θ
tk , Z

θ,k
u ))dWu (73)

and b∗ : Rn × R
n → R

n and σ ∗ : Rn × R
n → R

n×n are given by

b∗(y, z) = −b(y)

( |z|q ′

1 + |z|q ′

)
− q ′z

(
z · b(y) |z|q ′−2

(1 + |z|q ′
)2

)

+ 1

2
((σσ
(y)) : D2) f̂ (z) (74)

σ ∗(y, z) = −σ(y)

( |z|q ′

1 + |z|q ′

)
− q ′z

(
z
σ(y)

|z|q ′−2

(1 + |z|q ′
)2

)
. (75)

By assumption it holds that q ′ ≥ 3, therefore there exists a constant ν2 ≥ 2 such that
the second order derivatives satisfy |∂2i j f̂ (z)| ≤ C |z|ν2 for all z ∈ R

n , i, j ∈ N∩[1, n].
By Lemma 22 and Proposition 7, for any θ ∈ �, it holds that

E

[
f
(
X
Y θ
0

0,T

)]
− E

[
f
(
Y θ
T

)]
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=
n∗−1∑

k=0

E

[ ∫ tk+1

tk

((((
b(Y θ

t ) − 1D|θ |(Y
θ
tk )(b(Y

θ
tk )

+ b∗(Y θ
tk , Z

θ,k
t ))

)
· ∇
)
X̄
Y θ
t

t,T

)
· ∇
)
f (X̄

Y θ
t

t,T )dt

]

+ 1

2
E

[ ∫ tk+1

tk

n∑

i, j=1

(
σ(Y θ

t )σ (Y θ
t )
 − 1D|θ |(Y

θ
tk )(σ (Y θ

tk )

+ σ ∗(Y θ
tk , Z

θ,k
t ))(σ (Y θ

tk ) + σ ∗(Y θ
tk , Z

θ,k
t ))


)

i j

·
(
((∂i X̄

Y θ
t

t,T ⊗ ∂ j X̄
Y θ
t

t,T ) : D2) f (X̄
Y θ
t

t,T ) + (∂2i j X̄
Y θ
t

t,T · ∇) f (X̄
Y θ
t

t,T )
)
dt

]
. (76)

For the first terms on the right-hand side of (76), denoting

b̂∗(y′, y, z) = b(y′) − 1D|θ |(y)(b(y) + b∗(y, z)), (77)

it holds that

(((
b̂∗(Y θ

t ,Y θ
tk , Z

θ,k
t ) · ∇

)
X̄
Y θ
t

t,T

)
· ∇
)
f (X̄

Y θ
t

t,T )

=
(((

b̂∗(Y θ
t ,Y θ

tk , Z
θ,k
t ) · ∇

)(
X̄
Y θ
t

t,T − X̄
Y θ
tk

t,T

))
· ∇
)
f (X̄

Y θ
t

t,T )

+
(((

b̂∗(Y θ
t ,Y θ

tk , Z
θ,k
t ) · ∇

)
X̄
Y θ
tk

t,T

)
· ∇
)(

f (X̄
Y θ
t

t,T ) − f (X̄
Y θ
tk

t,T )
)

+
(((

b̂∗(Y θ
t ,Y θ

tk , Z
θ,k
t ) · ∇

)
X̄
Y θ
tk

t,T

)
· ∇
)
f (X̄

Y θ
tk

t,T ). (78)

The first part of the factor involving b has the form

b(Y θ
t ) − 1D|θ |(Y

θ
tk )b(Y

θ
tk )

=
[
b(Y θ

t ) − b(Y θ
tk )

]
+
[
b(Y θ

tk ) − 1D|θ |(Y
θ
tk )b(Y

θ
tk )

]

=
∫ t

tk
1Dθ (Ytk )

((
(b(Y θ

tk ) + b∗(Y θ
tk , Z

θ,k
u )) · ∇

)
b(Y θ

u )

+ 1

2

((
(σ (Y θ

tk ) + σ ∗(Y θ
tk , Z

θ,k
u ))(σ (Y θ

tk ) + σ ∗(Y θ
tk , Z

θ,k
u ))


)
: D2

)
b(Y θ

u )
)
du

+
∫ t

tk
1Dθ (Ytk )

(
(σ (Y θ

tk ) + σ ∗(Y θ
tk , Z

θ,k
u )) · ∇

)
b(Y θ

u )dWu

+ b(Y θ
tk )(1 − 1D|θ |(Y

θ
tk )), (79)

where the integral w.r.t. u is uniformly bounded in θ by C(t − tk) in L2(P) norm, the

stochastic integral is uniformly bounded in θ by C(t − tk)
1
2 in L2(P) norm and the

last term has the same property as the integral w.r.t. u (and in fact of arbitrary order
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in t − tk) by the calculation of inequalities (47), (48) in [8]. Using the definition (74)
for b∗ along with q ′ ≥ 3, there exists a constant ν2 ≥ 2 such that the remaining part
of the factor involving b from (78) has the bound

|1D|θ |(Y
θ
tk )b

∗(Y θ
tk , Z

θ,k
t )| ≤ C |b(Y θ

tk )||Z θ,k
t |ν2 (80)

for all θ ∈ �. Putting (79) and (80) into the first term on the right-hand side of (78) and
using Hölder’s inequality, Assumptions 7(ii)(iv), Eqs. (71)–(75), Lemmas 22 and 9,
Theorem 10, Markov property (Theorem 2.13 in [1]; see also justification in the proof
of Lemma 22), the fact that if V is a Lyapunov function then (V + 1)l with 0 < l ≤ 1
is also one and exponential integrability for U as in Theorem 2.9 in [10] yield

E

[∣∣∣∣
(((

b̂∗(Y θ
t ,Y θ

tk , Z
θ,k
t ) · ∇

)(
X̄
Y θ
t

t,T − X̄
Y θ
tk

t,T

))
· ∇
)
f (X̄

Y θ
t

t,T )

∣∣∣∣

]
≤ C(t − tk) (81)

for all t ∈ [tk, tk+1), θ ∈ �. The same arguments can be used for the second term on
the right-hand side of (78), along with the additional estimate

E[|∂i f (X̄Y θ
t

t,T ) − ∂i f (X̄
Y θ
tk

t,T )|r ]

≤ E

[∣∣∣∣
∫ 1

0
∇∂i f (λX̄

Y θ
t

t,T + (1 − λ)X̄
Y θ
tk

t,T )dλ · (X̄
Y θ
t

t,T − X̄
Y θ
tk

t,T )

∣∣∣∣
r]

≤ C
(
1 + E

[
|X̄Y θ

t
t,T |2q†

]
+ E

[
|X̄Y θ

tk
t,T |2q†

]) r
2
(
E|X̄Y θ

t
t,T − X̄

Y θ
tk

t,T |2
) r

2

≤ C

(
E

[
exp

(
U (Y θ

t )

eρt

)]
+ E

[
exp

(
U (Y θ

tk )

eρtk

)])
E

[
|Y θ

t − Y θ
tk |r
]

≤ C(t − tk)
r
2

where r > 1, in order to obtain the same right-hand bound as (81). For the last term
on the right-hand side of (78), we rely more prominently on the Markov property. For
any R > 0, it holds that

E

[(((
b̂∗(Y θ

t ,Y θ
tk , Z

θ,k
t ) · ∇

)
X̄
Y θ
tk

t,T

)
· ∇
)
f
(
X̄
Y θ
tk

t,T

)
∧ R

]

= E

[
E

[(((
b̂∗(Y θ

t ,Y θ
tk , Z

θ,k
t ) · ∇

)
X̄
Y θ
tk

t,T

)
· ∇
)
f
(
X̄
Y θ
tk

t,T

)
∧ R

∣∣∣∣Ft

]]

=
n∑

i=1

E

[
b̂∗
i (Y

θ
t ,Y θ

tk , Z
θ,k
t )E

[(
∂i X̄

Y θ
tk

t,T · ∇
)
f
(
X̄
Y θ
tk

t,T

)
∧ R

∣∣∣Ft

]]

=
n∑

i=1

E

[
E

[
b̂∗
i (Y

θ
t ,Y θ

tk , Z
θ,k
t )

∣∣∣Ftk

]
E

[(
∂i X̄

Y θ
tk

t,T · ∇
)
f
(
X̄
Y θ
tk

t,T

)
∧ R

∣∣∣Ftk

]]
,
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so that (77), (79) and (80), where the only order 1
2 term in t−tk from (79) has vanished,

together with the same arguments as before and dominated convergence in R yields

E

[(((
b̂∗(Y θ

t ,Y θ
tk , Z

θ,k
t ) · ∇

)
X̄
Y θ
tk

t,T

)
· ∇
)
f
(
X̄
Y θ
tk

t,T

)]
≤ C(t − tk) (82)

for all t ∈ [tk, tk+1), θ ∈ �. Gathering the arguments from (81) onwards, the integrals
involving b in (76) have been shown to be of order t − tk . For the integrals involving σ

in (76), after rewriting

σ(Y θ
t )σ (Y θ

t )
 − 1D|θ |(Y
θ
tk )(σ (Y θ

tk ) + σ ∗(Y θ
tk , Z

θ,k
t ))(σ (Y θ

tk ) + σ ∗(Y θ
tk , Z

θ,k
t ))


=
(
σ(Y θ

t ) − 1D|θ |(Y
θ
tk )(σ (Y θ

tk ) + σ ∗(Y θ
tk , Z

θ,k
t ))

)
σ(Y θ

t )


+ 1D|θ |(Y
θ
tk )(σ (Y θ

tk ) + σ ∗(Y θ
tk , Z

θ,k
t ))

(
σ(Y θ

t )
 − (σ (Y θ
tk ) + σ ∗(Y θ

tk , Z
θ,k
t ))


)

and similarly

((
∂i X̄

Y θ
t

t,T ⊗ ∂ j X̄
Y θ
t

t,T

)
: D2

)
f
(
X̄
Y θ
t

t,T

)
+
(
∂2i j X̄

Y θ
t

t,T · ∇
)
f
(
X̄
Y θ
t

t,T

)

=
(((

∂i X̄
Y θ
t

t,T − ∂i X̄
Y θ
tk

t,T

)
⊗ ∂ j X̄

Y θ
t

t,T

)
: D2

)
f
(
X̄
Y θ
t

t,T

)

+
((

∂2i j X̄
Y θ
t

t,T − ∂2i j X̄
Y θ
tk

t,T

)
· ∇
)
f
(
X̄
Y θ
t

t,T

)

+
(((

∂i X̄
Y θ
t

t,T − ∂i X̄
Y θ
tk

t,T

)
⊗ ∂ j X̄

Y θ
tk

t,T

)
: D2

)
f
(
X̄
Y θ
t

t,T

)

+
(
∂2i j X̄

Y θ
tk

t,T · ∇
)(

f
(
X̄
Y θ
t

t,T

)
− f

(
X̄
Y θ
tk

t,T

))

+
((

∂i X̄
Y θ
tk

t,T ⊗ ∂ j X̄
Y θ
tk

t,T

)
: D2

)(
f
(
X̄
Y θ
t

t,T

)
− f

(
X̄
Y θ
tk

t,T

))

+
(
∂2i j X̄

Y θ
tk

t,T · ∇
)
f (X̄

Y θ
tk

t,T ) +
((

∂i X̄
Y θ
tk

t,T ⊗ ∂ j X̄
Y θ
tk

t,T

)
: D2

)
f
(
X̄
Y θ
tk

t,T

)
,

the same bound as (82) holds for all of (76) by the same treatment as for (82). ��
Remark 5 In this remark, it is sketched that some relatively abstract weakening of
Assumption 7, which is made to include the case of globally Lipschitz coefficients,
is sufficient for Theorem 23 to hold. Here, the main issues are that we would like
to include U growing logarithmically (for polynomial Lyapunov functions) instead
of assuming the lower bound U ≥ c′|1 + x |γ ′

and also to have a bound in place
of (64) that serves the same purpose as (64). There are two uses of these conditions
in the proofs that require particular attention. The first is the exponential integrability
property of the discretization given by [10, Theorem 2.9], which uses only (64) out
of the two conditions. The second is in obtaining a good enough order for the last
term on the right-hand side of (79), which uses the derivation for (47)–(48) in [8].
Moreover, for the first point about exponential integrability, an inspection of the proofs
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of Theorem 2.9 and Lemma 2.8 both in [10] shows that (64) (with |α| = 1) is only
strictly required for estimates of the form

|b(x)| + ‖σ(x)‖ ≤ Cs−αγ ∀s ∈ (0, sup
k

tk+1 − tk] (83)

for x ∈ {x ∈ R
n : U (x) ≤ C(supk tk+1 − tk)−α} and appropriately small α > 0.

To resolve the issues, assume for all k > 1 that there exists Uk satisfying the
assumptions on U , except, in place of the corresponding parts in Assumption 7, that

• Uk(x) ≥ c′ log(1 + |x |) for all x ,
• inequality (83) holds for x ∈ D′ for some D′ = D′(θ) ⊂ R

n replacing the set
appearing in (65) and satisfying

– for any α > 0 and k > 1, there exists c > 0 such that D′ ∈ B({Uk ≤
c(supk′ tk′+1 − tk′)−α}) and

– it holds that P(Y θ
T ∈ D′(θ)) = O(supk′ tk′+1 − tk′) as supk′ tk′+1 − tk′ → 0,

• there exists K > 1 such that the inequalities |∂αb| + ‖∂ασ‖ ≤ Ce
Uk

keρT , |Ū | ≤
c(1 +Uk)

γ hold for k > K and ρ independent of k.

In Assumption 7, these conditions are satisfied by taking U = Uk for all k > 1.
In the globally Lipschitz (with polynomial growing second derivatives) case, one can
take D′ := {y : |y| < (supk′ tk′+1−tk′)−ε}with small ε > 0 independent of k, inwhich
case, forUk : Rn → RgivenbyUk(y) = (k2c̃eρT )2+k2c̃eρT log(1+|y|2), Ū = 0 and
some large enough ρ, c̃ > 0 depending only on the global Lipschitz constant (for b, σ )
and the degree of the polynomial bound of the second derivatives respectively and not
on k, it holds that

• for anyα > 0 and k > 1, there exists c > 0 such that D′ ∈ B({Uk ≤ c(supk′ tk′+1−
tk′)−α}),

• |b(x)| + ‖σ(x)‖ ≤ C(1 + |x |) ≤ C(1 + (supk′ tk′+1 − tk′)−ε) for all x ∈ D′
(attaining (83) and playing the role of (54), (85) both in [10]),

• with the exponential integrability ofUk given by the last two points and following
the approach of (47)-(48) in [8],

P

(
|Y θ

T | ≥
(
sup
k′

tk′+1 − tk′
)−ε)

= P

(
e
Uk (Y θ

T )

keρT ≥ ek
3c̃2eρT

((
sup
k′

tk′+1 − tk′
)−2ε

+ 1

)kc̃ )

≤ Ce−k3c̃2eρT
((

sup
k′

tk′+1 − tk′
)−2ε

+ 1

)−kc̃

,

which is arbitrary order in supk′ tk′+1 − tk′ for large enough k.
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7 Examples

In this section, specific examples are provided where the results presented above
are applicable. As stated in the introduction, most of the examples in [7, 10] are
viable and many Lyapunov functions have already been given in these references
(applicable here after a simple transformation, see Remark 4). A notable exception is
the stochastic SIR model, where the Lipschitz constant of the diffusion coefficients
grow too quickly for the Lyapunov functions given there (besides, the domain in
that example is not Rn as assumed for the main results in the present work). Here,
the focus is placed on two particular examples differing in some considerable way
to analogies in the aforementioned references. In Sect. 7.1, our results are applied
to the underdamped Langevin dynamics with variable friction, which in general (for
example as soon as friction depends on position) does not have globally Lipschitz (nor
monotone) coefficients; this is motivated by the work [22]. In Sect. 7.2, a Lyapunov
function (V0 satisfying LV0 ≤ CV0) is given for the Stochastic Duffing–van der Pol
equation with parameter values not accounted for in previous works mentioned above.

7.1 Langevin equation with variable friction

Here, the backward Kolmogorov equation and Poisson equation associated with the
Langevin equation are shown to hold even in cases where the friction matrix depends
on both position and velocity variables. The pointwise solution to the backward Kol-
mogorov equation may be used to obtain a distributional solution to the associated
Poisson equation and in doing so, comprises a first step towards a gradient formula for
the asymptotic variance as in [22]. In addition and perhaps more importantly, solutions
to the Poisson equation allows one to obtain central limit theorems for additive func-
tionals [23, Section 3]. The results here give a rigorous way to derive distributional
solutions to the Poisson equation in the proof of Proposition 3.10 in [23] (in particular,
it is not clear that the domain of L∗ includesC∞

c , given the interpretation of L as a limit
in L2 earlier in the same section). In this case, hypoellipticity is required to complete
the argument to obtain the central limit theorem, which means that Proposition 4.18
in [12] may also be used in the case of continuous bounded observables; the results
here extend the space of observables beyond that of continuous bounded functions at
the cost of stronger assumptions on the coefficients of the SDE.

Assumption 8 The function U ∈ C3(Rn) is such that there exists k̃, K̃ > 0 with
∇U (q) ·q ≥ k̃ |x |2− K̃ for all q ∈ R

n . The frictionmatrix� ∈ C∞(R2n,Rn×n)∩L∞
is symmetric positive definite everywhere such that there exist5 β1 < 1, m̃, M̃ > 0
with

∣∣∇p · �(q, p)
∣∣ < M̃(1 + |q|β1 + |p|β1) and �(q, p) ≥ m̃ I for all q, p ∈ R

n .

Note Assumption 8 implies that for R > 1, q ∈ R
n with |q| = 1,

U (Rq) −U (q) =
∫ R

1
∇U (λq) · λq

λ
dλ ≥

∫ R

1
(k̃|λq|2 − K̃ )λ−1dλ

5 It is possible to allow for β1 = 1, but at the cost of more stringent bounds on the coefficients.
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= k̃(R2 − 1)

2
− K̃ log R,

which yields U (q) ≥ k̃
4 |q|2 − C for all q ∈ R

n and some constant C > 0. Consider
R
2n-valued solutions (qt , pt ) to

dqt = ptdt (84a)

dpt = −∇U (qt )dt + ∇p · �(qt , pt )dt − �(qt , pt )ptdt + √
�(qt , pt )dWt , (84b)

where
√

� denotes somematrix satisfying
√

�
√

�

 = � and (∇p ·�)i =∑ j ∇p j �i j .

Equation (84) is (1) with b(t, (q, p)) = (p,−∇U (q) + ∇p · �(q, p) − �(q, p)p)
and σi, j = 0 for (i, j) ∈ {(i ′, j ′) : i ′ ∈ [1, n] ∩ N} ∪ {(i ′, j ′) : j ′ ∈
[1, n] ∩ N}, (σ (t, (q, p)))n+i,n+ j = (

√
�(q, p))i, j for i, j ∈ [1, n] ∩ N. For b =

min(k̃−1(supR2n |�|)−1, m̃, k̃
1
2 ), a = 1

4 min( b
k̃
, m̃), let

Vγ (q, p) = eγ (U (q)+a|q|2+bq·p+|p|2). (85)

In the following, |M | denotes the operator norm of M ∈ R
n×n . Proposition 24 shows

that the assumptions on the coefficients b, σ of (10) in Theorems 18, 19 are satisfied.

Proposition 24 Under Assumption 8, there exists constants c1, c2, c3 > 0 such that
for all γ satisfying

0 < γ ≤ γ ∗ := 1

8
min

((
k̃b sup

R2n
|�|
)−1

, m̃

(
4 sup
R2n

|�|
)−1)

, (86)

it holds that
LVγ (q, p) ≤ (c1 − c2 |q|2 − c3 |p|2)γ Vγ (q, p) (87)

for all (q, p) ∈ R
2n, where L is the generator (11) associated with (84), explicitly

given by

LV (q, p) = p · ∇qV (q, p) − ∇U (q) · ∇pV (q, p) + (∇p · �(q, p)) · ∇pV (q, p)

− (�(q, p)p) · ∇pV (q, p) + (1/2)�(q, p) : D2
pV (q, p).

If in addition there exist 0 < β2 < 1, M̄ > 0 such that

∣∣∂i (∇p · �(q, p) − ∇U (q))
∣∣ ≤ M̄(1 − inf U +U (q) + |p|2)β2

|∂i�(q, p)| ≤ M̄(1 − inf U
1
2 +U (q)

1
2 + |p|)β2

∣∣∂i∂ j (∇p · �(q, p) − ∇U (q))
∣∣+ ∣∣∂i∂ j�(q, p)

∣∣ ≤ M̄(1 + e(U (q)+|p|2)β2 )

for all q, p ∈ R
n, i, j ∈ {1, . . . , 2n}, then Assumptions 5 and 6 (with p = 2) are

satisfied with Vi = V̂ s,T
k = Vγ with any γ satisfying (86), G(q, p) = C(1− inf U +

U (q) + |p|2)β3 for some constants C > 0 and β2 < β3 < 1.

123



310 M. Chak

Proof The left-hand side of (87) calculates as

(p · ∇q − ∇qU (q) · ∇p + (∇p · �(q, p)) · ∇p − (�(q, p)p) · ∇p + �(q, p) : D2)Vγ (q, p)

= (2aq · p + b |p|2 − b∇qU (q) · q + (∇p · �(q, p) − �(q, p)p) · (bq + 2p)

+ 2Tr�(q, p) + γ�(q, p) : (b2qq
 + 4pp
))γ Vγ (q, p)

≤
((

a − b

k̃
+ 1

2
b2 |�| + b2γ |�|

)
|q|2 +

(
a + b + 1

2
|�| − 2m̃ + 4γ |�|

)
|p|2

+ M̃(1 + |q|β1 + |p|β2 ) |bq + 2p| + bK̃ + 2Tr�

)
γ Vγ (q, p)

≤
(
c − b

16k̃
|q|2 − m̃

16
|p|2

)
γ Vγ (q, p) (88)

for some constant c > 0. The last assertion follows by straightforward applications of
Young’s inequality. ��

ForU with locallyLipschitz third derivatives andbyTheorems18, 19, the associated
Poisson equation with suitable right-hand side f̂ = f − ∫

R2n f dμ ∈ L2(μ) holds in
the distributional sense as in the proof of Proposition 3.1 in (the arXiv version6 of)
[22] if in addition

∣∣∣E[ f̂ (z·t )]
∣∣∣+
∣∣∣∣
∫ ∞

t
E[ f̂ (z·s)]ds

∣∣∣∣→ 0 in L2(μ) as t → ∞, (89)

where for any z ∈ R
2n , zzt = (qt , pt ) solves (84), P((q0, p0) = z) = 1

and μ(dq, dp) = Z−1e−U (q)− p2

2 dqdp is the invariant probability measure with nor-
malizing constant Z . We obtain (89) in the following by using the ergodicity results
of [32], see alternatively Theorem 2.4 in [33]. The proof of Proposition 1.2 in [33] can
be modified for (84) to obtain

Proposition 25 For every z ∈ R
2n, t > 0, the measure Pt (z, ·) : B(R2n) → [0, 1]

given by Pt (z, A) = P(zzt ∈ A) admits a density pt (z, ·) satisfying pt (z, z′) > 0 for
Lebesgue almost every z′ ∈ R

2n and

(z 	→ pt (z, ·)) ∈ C(R2n, L1(R2n)). (90)

Proof For theMarkov property, see the proof of Lemma 22 just before (69). The proof
in the aforementioned reference follows through except in the proof of Lemma 1.1 in
[33], where the Lyapunov function (85) is to be used in place of H̃(x, y) = 1

2 |y|2 +
V (x) − infRn V + 1 and R2 in the ensuing calculations is replaced as needed. ��

Proposition 25 implies the existence of an irreducible skeleton chain, namely, the
existence of a sequence (Pmk)k∈N for some m > 0 satisfying that there exists a σ -
finite measure μ on (R2n,B(R2n)) for which if μ(A) > 0, then for all z ∈ R

n ,
there exists k where Pmk(z, A) > 0. Together with the following results in [32]:

6 The published version uses a different approach, which does not generalize to (84) as easily.
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Theorem 3.2 (with � = (�1, �2), �1(x) = �2(x) = (x/2)
1
2 , φ(x) = x

1
2 , V =

V 1
2 γ ∗ ), Theorem 3.4 (compact sets are petite by Theorem 4.1(i) in [34], where in

particular non-evanescence follows by Theorem 3.1 in [35] for which Theorem 7.4 in
[36] is enough to get a Borel right process) and Proposition 3.1 (with φ(x) = x , V =
Vγ ∗ ), this yields (89) for f̂ satisfying f̂ /V 1

8 γ ∗ ∈ L∞.

7.2 Stochastic Duffing–van der Pol equation

We verify here that the Stochastic Duffing–van der Pol oscillator admits a Lyapunov
function satisfying the assumptions of Theorem 10. Note that in doing so, the difficult
parts of Assumption 7 are shown to be satisfied, so that our Theorem 23 about weak
numerical convergence rates applies. In particular, the logarithm of the Lyapunov
function described below may be used for U in Assumption 7. The version of the
equation considered is from [16] with β2 = 0, which is less general than in [16] but
still includes the setting of Sect. 13.1 in [2] and [25] for example. Specifically, for
(W (1),W (3)) : [0, T ] × � → R

2 a standard (Ft )t∈[0,T ]-adapted Brownian motion,
α1, α2, β1, β3 ∈ R, α3 > 0, consider R2-valued solutions to

dX (1)
t = X (2)

t dt, (91a)

dX (2)
t = [α1X

(1)
t − α2X

(2)
t − α3X

(2)
t (X (1)

t )2 − (X (1)
t )3]dt (91b)

+ β1X
(1)
t dW (1)

t + β3dW
(3)
t . (91c)

Equation (91) is (1) with b(t, x) = (x2, α1x1 − α2x2 − α3x2x21 − x31) and σ1,1 =
σ1,2 = 0, (σ (t, x))2,1 = β1x1, (σ (t, x))2,2 = β3. Let V : R2 → R be given by

V (x1, x2) = V1(x1, x2) + V2(x1, x2)

:= (1 − η(x1))e
γ (x41+ax1x2+bx22 ) + eγ (−cx1x2+ 1

2 x
2
2 ).

The following Proposition 26 verifies that V provides as V = eU an appropriate
Lyapunov function satisfying the assumptions of Theorem 23.

Proposition 26 There exists a constant C∗ > 0 such that LV ≤ C∗V , where L is the
generator (11) associated with (91). Moreover, Assumptions 1 and 2 are satisfied with
G(t, x) = (3+2

∑
i |αi |+β2

1 )(1+|x1|3+|x2| 32 ) and V̂k(t, x) = (|X (1)
t |4+2|X (2)

t |2+
1)k for t ≥ 0, x = (x1, x2) ∈ R

n, where (X (1)
t , X (2)

t ) solves (91) with (X (1)
t , X (2)

t ) =
(x1, x2).

Proof The functions V1 and V2 satisfy

LV1(x1, x2) =
[
(2α1b − α2a)x1x2 +

(
a − 2α2b + 2β2

3γ b
2
)
x22 + (α1a + 1

2
β2
3γ a

2

+ β2
1b)x

2
1 + (2β2

1γ b
2 − 2α3b)x

2
1 x

2
2 − (α3a + 2b − 4)x31 x2
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+
(
1

2
β2
1γ a

2 − a

)
x41 + bβ2

3 − x2∂x1η(x1)

1 − η(x1)

]
γ V1(x1, x2)

LV2(x1, x2) =
[(

1

2
β2
3γ − c − α2

)
x22 +

(
1

2
c2β2

3γ − α1c + 1

2
β2
1

)
x21

+ (α2c + α1)x1x2 + (α3c − 1)x31 x2 +
(
c + 1

2
c2γβ2

1

)
x41

+
(
1

2
β2
1γ − α3

)
x21 x

2
2 + 1

2
β2
3

]
γ V2(x1, x2).

where 1
1−η(x1)

:= 0 whenever 1 − η(x1) = 0. In order to see LV ≤ CV , consider

separately the set where x21 ≤ 1+∣∣a−2α2b+2β2
3γ b2

∣∣
2α3b−2β2

1γ b2
and its complement in R

2. In the

former case, V1(x1, x2) = LV1(x1, x2) = 0 and by our choice of c and γ , there exists a
generic constant C > 0 such that LV2 ≤ CV2, therefore LV ≤ CV . Otherwise in the
complementary case where |x1| is bounded below, we have LV1 ≤ CV1 and when in
addition x1 ∈ suppη∪B1(0), it holds that LV2 ≤ CV2. It remains to estimate LV2 when

x1 /∈ suppη ∪ B1(0), in which case we have |x |i eγ (−cx1x2+ 1
2 x

2
2 ) ≤ Ceγ ( 12 x

4
1+ 3

4 x
2
2 ) ≤

CV1(x1, x2) for i ≤ 4, from which LV2 ≤ CV1.
For the second assertion, it is straightforward to see that (19), (20) hold and that

the higher derivatives of the coefficients of (91) are bounded above in terms of V̂k
for any k, p as called-for in Assumption 2. For (22), consider separately the cases
|x1| ≤ sup{|x | : x ∈ suppη} and otherwise. In the former case, it holds that

G(x1, x2) ≤ C(1 + |x2| 32 ),

which yields that for any m > 0, there is M = M(m) > 0 continuous in m such that

G ≤ m log(V2) + M ≤ m log(V ) + M . (92)

When |x1| > sup{|x | : x ∈ suppη}, inequalities (92) continue to holdwithV1 replacing
V2 and a corresponding continuous function m 	→ M(m). ��

Remark 6 Alternative to V above, it is also possible to take the Lyapunov func-
tion given by [8, Section 3.1.4]. For example, let α > 0, U0,U1 be given as
in [8, Section 3.1.4] and for x ∈ R

3, let Y x· : � × [0, T ] → R
3 be given

by Y x
t = (X (1)

t , X (2)
t , X (3)

t ), where (X (1)
t , X (2)

t ) is given by (91) and X (3)
t satis-

fies dX (3)
t = U1(X

(1)
t , X (2)

t )e−αt dt with Y x
0 = x P-almost surely. The derivation in [8,

inequality (57)] implies that there existsα such that the functionV : �×[0, T ]×R
3 →

(0,∞) given by V (t, x) = exp(U0(t, (Y x
t )1, (Y x

t )2)e−αt + (Y x
t )3) is a Lyapunov

function.
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Appendix A: Auxiliary results

Just as in the case of globally Lipschitz coefficients in [1, Lemma 5.10], the regularity
of an extended system and the harmonic property of the expectation (53) are required.
These properties are established for our setting in the following.

Throughout the section, we assume O = R
n and b, σ, f , c, g are nonrandom

functions.Moreover, we suppose all of the assumptions in Theorem 11 hold (including
those in the last statement (iii)). In particular, f : [0,∞) × R

n → R, c : [0,∞) ×
R
n → [0,∞) and g : Rn → R are Borel functions satisfying that f (t, ·), c(t, ·), g(·)

are continuous for every t ∈ [0, T ], ∫ T0 supx∈BR
(|c(t, x)| + | f (t, x)|)dt < ∞ for

every R > 0 and such that for h ∈ { f , c, g}, R > 0, there exists C ≥ 0, 0 < l̄ ≤ 1,
Lyapunov functionsV s,T , locally bounded x̃ forwhich for any s ∈ [0, T ] it holdsP-a.s.
that

∣∣h(s + t, Xs,x
t )
∣∣ ≤ C(1 + V s,T (t, x̃(x)))l̄ , (A1a)

∣∣h(s + t, y) − h(s + t, y′)
∣∣ ≤ C

∣∣y − y′∣∣ (A1b)

and if h ∈ { f , g}, V s+τ,T (0, x̃(Xs,x
τ ))l̄ ≤ C(1 + V s,T (τ, x̃(x))) (A1c)

for all t ≤ T − s, stopping times τ ≤ T , x ∈ R
n and y, y′ ∈ BR .

For any s ≥ 0, T > 0, x ∈ R
n , x ′, x ′′ ∈ R, consider solutions Xs,x

t to (10) appended

with the corresponding R-valued solutions X (n+1),s,x ′
t and X (n+2),s,x ′

t to

X (n+1),s,x ′
t = x ′ +

∫ t

0
c(s + r , Xs,x

r )dr ,

X (n+2),s,x ′′
t = x ′′ +

∫ t

0
f (s + r , Xs,x

r )e−X (n+1),s,x ′
r dr

on [0, T ], denoted X̄ s,y
t = (Xs,x

t , X (n+1),s,x ′
t , X (n+2),s,x ′′

t ), y = (x, x ′, x ′′). Let
X̄ s,y
t (I ) be the corresponding Euler approximation analogous to (52) with I as in

the beginning of Lemma 13.

Lemma 27 Under the assumptions of this section, for every R, T > 0, it holds that

sup
s∈[0,T ]

sup
y∈BR

P

(
sup

t∈[0,T ]
∣∣X̄ s,y

t − X̄ s,y
t (I )

∣∣ > ε

)
→ 0

as supk tk+1 − tk → 0.

Proof For any R′ > 0, let Rs,x
X (I , R′) ∈ F denote the event

Rs,x
X (I , R′) =

{
sup

t∈[0,T ]
∣∣Xs,x

t

∣∣ ≤ R′
}

∩
{

sup
t∈[0,T ]

∣∣Xs,x
t (I )

∣∣ ≤ R′
}
.
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For any ε, R′ > 0, it holds that

P

(
sup

t∈[0,T ]
∣∣X̄ s,y

t − X̄ s,y
t (I )

∣∣ > ε

)

≤ P

(
sup

t∈[0,T ]
∣∣Xs,x

t

∣∣ > R′
)

+ P

(
sup

t∈[0,T ]
∣∣Xs,x

t (I )
∣∣ > R′

)

+ P

(
sup

t∈[0,T ]
∣∣X̄ s,y

t − X̄ s,y
t (I )

∣∣ > ε

∣∣∣∣R
s,x
X (I , R′)

)
.

Fix ε′ > 0. For any T , R > 0, we may choose R′ = R∗ so that, by Lemma 2.2 in [1],
the sum of the first and second term on the right-hand side is bounded above by ε′/2
uniformly in s ∈ [0, T ] and x ∈ BR . For the last term on the right, note that by our
assumptions on c, there exists locally bounded G̃ : Rn → [0,∞) such that

sup
t∈[0,T ]

∣∣c(s + t, Xs,x
t ) − c(s + t, Xs,x

t (I ))
∣∣

≤ sup
t∈[0,T ]

∣∣Xs,x
t − Xs,x

t (I )
∣∣ (G̃(Xs,x

t ) + G̃(Xs,x
t (I ))) (A2)

and such that for Ir := max{tk : r ≥ tk},

E

[
sup

t∈[0,T ]

∣∣∣∣
∫ t

0
c(s + r , Xs,x

r (I )) − c(s + r , Xs,x
Ir

(I ))dr

∣∣∣∣1Rs,x
X (I ,R′)

]

≤ E

[
sup

t∈[0,T ]

∣∣∣∣
∫ t

0
(Xs,x

r (I ) − Xs,x
Ir

(I ))(G̃(Xs,x
r (I )) + G̃(Xs,x

Ir
(I )))dr

∣∣∣∣1Rs,x
X (I ,R′)

]

= E

[
sup

t∈[0,T ]

∣∣∣∣
∫ t

0

(∫ r

Ir
b(s + r ′, Xs,x

Ir ′ (I ))dr ′ +
∫ r

Ir
σ(s + r ′, Xs,x

Ir ′ (I ))dWr ′
)

· (G̃(Xs,x
r (I )) + G̃(Xs,x

Ir
(I ))dr

∣∣∣∣1Rs,x
X (I ,R′)

]
(A3)

for all s ∈ [0, T ], y = (x, x ′, x ′′) ∈ R
n+2, where we have used (A1b). By (A2), it

holds that

{
sup

t∈[0,T ]
∣∣Xs,x

t − Xs,x
t (I )

∣∣ ≤ ε

12
√
3T supz∈BR∗ G̃(z)

}
∩ Rs,x

X (I , R∗)

⊂
{

sup
t∈[0,T ]

∣∣c(s + t, Xs,x
t ) − c(s + t, Xs,x

t (I ))
∣∣ ≤ ε

6
√
3T

}
∩ Rs,x

X (I , R∗)

⊂
{∫ T

0

∣∣c(s + u, Xs,x
u ) − c(s + u, Xs,x

u (I ))
∣∣ du ≤ ε

6
√
3

}
∩ Rs,x

X (I , R∗).
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This yields

P

({
sup

t∈[0,T ]

∣∣∣X (n+1),s,x ′
t − X (n+1),s,x ′

t (I )
∣∣∣ >

ε

3
√
3

}
∩ Rs,x

X (I , R∗)
)

≤ P

({
sup

t∈[0,T ]

∣∣∣∣
∫ t

0
(c(s + r , Xs,x

r ) − c(s + r , Xs,x
r (I )))dr

∣∣∣∣ >
ε

6
√
3

}

∩ Rs,x
X (I , R∗)

)
+ P

({
sup

t∈[0,T ]

∣∣∣∣
∫ t

0
(c(s + r , Xs,x

r (I )) + c(s + r , Xs,x
Ir

(I )))dr

∣∣∣∣

>
ε

6
√
3

}
∩ Rs,x

X (I , R∗)
)

≤ P

({
sup

t∈[0,T ]
∣∣Xs,x

t − Xs,x
t (I )

∣∣ >
ε

12
√
3T supz∈BR∗ G̃(z)

}
∩ Rs,x

X (I , R∗)
)

+ 6
√
3

ε
E

[
sup

t∈[0,T ]

∣∣∣∣
∫ t

0
c(s + r , Xs,x

r (I )) − c(s + r , Xs,x
Ir

(I ))dr

∣∣∣∣1Rs,x
X (I ,R∗)

]
,

which converges to zero as supk tk+1 − tk → 0 by (A3) and Lemma 13. In particular,
there exists 0 < δ ≤ δ∗ such that for I satisfying supk≥0 tk+1 − tk ≤ δ, it holds that

P

(
sup

t∈[0,T ]

∣∣∣X (n+1),s,x ′
t − X (n+1),s,x ′

t (I )
∣∣∣ >

ε

3
√
3

∣∣∣∣R
s,x
X (I , R∗)

)

≤ P

(
sup

t∈[0,T ]
∣∣Xs,x

t − Xs,x
t (I )

∣∣ >
ε

12
√
3T supz∈BR∗ G̃(z)

)
≤ ε′

6
(A4)

for all s ∈ [0, T ] and y = (x, x ′, x ′′) ∈ BR ⊂ R
n+2. By a similar argument and

using the above, (A4) holds with n + 1 replaced by n + 2 and x ′ by x ′′. Together with
Lemma 13, the lemma is proved. ��

Next, the harmonic property (see [1, Definition 3.1]) of (53) is shown. Let ḡ given
by ḡ(y) = x ′′ + g(x)e−x ′

for all y = (x, x ′, x ′′) ∈ R
n+2 and for T > 0, s ∈ [0, T ],

let v̄ : [0,∞) × R
n+2 → R be given by

v̄(s, y) = E[ḡ(X̄ s,y
T−s)] = E

[
X (n+2),s,x ′′
T−s + g(Xs,x

T−s)e
−X (n+1),s,x ′

T−s

]
. (A5)

In addition for a bounded subset Q ⊂ (0, T ) × R
n+2, let τ be the stopping time

τ := inf{u ≥ 0 : (s + u, X̄ s,y
u ) /∈ Q}. (A6)

The next lemma establishes the equality v̄(s, y) = E[v̄(s + (τ ∧ t), X̄ s,y
τ∧t )] under our

setting.
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Lemma 28 Under the assumptions of this section, for any T > 0, any bounded
subset Q ⊂ (0, T ) × R

n+2, (s, y) ∈ Q, t ∈ [0, T − s], it holds that

E[ḡ(X̄ s,y
T−s)] =

∫ ∫
ḡ

(
X̄
s+(τ (ω)∧t),X̄ s,y

τ (ω)∧t (ω)

T−s−(τ (ω)∧t) (ω′)
)
dP(ω′)dP(ω),

where τ is defined by (A6).

Proof For any R, T > 0, t ∈ [0, T ], (s, y) ∈ Q with y = (x, x ′, x ′′), by Theorem2.13
in [1] together with Lemma 27, it holds for P-a.a. ω that

E[(1BR ḡ)(X̄
s,y
T−s)|Fτ∧t ] =

∫
(1BR ḡ)

(
X̄
s+(τ (ω)∧t),X̄ s,y

τ (ω)∧t (ω)

T−(s+(τ (ω)∧t)) (ω′)
)
dP(ω′), (A7)

so that the right-hand side is Fτ∧t -measurable. Moreover for P-a.a. ω, by (A1), the
absolute value of the integrand in the right-hand side is bounded independently of R
as

(1BR |ḡ|)
(
X̄
s+(τ (ω)∧t),X̄ s,y

τ (ω)∧t (ω)

T−(s+(τ (ω)∧t)) (ω′)
)

− |X (n+2),s,x ′′
τ(ω)∧t (ω)|

≤
∫ T−s−(τ (ω)∧t)

0

∣∣∣∣ f
(
s + (τ (ω) ∧ t) + r , X

s+(τ (ω)∧t),Xs,x
τ (ω)∧t (ω)

r (ω′)
)∣∣∣∣dr

+
∣∣∣∣g
(
X
s+(τ (ω)∧t),Xs,x

τ (ω)∧t (ω)

T−(s+(τ (ω)∧t)) (ω′)
)∣∣∣∣

≤ C

(∫ T−s−(τ (ω)∧t)

0

(
1 + V s+(τ (ω)∧t),T (ω′, r , x̃(Xs,x

τ(ω)∧t (ω)))
)l̄
dr

+
(
1 + V s+(τ (ω)∧t),T (ω′, T − s − (τ (ω) ∧ t), x̃(Xs,x

τ(ω)∧t (ω)))
)l̄)

, (A8)

where we have abused the notation V ·,· to refer to Lyapunov functions for both f
and g. Since l̄ th-powers of Lyapunov functions are still Lyapunov functions (but with
different auxiliary processes), the expectation in ω′ of the right-hand side of this is
bounded by Corollary 4 and (A1c) as in

∫ (∫ T−s−(τ (ω)∧t)

0

(
1 + V s+(τ (ω)∧t),T (ω′, r , x̃(Xs,x

τ(ω)∧t (ω)))
)l̄
dr

+
(
1 + V s+(τ (ω)∧t),T (ω′, T − s − (τ (ω) ∧ t), x̃(Xs,x

τ(ω)∧t (ω)))
)l̄)

dP(ω′)

≤ C

∥∥∥∥e
∫ T
0

∣∣∣αs+(τ (ω)∧t),T
u (ω′)

∣∣∣du
∥∥∥∥
L

ps+(τ (ω)∧t),T
ps+(τ (ω)∧t),T −1 (dP(ω′))

·
∫ (

1 + V s+(τ (ω)∧t),T (ω′, 0, x̃(Xs,x
τ(ω)∧t (ω)))

)l̄
dP(ω′)

≤ C

(
1 +

∫
V s,T (ω′, τ (ω) ∧ t, x̃(x))dP(ω′)

)
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≤ C(1 + V s,T (0, x̃(x)))

< ∞, (A9)

where α·,T· and p·,T are the obvious objects associated with (1+V ·,T )l̄ . Therefore by
dominated convergence, the right-hand side of (A7) converges to the same expression
but without 1BR for P-a.a. ω. Moreover, by (A1) and Corollary 4,

E[|X (n+2),s,x ′′
τ∧t |] − |x ′′| ≤ E

[ ∫ τ∧t

0

∣∣∣ f
(
s + r , Xs,x ′′

r

)∣∣∣dr
]

≤ C
∫ T

0
E

[
1 + V s,T (r , x̃(x ′′))

]
dr

≤ C
(
1 + V s,T (0, x̃(x ′′))

)
.

Consequently, together with (A8), (A9) and dominated convergence (in ω), it holds
that

∫ ∫
(1BR ḡ)

(
X̄
s+(τ (ω)∧t),X̄ s,y

τ (ω)∧t (ω)

T−(s+(τ (ω)∧t)) (ω′)
)
dP(ω′)dP(ω)

→
∫ ∫

ḡ

(
X̄
s+(τ (ω)∧t),X̄ s,y

τ (ω)∧t (ω)

T−(s+(τ (ω)∧t)) (ω′)
)
dP(ω′)dP(ω)

as R → ∞. On the other hand, by a similar argument as above, the expectation of the
left-hand side of (A7) has the limit

E[E[(1BR ḡ)(X̄
s,y
T−s)|Fτ∧t ]] = E[(1BR ḡ)(X̄

s,y
T−s)] → E[ḡ(X̄ s,y

T−s)]

as R → ∞. ��
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