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Abstract
We study two-dimensional critical bootstrap percolation models. We establish that a
class of these models including all isotropic threshold rules with a convex symmet-
ric neighbourhood, undergoes a sharp metastability transition. This extends previous
instances proved for several specific rules. The paper supersedes a draft by Alexan-
der Holroyd and the first author from 2012. While it served a role in the subsequent
development of bootstrap percolation universality, we have chosen to adopt a more
contemporary viewpoint in its present form.
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1 Introduction

A threshold bootstrap percolation model is a simple cellular automaton that provides
a useful model for studying several phenomena such as metastability, dynamics of
glasses or crack formation. A famous example of a threshold model is the 2-neighbour
bootstrap percolation originally introduced by Chalupa, Leath and Reich [8] (also see
[20]). In this model, sites of the square lattice Z

2 are infected or healthy. At time
0, sites are infected with probability p independently of each other (we denote the
corresponding measure by Pp). At each time step, a site becomes infected if two or
more of its nearest neighbours are infected.
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The first rigorous result on this model [22], dating back to 1987, established that
every site of Z

2 becomes infected almost surely whenever p > 0. This motivates the
study of the (random) first time τ at which 0 becomes infected as p goes to 0. In [1],
Aizenman and Lebowitz proved that there exist two constants c,C ∈ (0,∞) such
that

lim
p→0

Pp

(
ec/p ≤ τ ≤ eC/p

)
= 1.

We refer to this article for an enlightening exposition of the metastability effects in
the model. The question of whether c and C could be chosen arbitrary close to each
other was left open for a long time. Finally, a sharp metastability transition was shown
to occur in [18]: p log τ converges in probability to π2/18 as p → 0. More precise
estimates for τ were derived later in [16].

Several authors investigatedmore general growth rules and the right order ofmagni-
tude for log τ is now known for all rules [6], hence generalising the result of Aizenman
and Lebowitz. The sharp metastability transition, though, remained available only for
a handful of isolated examples [5, 9, 18, 19]. The goal of this paper is to prove sharp
metastability for a wide class of models. In particular, we show that every isotropic
symmetric convex threshold bootstrap percolation model exhibits a sharp transition.

1.1 U -bootstrap percolation

Let Z
2 = {x = (x1, x2) : x1, x2 ∈ Z} be the set of all 2-vectors of integers and

N = {0, 1, . . .}. Elements ofZ
2 are called sites. An update rule is any finite non-empty

subset ofZ
2\{0}. An update family is a finite non-empty set of update rules. An update

family U is symmetric, if for every U ∈ U we have −U = {−x : x ∈ U } ∈ U . Given
an update family U and a set A = A0 ⊆ Z

2 of initial infections, we recursively define

At+1 = At ∪ {x ∈ Z
2 : ∃U ∈ U ,∀u ∈ U , x + u ∈ At }

to be the set of sites infected at time t in the U-bootstrap percolation process. The set
[A] = ⋃

t≥0 At of eventually infected sites is called the closure of A. A set A ⊆ Z
2

is called stable if [A] = A. An observable of particular interest is the infection time
of the origin

τ = inf{t ∈ N : 0 ∈ At } ∈ N ∪ {∞}.

We will systematically be interested in the asymptotics of τ when each site is ini-
tially infected independently with probability p → 0. We denote the corresponding
distribution of A by Pp.

Among all update families, threshold rules initially received particular attention
[10]. They are defined by a finite neighbourhood K ⊂ Z

2, containing 0, and a positive
integer threshold θ . Then

U(K, θ) = {U ⊆ K \ {0} : |U | = θ}
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is the associated update family. In other words, a site x becomes infected if at least θ
of the sites in its neighbourhood x + K are already infected. A set K ⊆ R

2 is called
symmetric if x ∈ K implies −x ∈ K for all x ∈ R

2. We say that a neighbourhood
K ⊂ Z

2 is convex symmetric, if it is the intersection of a bounded convex symmetric
subset of R

2 with Z
2. We say that a neighbourhood K ⊂ Z

2 is two-dimensional if
K �⊂ uR for every u ∈ R

2. An example of a two-dimensional convex symmetric
neighbourhood is given in Fig. 1 and can also serve as illustration for the definitions
to follow.

We will require a few definitions from the bootstrap percolation universality
framework [4, 6, 10, 14]. A direction is a unit vector of R

2, viewed as an ele-
ment of the unit circle S1. We denote the open half plane with outer normal u by
Hu = {x ∈ Z

2 : 〈u, x〉 < 0} and its boundary by lu = {x ∈ Z
2 : 〈u, x〉 = 0}. A

direction u ∈ S1 is called stable, if Hu is stable. The direction is unstable otherwise,
which can be reinterpreted as follows: there exists an update ruleU ⊂ Hu . In the case
of a threshold rule, unstable directions u are those for which |Hu ∩ K| ≥ θ .

A direction u ∈ S1 is called rational if λu ∈ Z
2\{0} for some λ ∈ R. In this case,

we denote ρu = min{ρ > 0 : ∃x ∈ Z
2, 〈u, x〉 = ρ}. Then uR∩Z

2 = (u/ρu)Z. Thus,
it will be convenient to define u⊥ = (u2,−u1)/ρu , so that lu = u⊥

Z. We further
denote by lu(n) = {x ∈ Z

2 : 〈u, x〉 = nρu} the n-th line perpendicular to u, so that
Z
2 = ⊔

n∈Z
lu(n). Note that for any n ∈ Z, lu(n) is a translate of lu .

For an isolated stable or an unstable direction u ∈ S1, we define its difficulty

α(u) = min{|Z | : Z ⊂ Z
2, |[Hu ∪ Z ] \ Hu | = ∞} ∈ N. (1.1)

That is, the difficulty of u is the minimal number of infected sites needed in addition to
the half-plane Hu , so that infinitely many additional sites become infected. An update
family is called isotropic if it has a finite but nonzero number of stable directions
and each open semicircle of S1 contains a stable direction of maximal difficulty.1 For
isotropic models we call

α = max
u∈S1

α(u) (1.2)

the difficulty of the update family. A set Z realising the minimum in Eq. (1.1) is called
a helping set. A helping set Z ⊂ Z

2 for u is voracious if [Hu ∪ Z ] ⊇ lu . An isolated
stable direction is called voracious, if every helping set for it is voracious. The update
family is called voracious if all isolated stable directions are voracious.

It was shown in [6] that for every isotropic update family, there exists C > c > 0
such that

lim
p→0

Pp

(
ec/p

α

< τ < eC/pα
)

= 1.

One can check that symmetric threshold models are isotropic if and only if the maxi-
mum ι(K) = maxu∈S1 |lu∩K| is attained for at least two non-opposite directions u and
1 The reader who is familiar with the jargon of [6] can check that a critical symmetric update family is
isotropic if and only if it is balanced.

123



448 H. Duminil-Copin, I. Hartarsky

|K|− ι(K) < 2θ < |K|. In that case, the difficulty is given by α = θ − (|K|− ι(K))/2
and the difficulty of a direction u ∈ S1 is α(u) = max(0, θ − |K\lu |/2) (see [10]).

1.2 Main results

Our main result is the following.

Theorem 1.1 For any symmetric voracious isotropic update family with difficulty α,
there exists λ ∈ (0,∞) such that for all ε > 0,

lim
p→0

Pp
(|pα log τ − λ| > ε

) = 0.

The constant λ is identified as the solution of a variational problem, see Defini-
tion 3.10. Roughly speaking, λ quantifies the probability of the optimal way for a
small polygonal region of infections, whose directions are dictated by the stable direc-
tions, to expand to infinity. While our definition of λ is quite implicit, we expect that
the method of [16] can be used to provide numerical estimates of this constant. We
note that symmetry will only be used in Sect. 5, where the lower bound on τ is proved,
but not for the upper one.

We further show that voracity is rather common.

Proposition 1.2 For every threshold rule with two-dimensional convex symmetric
neighbourhood, all isolated stable directions are voracious.

This proposition provides a partial answer to Gravner and Griffeath [10], who
wrote “Such examples suggest the possibility of a general theory to the effect that
voracity should be automatic for ‘nice’ K. Such a theory is far from easy to develop;
at present the only result in this direction, due to Bohman [3] and proved by a complex
combinatorial argument, applies to supercritical threshold growth dynamics on box
neighborhoods.” We should note that, given an arbitrary update family, using the
algorithm of [15], one can also determine whether it is voracious. However, as shown
in [15], determining the difficulty α is NP-hard, so we expect that determining whether
an update family is voracious is also NP-hard.

In addition to convex symmetric threshold rules treated by Proposition 1.2, to
the best of our knowledge, all commonly studied isotropic update families are both
symmetric and voracious—the k-crossmodel, Froböse bootstrap percolation,modified
and non-modified 2-neighbour bootstrap percolation (on Z

2), 3-neighbour bootstrap
percolation on the triangular lattice. However, for these last examples Theorem 1.1
and more is already known [7, 16]. Therefore, the importance of our result stems from
its universality.

It is known that beyond the class of isotropic models, asymptotic behaviours that
differ from the one in Theorem 1.1 are displayed [2, 4, 6]. Nevertheless, the result
should hold in yet greater generality, as discussed in Sect. 6. On the other hand, it
should be noted that our techniques in conjunction with those of [13, 17] should lead
to sharp threshold results like Theorem 1.1 with λ replaced by 2λ for symmetric
voracious isotropic kinetically constrained models.
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Fig. 1 Example of an isotropic threshold rule. The neighbourhood K is the intersection of Z
2 with the

shaded convex symmetric subset of R
2. The threshold θ can be taken equal to 18, making the model

isotropic with α = 2 and α(u) = 2. It has six stable directions with difficulty 3 and two with difficulty 1,
as depicted on the right. The triangle T used in the proof of Lemma 2.1 is thickened

1.3 Organization of the paper

The rest of the paper is organised as follows. We begin by proving the combinatorial
result of Proposition 1.2 in Sect. 2. We provide the setup for the proof of Theorem 1.1
in Sect. 3. In particular, we introduce the notions of traversability and droplets, and
define the constant λ appearing in Theorem 1.1. Section4 proves the upper bound of
Sect. 1.1, while Sect. 5 proves the lower one. Finally, in Sect. 6, we discuss possible
future directions and generalisations of Theorem 1.1.

2 Convex symmetric threshold rules

In this section, we establish Proposition 1.2 in order to better familiarise ourselves with
helping sets. For the rest of the section, we fix a two-dimensional convex symmetric
neighbourhood K � 0 and threshold θ . We further fix an isolated stable direction u.
Thus,

α(u) = θ − |K \ lu |/2 = θ − |K ∩ Hu | > 0. (2.1)

Since K ∩ lu �= ∅, u is necessarily rational. The next preparatory result states that K
intersects the first line with normal u and, if K reaches beyond the first line, then it
contains at least α(u) sites on the first line. See Fig. 1 for an illustration.

Lemma 2.1 We have lu(1) ∩K �= ∅. Moreover, if lu(2) ∩K �= ∅, then |lu(1) ∩K| ≥
α(u).

Proof SinceK is two-dimensional, we haveK �⊂ lu . If lu �⊃ K ⊂ lu ∪ lu(−1) ∪ lu(1),
we are done by symmetry. Let x ∈ K ∩ lu(n) for some n ≥ 2. Since u is stable,
|K∩ lu | ≥ 3 by symmetry. Let y = u⊥(|K∩ lu |−1)/2 ∈ K∩ lu , that is, the last site of
K on lu . Consider the triangle T ⊂ R

2 with vertices x , y, −y. By convexity the lattice
sites in T are inK. But the length of the (−y, y) side of T is 2‖y‖ = (|K∩ lu |−1)/ρu
and the height from x has length 〈x, u〉 ≥ 2ρu . Therefore, by Thales theorem, the
segment

123



450 H. Duminil-Copin, I. Hartarsky

{t ∈ T : 〈t, u〉 = ρu}

has length at least (|K ∩ lu | − 1)/(2ρu) ≥ α(u)/ρu . Since lu(1) = {z ∈ Z
2 : 〈z, u〉 =

ρu} is a translate of u⊥
Z, it necessarily intersects this segment in at least α(u) points.

We are now ready to prove Proposition 1.2, but before spelling out the details, let us
give an outline of the argument. We consider an isolated stable direction u and initial
condition given by the half-plane Hu and a helping set H . We observe that on the first
step infections only appear in lu . If infections never appear outside lu , we consider
a site sufficiently far from H on lu , which becomes infected only using infections in
one direction on lu , and propagate infection sequentially from it.

If infections appear outside lu , we first assume K is contained in three lines and
so is H . Then infection is shown to spread sequentially starting from the first site to
become infected. If, on the contrary,K is more spread out, we use Lemma 2.1 to show
that a large segment on lu needs to become infected in order to infect anyone beyond
the first line. This segment is sufficient to completely infect lu .

Proof of Proposition 1.2 Let H be a helping set for u. That is, a set with |H | = α(u) =
θ − |K \ lu |/2 such that |[H ∪ Hu] \ Hu | = ∞. By Lemma 2.1, we know that on the
first step of the bootstrap percolation dynamics with initial condition H ∪ Hu , only
sites in lu become infected. Indeed, for x ∈ lu(n) with n ≥ 1 we have

(x + K) ∩ (H ∪ Hu) ≤ |H | + |K ∩ Hu \ lu(−1)| < θ − |K \ lu |/2 + |K ∩ Hu | = θ.

Assume that [H ∪ Hu] \ (H ∪ Hu) ⊆ lu . By symmetry, without loss of generality
we may consider a site y ∈ lu ∩ [H ∪ Hu] such that 〈y, u⊥〉 > max〈h + k, u⊥〉 for all
h ∈ H and k ∈ K. Further choose y such that no site z ∈ lu with 〈z, u⊥〉 > 〈y, u⊥〉
is infected before y. Then there are at least α(u) infected sites in y +K ∩ lu before y
becomes infected. But then on the next step there are also at least α(u) infected sites
in y + u⊥ +K∩ lu (including y). Proceeding by induction, we see that for any m ∈ Z

the site y + mu⊥ becomes infected at most |m| steps after y, which concludes the
proof of the voracity of u.

Assume, on the contrary, that some site outside lu becomes infected. This entails
H ∩ lu = ∅ since otherwise there are at most α(u) − 1 < θ − |K ∩ Hu | sites outside
Hu ∪ lu . We consider two cases.

Firstly, assume that K ⊂ lu ∪ lu(−1) ∪ lu(1) and let x ∈ lu be a site infected
on the first step. As in the calculation above we need to have H ⊆ (x + K)\Hu , so
H ⊂ lu(1). We claim that x + u⊥ becomes infected on the second step or earlier.
Indeed, x ∈ x + u⊥ +K andK∩ lu(1) is a discrete interval, so |(x + u⊥ +K)∩ H | ≥
|(x+K)∩H |−1 = α(u)−1 = θ−|K∩Hu |. Reasoning similarly by induction, we see
that all sites in (x +K)∩ lu become infected. However, they are enough to infect lu on
their own, since the first site in y ∈ lu outside x+K has at least (|K∩lu |−1)/2 ≥ α(u)

sites in (x + K) ∩ (y + K), which we already established to be infected.
Secondly, assume thatK∩ lu(n) �= ∅ for some n ≥ 2. Observe that by Lemma 2.1

this implies that |K ∩ lu(1)| ≥ (|K ∩ lu | − 1)/2 ≥ α(u). Consider the first site x /∈ lu

123



Sharp metastability transition for two-dimensional bootstrap... 451

which becomes infected and let m ≥ 1 be such that x ∈ lu(m). Then the number of
infected sites in x + K just before x is infected is at most |H | + |K ∩ Hu | = θ . In
order to infect x we need to have equality, so all sites in (x + K) ∩ lu(m − 1) are
infected before x . By our choice of x this means thatm = 1 and there are at least α(u)

consecutive sites infected in lu . As above, this is enough to infect all of lu , concluding
the proof.

3 Setup

We fix an update family U for the rest of the paper.

3.1 Probabilistic tools

An event E ⊆ 
 = {A : A ⊂ Z
2} is increasing if A ∈ E and A ⊆ A′ imply A′ ∈ E .

Two important correlation inequalities related to increasing events will be used in the
article.

The first one is the Harris inequality [12] stating that for two increasing events
E, F ,

Pp(E ∩ F) ≥ Pp(E)Pp(F). (3.1)

The second one is the BK inequality [21]. For E and F two increasing events, their
disjoint occurrence E ◦ F is defined as follows. A configuration A ∈ 
 belongs to
E ◦ F if there exists a set B ⊆ A such that B ∈ E and A \ B ∈ F . For k increasing
events E1, . . . , Ek , one can define the disjoint occurrence by

E1 ◦ · · · ◦ Ek = E1 ◦ (E2 ◦ · · · (Ek−1 ◦ Ek)),

that is, E1, . . . , Ek admit disjoint witness sets. Then, for any increasing events
E1, . . . , Ek depending on a finite number of sites, the BK inequality reads

Pp(E1 ◦ · · · ◦ Ek) ≤ Pp(E1) · · · Pp(Ek). (3.2)

We refer the reader to the book [11] for proofs of these two classical inequalities.

3.2 The traversability functions hu

The following definition is an extension of the definition of occupied rows and columns
for the simple bootstrap percolation, see [18]. In words, an occupied line has a helping
set sufficient for infection to invade it in direction u.

Definition 3.1 (Occupied lines) For an isolated stable direction u, let Hu denote the
set of helping sets for u (recall Sect. 1.1). A line lu(n) orthogonal to u is occupied in
A ⊆ Z

2 if there exist x ∈ lu(n) and H ∈ Hu such that x + H ⊆ A.
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We call a rectangle any translate of the set

Ru(m, n) = {
x ∈ Z

2 : 0 ≤ 〈x, u⊥〉 < m/ρ2
u and 0 ≤ 〈x, u〉 < nρu

}

for some m, n ∈ N. With this notation we have that Ru(m, n) ∩ lu contains m sites
and Ru(m, n) ⊂ ⋃n−1

j=0 lu( j), so the rectangle spans n lines. We naturally define
Ru(m,∞) = ⋃

n>0 R
u(m, n). Define the event

Au(m, n) =
n−1⋂
j=0

{
lu( j) is occupied in A ∩ Ru(m,∞)

}
. (3.3)

Note that this event depends on the state of sites in the slightly higher rectangle

Ru(m, n + max{〈x, u〉/ρu : x ∈ H , H ∈ Hu}). (3.4)

The following proposition studies the behaviour of Pp[Au(m, n)]. In particular,
we prove that this probability can be expressed in terms of a family of functions hup.
They are obtained using various sub-additivity properties corresponding to cutting
rectangles into smaller pieces.

Proposition 3.2 Let u be an isolated stable direction. There exists a constant Vu > 0
and a family of continuous non-increasing functions (hup)p∈(0,1) : (0,∞) → (0,∞)

such that

(1) (Link to Au) For any p ∈ (0, 1), m > Vu and n > 0,

exp
(
−hup

(
pα(u)m

)
(n + Vu)

)
≤ Pp(Au(m, n))

≤ exp
(
−hup

(
pα(u)m

)
(n − Vu)

)
. (3.5)

(2) (Behaviour near 0 and ∞) There exist p0, cu > 0 such that for every p ≤ p0 and
x ≥ pα(u)/cu,

− cu log
(
1 − e−x/cu

) ≤ hup(x) ≤ − log
(
1 − e−cu x

)
. (3.6)

(3) (Uniform convergence) There exists a continuous non-increasing integrable func-
tion hu : (0,∞) → (0,∞) such that, as p → 0, hup/h

u converges to 1 uniformly
on (a, b) for every a, b > 0.

In simple cases, the functions hu could be computed explicitly. The limit hu corre-
sponds to the functions f and g in [18] and functions gk in [19]. However, in general,
these functions are not explicit. Also note that if m and n are of order p−α(u), then
−pα(u) logPp(Au(m, n)) remains of order 1 when p goes to 0. This is why p−α(u) is
the right scale to consider.
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Proof of (1) The main ingredient to construct hup is sub- and super-multiplicativity. Fix
m large enough so that Pp(Au(m, n)) ∈ (0, 1) for all n > 0 and p ∈ (0, 1). That is,
m is chosen so that the rectangle Ru(m,∞) is wide enough to fit helping sets for any
line. Define vp,m(n) = Pp(Au(m, n)).

Observe that Ru(m, n + n′) = Ru(m, n) � (nρuu + Ru(m, n′)) for any n′ ∈ N and
n ∈ ρ−2

u N, so vp,m(n)vp,m(n′) ≤ vp,m(n+n′)by theHarris inequality (3.1). Similarly,
recallingEq. (3.4),we can choose an integer constantC > 0 divisible by 1/ρ2

u such that
for n ∈ ρ−2

u N with n ≥ C and n′ ∈ N, we have vp,m(n + n′) ≤ vp,m(n −C)vp,m(n′)
by independence. Thus for any n, n′ ∈ 1/ρ2

uN,

vp,m(n)vp,m(n′) ≤ vp,m(n + n′) ≤ vp,m(n − C)vp,m(n′).

The sub-additivity lemma and the first inequality imply that there exists μ =
μ(u, p,m) ∈ (0, 1] such that vp,m(n) ≤ μn for every n ∈ 1/ρ2

uN and

lim
n→∞(vp,m(n/ρ2

u ))
ρ2
u/n = μ. (3.7)

Moreover, the second inequality entails that for any k ∈ N, n ∈ 1/ρ2
uN,

vp,m((k + 1)(n + C))

μ(k+1)(n+C)
≤ vp,m(k(n + C))

μk(n+C)

vp,m(n)

μn+C
≤
(

vp,m(n)

μn+C

)k

,

so vp,m(n) ≥ μn+C . Finally, recalling that vp,m is non-increasing by definition, we
obtain that for any n ∈ N

μC+�ρ2
un�/ρ2

u ≤ vp,m(n) ≤ μ�ρ2
un�/ρ2

u . (3.8)

Since p �= 1, this is clearly impliesμ �= 1. For anym ∈ N, set hup(p
α(u)m) = − logμ.

Extend hum to all (0,∞) in a piece-wise linear way. Note that hup is non-increasing
since Au(m, n) ⊆ Au(m + 1, n) for every n,m ∈ N.

Proof of (2) In order to upper bound hup, it suffices to consider a particular way of
occupying all lines of Ru(m, n) for m large enough. Fix a helping set H ∈ Hu and
a positive integer C ∈ 1/ρ2

uN such that H ⊂ Ru(C,C). Fix some v ∈ lu(1) with
〈u⊥, v〉 ≥ C and consider the disjoint rectangles Ri, j = (iv + jCρuu) + Ru(C,C)

for (i, j) ∈ Z
2 (see Fig. 2). For each 0 ≤ k < n, let

mk =
∣∣∣
{
(i, j) ∈ Z

2 : Ri, j ⊂ Ru(m,∞), i + C j = k
}∣∣∣ ,

so that iv+ jCρuu+H ⊂ Ru(m,∞) can occupy line lu(k). By construction, for some
c > 0 it holds that for all m large enough and k ≥ 0, mk ≥ cm. Then independence
yields

Pp(Au(m, n)) ≥
n−1∏
k=0

(
1 −

(
1 − p|H |)mk

)
≥ (1 − (1 − pα(u))cm)n

≥ exp
(
−n log

(
1 − e−cmpα(u)

))
.
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Fig. 2 The translates Ri, j of R
u(C,C) used in the proof of Proposition 3.2(2) in the case C = 5. In each

rectangle, we have indicated for which i it is used to occupy the line lu(i)

Recalling Eq. (3.7) and that hup(p
α(u)m) = − logμ, we recover the second inequality

of Eq. (3.6) for x = pα(u)m. The inequality for arbitrary x ≥ pα(u)/cu with cu > 0
small enough then follows since hup is non-increasing.

Turning to the first inequality in Eq. (3.6), we will see, in Lemma 3.4, that one
can find C ∈ 1/ρ2

uN large enough so that for any H ∈ Hu , there exists t ∈ u⊥
Z

such that H + t ⊂ Ru(C,C). Then, if Au(m, n) occurs, every rectangle of the form
iCρuu+Ru(m,C) contained in Ru(m, n+C)must contain an element of iCρuu+Hu .
Since there are at most C2α(u) possibilities for the helping set up to translation, the
Harris inequality (3.1) gives

Pp(Au(m, n)) ≤
�n/C�∏
i=0

(
1 −

(
1 − pα(u)

)C2α(u)m
)

≤
(
1 − e−2m(C2 p)α(u)

)n/C
.

The first inequality of Eq. (3.6) then follows as above.

Proof of (3) Fix a < b. Let us prove that hup converges to some function hu as p → 0.
From Eq. (3.8) we have that for some C > 0, any p small enough, n > C and
x ≥ Cpα(u) with x ∈ pα(u)

N,

− logPp(Au(xp−α(u), n))

n + C
≤ hup(x) ≤ − logPp(Au(xp−α(u), n))

n − C
.

Since hup was defined by linear interpolation for x /∈ pα(u)
N, if we also interpolate

logPp[Au(xp−α(u), n)] linearly, the above inequalities remain valid for any x ≥ a.
It is therefore sufficient to prove that for each fixed n > 0, x �→ Pp(Au(xp−α(u), n))

converges uniformly on [a, b] as p → 0 to a limit taking values in (0, 1). The fact that
the limit cannot be 0 or 1 and the integrability of hu follow from (2), while continuity
and monotonicity pass through the uniform convergence.

Fix n ≥ C . For any E ⊆ {0, . . . , n − 1}, define Au(m, n, E) to be the event
that lines lu(i) for i ∈ E are not occupied in A ∩ Ru(m,∞). Via the inclusion–
exclusionprinciple, it is sufficient to show that x �→ Pp(Au(xp−α(u), n, E)) converges
uniformly on [a, b] for any fixed E .

Fix an integer k ≥ C . Consider the rectangle Ru(m, n) for m divisible by k and
partition it into Ru(m, n) = ⊔m/k−1

i=0 iku⊥ + Ru(k, n). Next, given a configuration
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A ⊆ Ru(m, n), let τ A = (A + u⊥)/mu⊥
Z ⊆ Ru(m, n), that is, the circular shift of

A by u⊥. In particular, τm A = A. Observe that, by Eq. (3.3) and the definition of C ,
if A /∈ Au(m, n, E), then A ⊇ H + t for some H ∈ Hu with H ⊂ Ru(C,C) and
t ∈ ⋃e∈E lu(e). But then for each i ∈ {0, . . . ,m/k−1}, at least k−C out of the shifts
(τ j (H+ t))mj=1 are contained in iku

⊥+Ru(k, n). Thus, for at least (k−C)m/k values

of j ∈ {1, . . . ,m}, we have τ j A /∈ Au(m, n). Since the rectangles in the partition are
disjoint, this yields

1 ≥ 1 − (Pp(Au(k, n, E)))m/k

1 − Pp(Au(m, n, E))
≥ k − C

k
. (3.9)

Recall that by definition, for every x ≥ pα(u), we have

Pp(Au(�xp−α(u)�, n, E)) ≤ Pp(Au(xp−α(u), n, E)) ≤ Pp(Au(�xp−α(u)�, n, E)).

(3.10)

Moreover, Pp(Au(k, n, E)) = 1 − C ′ pα(u) + O(pα(u)+1) as p → 0, where C ′ =
C ′(u, k, n, E) is the number of possible positions of translates of a helping set violating
the event. When p goes to 0, this leads to

(
Pp(Au(k, n, E))

)(xp−α(u)+O(1))/k → e−xC ′/k (3.11)

uniformly on x ∈ [a, b]. Combining Eqs. (3.9) to (3.11), we get

e−xC ′/k + o(1) ≥ Pp(Au(xp−α(u), n, E) ≥ e−xC ′/k − C

k
− o(1) (3.12)

with o(1) going to 0 as p → 0 uniformly on x ∈ [a, b].
The definition of C ′ readily leads to the further quasi-additivity

|C ′(u, k1 + k2, n, E) − C ′(u, k1, n, E) − C ′(u, k2, n, E)| ≤ nC ′′(u)

for a suitable constantC ′′(u) > 0. Then the sub-additivity lemmagives the existence of
limk→∞ C ′/k = κ = κ(u, n, E) ∈ (0,∞). Therefore, Eq. (3.12) entails the uniform
convergence

Pp

(
Au

(
xp−α(u), n, E

))
→ e−xκ .

While the event Au(m, n) enjoys good approximate multiplicativity properties, it
will be more convenient to work with a slightly more artificial version of it following
[13]. To introduce it we will need a few more notions.
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456 H. Duminil-Copin, I. Hartarsky

Definition 3.3 (W -helping sets) Let u be an isolated stable direction. One can show
[4, Lemma 5.2] that there exists a positive integer Wu and U1,U2 ∈ U such that
U1∪((Wu+1)u⊥+U2) ⊂ Hu∪(u⊥{1, . . . ,W }).Wewill call any set ofWu consecutive
sites of the form x + (u⊥{1, . . . ,Wu}) a W -helping set for lu(n), if x ∈ lu(n).

In words, a W -helping set is an interval of Wu sites on lu such that, with the help
of Hu , it immediately infects the next sites on lu , thus propagating infection along lu .
Consequently, if H is a W -helping set for lu , then [Hu ∪ H ] = lu ∪ Hu . Voracious
directions have the property that any helping set together with a half-plane quickly
generates a W -helping set as ensured in the next statement, which is essentially due
to [15].

Lemma 3.4 (Helping sets generate W -helping sets) Fix a voracious isolated stable
direction u. For every Vu ∈ N large enough the following holds for any H ∈ Hu. There
exists t ∈ u⊥

Z such that H + t ⊂ Ru(Vu, Vu) and the set of sites A�√Vu� infected at

time �√Vu� with initial infections A0 = Hu ∪ (H + t) contains a W-helping set H ′
for lu with H ′ ⊂ u⊥{−�Vu/2�, . . . , �3Vu/2�}.
Proof The fact that for some Vu we can choose t so that H + t ⊂ Ru(Vu, Vu) was
already used in the proof of Proposition 3.2 and does not require voracity. It is proved in
[15, Section 2]. Thus, up to the translation vector t , there are finitelymany helping sets.
Since u is voracious, each H ∈ Hu togetherwithHu generates aW -helping set in finite
time. Let T < ∞ be the maximal such time. Setting C = max{‖u‖ : u ∈ U ,U ∈ U},
we have that the W -helping set is at distance at most CT from H , since u is stable.
Taking the maximum of Vu , Wu , 4C2 and T 2 yields the desired conclusion.

The next definition is the more technical version of the eventAu(m, n) that we will
use.

Definition 3.5 (Traversability) Fix an isolated stable direction u and positive integer
Vu ≥ Wu such that for any H ∈ Hu there exists t ∈ u⊥

Z so that H + t ⊆ Ru(Vu, Vu).
Further let m > 2Vu and n ≥ 1 be integers. If n > Vu , we say that Ru(m, n) is
traversable in A, if A − Vuu⊥ ∈ Au(m − 2Vu, n − Vu) and A ∩ Ru(m, n) contains a
W -helping set for lu(n − i) for each i ∈ {1, . . . , Vu}. If n ≤ Vu , we say that Ru(m, n)

is traversable in A, if there are W -helping sets in A ∩ Ru(m, n) for lu(i) for all
i ∈ {0, . . . , n − 1}. Let T (Ru(m, n)) denote the event that Ru(m, n) is traversable.

In words, we require helping sets to be far from the boundary of the rectangle (so
that Lemma 3.4 can be used to generate W -helping sets before seeing the boundary)
and further ask for W -helping sets on the last few lines. The use of W -helping sets in
this definition is that, contrary to helping sets, they are contained in the line they are
used for. Thisway the occurrence of T (Ru(m, n)) only depends on A∩Ru(m, n) and it
is not hard to check that [Hu∪(A∩Ru(m, n))] ⊃ Ru(m, n) for any A ∈ T (Ru(m, n)).

The Harris inequality (3.1) and Proposition 3.2(1) yield the following.
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Corollary 3.6 (Traversability probability) For any isolated stable direction u, Vu large
enough, m > 3Vu and n > Vu, we have

pWVu exp
(
−hup

(
pα(u)(m − 2Vu)

)
n
)

≤ Pp(T (Ru(m, n)))

≤ exp
(
−hup

(
pα(u)m

)
(n − 2Vu)

)
.

3.3 Droplets

We henceforth assume that U is not one-dimensional, that is, there does not exist
u ∈ Z

2 such that U ⊂ uZ for all U ∈ U . While helping sets are defined with an
infected half-plane in mind, we will systematically have only a finite infected region
at our disposal. Our next goal is to define the appropriate geometry for such regions,
respecting the update family U .

We need to consider a particular set of directions related to the update family known
as quasi-stable directions [4]. Namely, let

S =
{
u ∈ S1 : ∃U ∈ U , ∃x ∈ U : 〈x, u〉 = 0

}
. (3.13)

Note that quasi-stable directions are necessarily rational. We index them u1, . . . , u|S|
in counterclockwise order and indices are considered modulo |S|. Since we will often
consider sequences of numbers indexed by S, we denote by eu the canonical basis of
R
S and use bold letters for vectors in this space. When U is isotropic with difficulty

α (recall Eq. (1.2)), the set

Sα =
{
u ∈ S1 : α(u) = α

}
⊆ S (3.14)

of isolated stable directions of maximal difficulty is also of particular importance. As
it will be convenient to work with continuous regions, for a ∈ R, we further set

Hu(a) = {x ∈ R
2 : 〈x, u〉 < aρu}.

However, whenever referring to the bootstrap percolation process with an initial con-
dition contained in R

2, we will mean its intersection with Z
2.

Definition 3.7 (Droplet) A droplet D is a non-empty set of the form D = D[a] =⋂
u∈S Hu(au) where a ∈ R

S (see Fig. 3). Given a droplet D, its radii a ∈ R
S are

given by au = supd∈D〈d, u/ρu〉, so that D = D[a] and we systematically assume
sequences defining droplets to be chosen this way. We similarly define Sα-droplets,
replacing S by Sα and similarly for all subsequent notions involving droplets.

For u ∈ S, define the edge

Eu(D[a]) = {x ∈ R
2 : 〈x, u〉 = auρu,∀v ∈ S \ {u}, 〈x, v〉 < avρv},
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u1

u2
u3u4

u5

u6 u7
u8

mu8

mu1

mu2

mu3

mu4

mu5

mu6

mu7

au7

su7

au6

su6

au5su5

au4

su4

au3 au2

su2

au1 su1

au8

su8

Fig. 3 An example of two droplets D[a] ⊆ D[b] with |S| = 8. The radii a ∈ R
S , the location s = b − a

and the dimensionm of D[b] are indicated. Note that su3 is not drawn, since it is 0 in this instance. Further
note that au and su are measured in units of ρu , while mu is measured in units of 1/ρu for every u ∈ S

that is, the u-side of the polygon D[a]. Note that Eu(D) ∩ D = ∅ for any droplet
D. The dimension m ∈ [0,∞)S of D is given by mu = |Eu(D)|ρu for every u ∈ S,
where |Eu(D)| is the Euclidean length of the edge. The perimeter of Dwith dimension
m is defined as

�(D) =
∑
u∈S

mu .

We will require a notion of “circular” droplet. For k ∈ [0,∞), let D[k] be the sym-
metric droplet with dimension (k, . . . , k) ∈ [0,∞)S (not to be confused with radii).
In order to construct D[k], set x1 = 0 and xi+1 = xi − ku⊥

i . Since S is symmetric,

we obtain x|S|+1 = x0 and D[k] is constructed as the polygon with vertices (xi )
|S|
i=1

translated appropriately.
The location of D1 = D1[a] ⊆ D2 = D2[b] is given by s = b − a ∈ [0,∞)S .

The total location 
(D1, D2) is defined by


(D1, D2) =
∑
u∈S

su .

Note that 
(D1, D2) does not depend on the positions of D1 and D2, but just on their
shapes.

Not every m ∈ R
S necessarily corresponds to the dimension of a droplet. Yet it

is easy to verify that if m and m′ are the dimensions of two droplets D and D′, then
there exists a droplet with dimensions m + m′. In fact it is given by the Minkowski
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sum of the droplets

D[a] + D[b] := D[a + b] = {x + y : x ∈ D[a], y ∈ D[b]}. (3.15)

For any z > 0 and droplet D we denote Dz = D + D[z]. Equation3.15 immediately
entails the following important property of sums that will be used frequently.

Observation 3.8 Let D1 ⊆ D2 and D be droplets. The location of D1 + D ⊆ D2 + D
is equal to the location of D1 ⊆ D2.

Proof Let the radii of D1, D2, D bea,b, c respectively. Then, the location of D1+D =
D[a + c] ⊆ D[b+ c] = D2 + D is (b+ c) − (a + c) = b− a, which is the location
of D1 = D[a] ⊆ D[b] = D2.

We will require a further operation on droplets.

Definition 3.9 (Span of droplets) The span of droplets D1, . . . , Dk denoted by D1 ∨
· · · ∨ Dk is the smallest droplet containing

⋃k
i=1 Di .

The following important property follows directly from Definition 3.9 and Eq.
(3.15): one has that D[a1]∨· · ·∨D[ak] = D[a(1) ∨· · ·∨a(k)]with a(1) ∨· · ·∨a(k) =
(maxki=1 a

(i)
u )u∈S .

3.4 The sharp threshold constant �

In the sequel we assume that U is isotropic with difficulty α. We are now in position
to define a functional depending on two droplets, which will quantify the cost of the
smaller one growing to become the larger one.

Definition 3.10 For two droplets D ⊆ D′ with location s and such that the dimension
of D ism, let2

Wp(D, D′) = pα
∑
u∈Sα

hup
(
pαmu

)
su,

W (D, D′) =
∑
u∈Sα

hu(mu)su,

where hup and hu are defined in Proposition 3.2. Let D be the set of bi-infinite non-
decreasing (for inclusion) sequences of droplets (Dn)n∈Z such that

⋂
n∈Z

Dn = {0}
and

⋃
n∈Z

Dn = R
2. For a sequence D = (Dn)n∈Z ∈ D, set

W(D) = 1

2

∑
n∈Z

W (Dn, Dn+1).

2 Here we make the convention that hu(0) = hup(0) = ∞, but if mu = su = 0, then hu(mu)su =
hup(p

αmu)su = 0 for any u ∈ S and p ∈ (0, 1).

123
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Finally, the sharp threshold constant is given by

λ = inf
D∈D

W(D).

We analogously define Dα for Sα-droplets and set λα = infD∈Dα
W(D).

Let us emphasise that even though droplets are defined with respect to S, only
directions in Sα are featured inWp andW . As we will see, this will entail that λα = λ.
Also note thatWp is simply the rescaled version ofW , taking into account the scaling
from Proposition 3.2 for directions in Sα .

The definition of λ as the minimizer of an energy functional is a typical feature
of metastability phenomena. Since the creation of a droplet of critical size is very
unlikely, the procedure to create it tends to minimize the energy. Here, the energy
takes the special form of work along a certain sequence of droplets. The sequence
along which the work is minimized is therefore related to the typical shape of a critical
droplet.

Proposition 3.11 The constant λ belongs to (0,∞).

Proof Let us first show that λ > 0. Observe that there exists a constant c > 0 such that
for any sequence of radii a and corresponding dimension m, we have maxu∈S mu ≤
cmaxu∈Sα

au , since there are directions of difficulty α in every semicircle. Consider
a sequence of droplets Dn = D[a(n)] as in Definition 3.10. Let n0 be the smallest
integer such that maxu∈Sα

a(n0)
u ≥ B for some fixed constant B > 0 and let u0 ∈ Sα

be such that a(n0)
u0 = maxSα

a(n0)
u . Then

n0−1∑
n=−∞

W (Dn, Dn+1) ≥ hu0
(
m(n0−1)

u0

) n0−1∑
n=−∞

s(n)
u0 = hu0

(
m(n0−1)

u0

)
a(n0)
u0

≥ hu0(cB)B > 0,

since hu0 is non-increasing and positive by Proposition 3.2.
Turning to λ < ∞, consider the sequence D = (D[2n])n∈Z and let D[1] = D[a].

For some constant c > 0, its energy is given by

W(D) =
∑
n∈Z

W (D[2n], D[2n+1]) =
∑
u∈Sα

∑
n∈Z

hu(2n)2nau

≤ −1

c

∑
n∈Z

log
(
1 − e−c2n

)
2n < ∞, (3.16)

using Proposition 3.2(2).

Proposition 3.12 We have λ = λα .

Proof Considering Sα-droplets as droplets whose dimensions mu are zero for u ∈
S \ Sα (like the u5-dimension of D[a] in Fig. 3), it is clear that λ ≤ λα , so it remains

123



Sharp metastability transition for two-dimensional bootstrap... 461

to prove the reverse inequality. Fix ε > 0 and let D = (Dn)n∈Z ∈ D be such that
W(D) ≤ λ + ε. For each n ∈ Z, let D′

n be the smallest Sα-droplet containing Dn .

Observe that for each n ∈ Z and u ∈ Sα we havem(n)
u ≤ m′

u
(n) and s′

u
(n) = s(n)

u , since
S ⊇ Sα , where m(n) is the dimension of Dn and s(n) is the location of Dn ⊆ Dn+1

and similarly for m′(n) and s′(n). Therefore, setting D′ = (D′
n)n∈Z, we get W(D′) ≤

W(D) = λ + ε, since the functions hu are non-increasing. Thus, it remains to check
that D′ ∈ Dα . But this is clear: D′

n ⊇ Dn → R
2 as n → ∞ and D′

n → {0} as
n → −∞ since the same holds for Dn . Hence, λα ≤ W(D′) ≤ λ + ε for any ε > 0
and we are done.

3.5 Constants

In the subsequent sections we will require a number of large and small quantities that
will depend on each other. In order to simplify statements and for convenience, we
gather them here. First, fix the update family U , α from Eq. (1.2), S from Eq. (3.13),
Sα from Eq. (3.14) and λ from Sect. 3.4 once and for all and allow all other constants
to depend on them. Recall the constants Vu and cu defined in Proposition 3.2 and
Lemma 3.4 and Wu from Definition 3.3 for isolated stable directions u. Since there
are finitely many such u, we fix uniform constants W = maxu Wu , c = minu cu and
Vu = max Vu (chosen once W is fixed, so that Lemma 3.4 works). We also allow
all subsequent constants to depend on c, V ,W . We introduce the positive constants
C, K , ε,G, B, L, Z , T so that

1 � C, K � 1

ε
� G � B � L � 1

Z
� 1

T
� 1

p
.

That is to say, C and K are positive numbers chosen large enough, ε is positive small
enough depending on C and K , G is positive chosen large enough depending on C , K
and ε and so on. When constants are introduced more locally, they may also depend
on U , α, S, Sα , c, V and W , but not on the other quantities above, unless otherwise
stated.

4 Proof of the upper bound

In this section, we focus on proving the following upper bound.

Theorem 4.1 Let U be an isotropic voracious update family of difficulty α. Then,
recalling λ from Definition 3.10, for any ε > 0, we have

lim
p→0

Pp
(
pα log τ < λ + ε

) = 1

We aim to exhibit a mechanism for infecting large droplets and estimate its proba-
bility. For the rest of Sect. 4, we fix U as in Theorem 4.1.
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4.1 Lower bound on the probability of growth

For droplets D1 ⊆ D2, define I(D1, D2) = {[(A ∩ D2) ∪ D1] ⊇ D2} to be the event
that D1 plus the infections present in D2 are enough to infect D2. We now bound
the probability of I(D1, D2) for two very similar droplets. Recall from Sect. 3.3 that
Dz = D + D[z] for a droplet D and z > 0.

Proposition 4.2 For any droplets D1 ⊆ D2 ⊆ D[Bp−α] satisfying 
(D1, D2) ≤
T p−α , we have

Pp

(
I
(
DZp−α

1 , DZp−α

2

))
≥ p−C exp

⎛
⎝−(1 + ε)

Wp

(
DZp−α

1 , DZp−α

2

)

pα

⎞
⎠ , (4.1)

Proof Consider two droplets DZp−α

1 = D[a] ⊆ DZp−α

2 = D[b] as in the statement.
Let s = b − a be the location. We will use the infection mechanism illustrated in
Fig. 4. Fix u ∈ S and let

m̃u = max{m ∈ N : ∃t ′ ∈ Z
2, t ′ + Ru(m̃u, su) ⊆ D[a + eusu] \ D[a]}, (4.2)

Ru = t + Ru(m̃u, su) ⊆ D[a + eusu] \ D[a] (4.3)

for some t ∈ Z
2. Note that D[a+eusu] is the droplet DZp−α

1 extended in direction u, so

that its u-edge is contained in the one of DZp−α

2 , while the other edges of D[a+ eusu]
contain the corresponding edges of DZp−α

1 . In words, Ru is the largest rectangle fitting
in the trapezoid depicted in Fig. 4, whose height is very small in the present setting.
Note that

BCp−α ≥ mu ≥ m̃u ≥ mu − Csu ≥ mu − CT p−α ≥ Z/(Cpα), (4.4)

where mu ≥ Zp−α is the u-dimension of DZp−α

1 , using that 1/T ! 1/Z ! C .
Recalling Definition 3.5, consider the event

E =
⋂
u∈S

T (Ru).

Claim 4.3 We have E ⊆ I(DZp−α

1 , DZp−α

2 ).

Proof Let us first check that E implies that [DZp−α

1 ∪ A ∩ DZp−α

2 ] ⊇ D[a + eu] for
any u ∈ S such that su ≥ 1.

There are two cases to consider, as in Definition 3.5. If su > V , then T (Ru)

guarantees a helping set at distance Vu from the boundary of Ru parallel to u. Then,
by Lemma 3.4, this helping set generates a W -helping set that is still at distance at
least Vu/2 from the boundary. By Definition 3.3, this W -helping set infects the entire
segment Z2 ∩ (D[a+ eu] \ D[a]) possibly up to bounded distance from the boundary.
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However, it is known (see [4, Lemma 5.4]) that, thanks to the choice of S in Eq.
(3.13), in fact the entire segment Z2 ∩ (D[a+eu] \D[a]) becomes infected. If su ≤ V
instead, then T (Ru) directly provides us with a W -helping set as above and the same
conclusion holds.

Proceeding by induction on 
(D1, D2), we obtain the desired conclusion.

By Claim 4.3, it remains to bound the probability of E . Corollary 3.6 gives

Pp

(
I
(
DZp−α

1 , DZp−α

2

))
≥ Pp(E) ≥

∏
u∈S

(
pWV exp

(
−hup

(
pα(u)(m̃u − 2V )

)
su
))

.

(4.5)

First consider u ∈ S\Sα , so that α(u) ≤ α − 1 (recall Eqs. (1.2) and (3.14)). Then,
by monotonicity of hup, Eqs. (3.6) and (4.4)

hup
(
pα(u)(m̃u − 2V )

)
≤ hup(p

α(u)−αZ/C) ≤ exp
(
−p−1/2

)
. (4.6)

Next, take u such that u ∈ Sα , so that α(u) = α. Note that pα(mu − m̃u + 2V ) ≤
CT and pα(m̃u − 2V ) ∈ [Z/C, BC] by Eq. (4.4). But hup/h

u → 1 uniformly on
[Z/C, BC] by Proposition 3.2(3), hu is uniformly continuous on this interval and
T � 1/C, ε, 1/B, Z , so

hup
(
pα(u)(m̃u − 2V )

)
≤ (1 + ε)hu(pαmu). (4.7)

Putting Eqs. (4.5) to (4.7) together with Definition 3.10, completes the proof of Propo-
sition 4.2.

4.2 Proof of Theorem 4.1

Wesay that a droplet is D internally filled if [D∩A] ⊃ D and denote the corresponding
event by I(D). Our next goal is to prove the upper bound of our main result. To that
end, we prove lower bounds on the probability of internal filling progressively larger
droplets thanks to Proposition 4.2. We start by proving that a small droplet is created
with fairly good probability. While the next statement can be extracted from the proof
of [13, Lemma 5.6], itself inspired by [6, Section 4], we include a self-contained proof
for completeness.

Lemma 4.4 (Subcritical growth) We have

Pp(I(D[1/(Bpα)])) ≥ exp(−εp−α).

Proof To see this, we will proceed similarly to the proof of Proposition 4.2. Fix a
constant κ > 1 close enough to 1 and N ∈ N such that CκN = 1/(Bpα). For
n ∈ {0, . . . , N }, let Dn = D[Cκn]. In order for the final droplet DN to be internally
filled, it suffices for the first one to be fully infected and all events I(Di , Di+1) to
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u1

u2
u3u4

u5

u6 u7
u8

Ru7

Ru6

Ru4

Fig. 4 The rectangles Ru used in the proof of Propositions 4.2 and 5.4 for the droplets from Fig. 3. In the
picture only 3 of these rectangles are non-empty, as it can be seen thanks to the dashed lines. However,
in Proposition 4.2 it is not possible for any of the rectangles to be empty, since the total location is much
smaller than the smallest dimension. The trapezoid D[a + eu4 su4 ] \ D[a] is hatched

occur. As in the proof of Proposition 4.2, in order to guarantee the latter, it suffices
for suitable translates of the rectangles Ru(κ i , (κ i+1 −κ i )au) to be traversable, where
D0 = D[a].

Therefore, the independence of these events, Corollary 3.6 and Proposition 3.2(2)
give

Pp[I(D[1/(Bpα)])] ≥ pC
3+NWV |S|

N−1∏
i=0

∏
u∈S

exp
((

κ i+1 − κ i
)
au log

(
1 − e−pα(u)κ i

))

≥ eC log2(1/p) exp

(
N−1∑
i=0

∑
u∈S

Cκ i log
(
1 − e−pα(u)κ i

))
.

The terms corresponding to u ∈ S\Sα contribute a negligible factor exp(−C2 p−α(u)).
On the other hand, terms with u ∈ Sα can be bounded by

exp
(−p−αε/ (2|Sα|)) ,

since B is large enough depending on C and ε. Putting these bounds together, we
obtain the desired result.

Before we turn to ‘critical’ droplet sizes, which is the most important scale, we
will need a truncation and refinement statement for the threshold constant λ from
Definition 3.10.

Lemma 4.5 There exists a sequence of droplets (Dn)n≤N such that:

• DZ
0 ⊆ D[1/B],
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• D[B] ⊆ DZ
N ⊆ D[L/2],

• 
(DZ
n , DZ

n+1) ≤ T for every 0 ≤ n ≤ N − 1,

• ∑N−1
n=0 W (DZ

n , DZ
n+1) ≤ 2λ + ε.

Proof In order to deduce the existence of (Dn)n≤N from Definition 3.10, we proceed
as follows. We start with a sequence D ∈ D such that W(D) ≤ λ + ε/3, so that
D does not depend on B, but only on ε. Note that along this sequence if there is a
dimension m(n)

u = 0 for u ∈ Sα , then a(n+1)
u − a(n)

u = 0, since otherwise W(D)

would be infinite (recall Footnote 2). We truncate and index the sequence so that its
first term is D0 ⊆ D[1/(2B)] and its last one is DN ⊇ D[B]. Since L can be chosen
large enough depending onD, we can ensure that DZ

N ⊆ D[L/2] and thatm(i)
u ≥ 1/L

for all u ∈ Sα and i ∈ {0, . . . , N − 1} such that a(n+1)
u − a(n)

u �= 0. Note that since
Z < 1/L , we have

0 ≤
N−1∑
n=0

(
W (Dn, Dn+1) − W

(
DZ
n , DZ

n+1

))
≤ ω(Z)|Sα|max

u∈S
auL,

where ω is the maximum of the moduli of continuity of all hu over the compact set
[1/L, L] and D[1] = D[a]. The right-hand side above goes to 0 uniformly in the
choice of the sequence as Z → 0 with L fixed.

It therefore remains to show that we can refine the sequence in order to have

(Dn, Dn+1) ≤ T (recall Observation 3.8). Let Dn = D[a(n)] and Dn+1 =
D[a(n+1)].We create a sequence of intermediate droplets Dn = Dn,0 ⊂ Dn,1 ⊂ · · · ⊂
Dn,k+1 = Dn+1 recursively as follows. Given i ≥ 0 and the droplet Dn,i = D[an,i ],
let un,i be an arbitrarily chosen direction such that its dimension mn,i

un,i is not smaller

than m(n)

un,i and a(n+1)
un,i − an,i

un,i �= 0. The fact that such a direction u necessarily exists

whenever Dn ⊆ Dn,i ⊂ Dn+1 follows from the classical fact that for two convex sets
A ⊆ B, the perimeter of A is at most the perimeter of B. Having fixed un,i , let

an,i+1 = an,i + eun,i min
(
T , a(n+1)

un,i − an,i
un,i

)

and define Dn,i+1 = D[an,i+1].
Clearly, the refined sequence satisfies the first three conditions of Lemma 4.5. It

therefore remains to check that

W (Dn, Dn+1) ≥
k∑

i=0

W (Dn,i , Dn,i+1).

To see this, recall Definition 3.10 and note that hu(mn,i
u ) ≤ hu(m(n)

u )whenever an,i
u �=

an,i+1
u and

∑k
i=0(a

n,i+1 − an,i
u ) = a(n+1) − a(n). Thus, the existence of the sequence

claimed is established.

Equipped with Lemma 4.5, we are ready to prove a bound on the critical growth
probability.
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Proposition 4.6 (Critical growth) There exists a droplet D[Bp−α] ⊆ Dp ⊆ D[Lp−α]
with

Pp
(
I
(
Dp
)) ≥ exp

(−(2λ + Cε)/pα
)
.

Proof Let Dn = D[a(n)] for n ∈ {0, . . . , N } be the droplets provided by Lemma 4.5.

Define the rescaled droplets (DZ
n )p = DZp−α

n [a(n) p−α]. Since DZ
0 ⊆ D[1/B], we

have

I
((

DZ
N

)
p

)
⊇ I

(
D[1/(Bpα)]) ∩

N−1⋂
n=0

I
((

DZ
n

)
p
,
(
DZ
n+1

)
p

)
.

Therefore, the Harris inequality gives

Pp

(
I
((

DZ
N

)
p

))
≥ Pp

(I (D [1/(Bpα)
])) N−1∏

n=0

Pp

(
I
((

DZ
n

)
p
,
(
DZ
n+1

)
p

))

≥ exp
(−ε/pα

) N−1∏
n=0

p−C exp

(
−(1 + ε)

Wp((DZ
n )p, (DZ

n+1)p)

pα

)

by Proposition 4.2 and Lemma 4.4. We next apply Proposition 3.2(3) and Defini-
tion 3.10 and note that N does not depend on p, to obtain

Pp

(
I
((

DZ
N

)
p

))
≥ exp(−2ε/pα)

N−1∏
n=0

exp

(
−(1 + ε)2

W (DZ
n , DZ

n+1)

pα

)

≥ exp

(
−2ε + (1 + ε)2(2λ + ε)

pα

)
,

further using the fourth property of the sequence (Dn) in Lemma 4.5. The desired
result follows since C is large and ε small enough.

Once we are past the critical scale, growth becomes easy, as shown by the following
result.

Corollary 4.7 (Supercritical growth) We have

Pp

(
I
(
D
[
p−3W

]))
≥ exp

(−(2λ + 2Cε)/pα
)
.

Proof Proposition 4.6 implies that there exists a droplet Dp = D[a] ⊇ D(Bp−α) and

Pp(I(Dp)) ≥ exp(−(2λ + Cε)/pα).
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We may then proceed as in the proof of Lemma 4.4, growing the droplet dimensions
exponentially. This leads to

Pp

(
I
(
D
[
p−3W

]))

≥ exp

(
−2λ + Cε

pα

)
pNWV |S|

N−1∏
i=0

exp

( |S|(κ i+1 − κ i )CB

pα
log

(
1 − e−κ i B/C

))
,

where κ > 1 is a constant close enough to 1 and we assumed for simplicity that
p−3W = κN Bp−α for some integer N . Taking B large, the above product can bemade
larger than exp[−ε/pα] and we have that N is logarithmic in 1/p, so the conclusion
follows.

Finally, we can conclude the proof of the upper bound of Theorem 1.1 in the usual
way following [1]. The idea is as follows. We consider disjoint translates of D[p−3W ]
up to such a distance from the origin that it becomes likely for one to be internally
filled in view of Corollary 4.7. Furthermore, we show that it is likely that all segments
of length p−3W in this volume contain a W helping set. These W -helping sets are
sufficient to allow the droplet to grow until it reaches the origin.

Proof of Theorem 4.1 Fix � = exp((λ + 2Cε)/pα). Let E be the event that for all
u ∈ S, every translate of the rectangle Ru(p−3W , 1) included in D[�] contains a
W -helping set. The probability of this event can be bounded from below by

Pp(E) ≥
(
1 −

(
1 − pW

)�p−3W /W�)|S|·|D[�]∩Z
2|

→ 1.

Denote by F the event that there exists a translate of D[p−3W ] included in D[�]
which is internally filled. Applying Corollary 4.7 and fitting (�p3W )2/C disjoint
translates of D[p−3W ] into D[�], one obtains

Pp(F) ≥ 1 − (
1 − exp[−(2λ + 2Cε)/pα])(�p3W )2/C → 1.

Moreover, the simultaneous occurrence of E andF implies that pα log τ ≤ λ+3Cε

for p small enough. Indeed, each site in the internally filled translate of D[p−3W ]
granted by F becomes occupied in time at most |D[p−3W ] ∩ Z

2|, since at least one
new site becomes infected at each step. After the creation of this supercritical droplet,
it only takes a time of order p−3W� to progress and reach 0, thanks to the event E .
More precisely, growing one of the radii of our droplet by 1 only requires a time of
order p−3W regardless of its size, since each W -helping set grows linearly along its
edge (recall Definition 3.3). The Harris inequality yields

Pp
(
pα log T ≤ λ + 3Cε

) ≥ Pp(E ∩ F) ≥ Pp(E)Pp(F) → 1

which concludes the proof of Theorem 4.1, since Cε � 1.
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5 Proof of the lower bound

We next turn to the lower bound.

Theorem 5.1 LetU be a symmetric isotropic update family of difficultyα. Then, recall-
ing λ from Definition 3.10, for any ε > 0, we have

lim
p→0

Pp
(
pα log τ > λ − ε

) = 1.

Our aim is to control all possible ways of creating large droplets. For the rest of
Sect. 5, we fix U as in Theorem 5.1.

5.1 Upper bound on the probability of growth

Since the process is not obliged to form droplets, but could instead use more compli-
cated shapes, we will need some further notions to suitably reduce them to droplets.

Definition 5.2 (�-connected) Given � > 0, we say that a set X ⊆ Z
2 is �-connected

if it is connected in the graph � = (Z2, {{x, y} : ‖x − y‖ ≤ �}}).
It is known that there exists a constant K = K (U) > 0 such that for all stable

directions u and all sets S ⊂ Z
d such that S /∈ Hu and |S| ≤ α(u), we have

max {d(x, S) : x ∈ [S ∪ Hu] \ Hu} < K/3 (5.1)

(see [15] for an explicit bound on K ). In particular, applying this to both u and −u,
we see that for any S ⊂ Z

d such that |S| < α(u) we have

max{d(x, S) : x ∈ [S]} < K/3. (5.2)

We further assume K large enough so that for any stable u and any S ∈ Hu we have
diam(S) < K/3 and max{‖x‖ : x ∈ ⋃U∈U U } < K/3.

Definition 5.3 (Spanning) For two Sα-droplets D1 ⊆ D2, let E(D1, D2) be the event
that there exists a K -connected set X ⊆ [(A ∩ D2) ∪ D1] such that every Sα-droplet
containing X also contains D2.

We further write E(D) = E(∅, D) for any Sα-droplet D and say that D is spanned
when E(D) occurs.

Spanning events E will play a similar role to the filling events I used for the
upper bound in Sect. 4, so our first step is again to link them to the function W from
Definition 3.10. The next proposition makes use of our symmetry assumption.

Proposition 5.4 For any Sα-droplets D1 ⊆ D2 satisfying �(D2) ≤ CBp−α and

(D1, D2) ≤ T p−α , we have

Pp (E(D1, D2)) ≤ C exp

(
−(1 − ε)2

Wp(D
Zp−α

1 , DZp−α

2 )

pα

)
. (5.3)
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The idea behind the proof is as follows, roughly following [18]. Our goal is to
bound the probability of E(D[a], D[b]) for b ≥ a very close. Thinking of D[a] with
not very small dimensions, we can cut D[b]\D[a] into rectangles like the shaded
ones in Fig. 4 and some remaining small leftover region. We will treat the leftover
region as ‘boundary condition’, since it could, in principle, help for growing the small
droplet in multiple directions simultaneously. Yet, it is small, so it is unlikely to find
a lot of infections there. Once the boundary condition is fixed, the rectangles become
independent and each of them needs to be ‘crossed’ separately. Before turning to the
proof of Eq. (5.3), let us first discuss a lemma, which deals with crossing one of these
trapezoids.

For any m, n ∈ N, define the strip

Su(n) = {x ∈ Z
2 : 0 ≤ 〈x, u〉 < nρu} =

n−1⋃
i=0

lu(i).

Also, consider the crossing events

Cu(m, n, E)

=
{
lu(0) and lu(n)K -connected in [(A ∩ Ru(m, n)) ∪ (Z2 \ Su(n)) ∪ E]

}
,

(5.4)

where E ⊆ Z
2 \ Ru(m, n) is viewed as a “boundary condition”. For such a set E ,

define JE to be the number of j ∈ {0, . . . , n− 1} such that lu( j) is at distance at most
3K from a 3K -connected set of cardinality α(u) in E .

Lemma 5.5 Let u be a stable direction. For m ∈ [T p−α(u),CBp−α(u)], n ≥ 1/T and
E ⊆ Z

2\Ru(m, n), we have

Pp
(
Cu(m, n, E)

) ≤ exp
(
−(1 − ε)hup

(
pα(u)m

)
(n − L JE )

)
.

Proof We prove the result by slicing the rectangle Ru(m, n) into rectangles of fixed
(but large) height k = L/3, which we assume divisible by 1/ρ2

u .
We start by crudely bounding the probability of an ‘error’ event. Let Eu(m, k) be

the event that A ∩ Ru(m, k) contains a 3K -connected set of size α(u) + 1 or there
is a site a ∈ A ∩ Ru(m, k) such that 〈a, u⊥〉 ∈ [0, 3K ) ∪ [m − 3K ,m). In words,
Eu(m, k) occurs if there is an unexpectedly large cluster of infections or there is an
infection close to the boundary of Ru(m, k).

Claim 5.6 In this setting, Pp(Eu(m, k)) ≤ exp(−hup(p
α(u)m)k).

Proof The number of 3K -connected sets of size α(u) + 1 in Ru(m, k) is bounded by
Mkm for some constant M = M(K ) > 0. Similarly,

∣∣∣
{
a ∈ Ru(m, k) : 〈a, u⊥〉 ∈ [0, 3K ) ∪ [m − 3K ,m), 〈a, u〉 ∈ [0, ρuk)

}∣∣∣ ≤ 6Kk.
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Therefore, since mpα(u) ≤ CB, a union bound gives

Pp
(
Eu(m, k)

) ≤ Mkmpα(u)+1 + 6Kkp ≤ k(MCB + 6K )p.

Further recalling the uniform bound from Proposition 3.2(2) and taking p small
enough, this gives

Pp(Eu(m, k)) ≤ exp
(
−hup(T )k

)
≤ exp

(
−hup

(
pα(u)m

)
k
)

,

also taking into account that hup is non-increasing and T ≤ pα(u)m.

With Claim 5.6 at hand, we next prove Lemma 5.5 in a specific case.

Claim 5.7 For any E with JE = 0,

Pp
(
Cu(m, k, E)

) ≤ exp
(
−(1 − 2ε/3)hup

(
pα(u)m

)
k
)

. (5.5)

Proof. Note that k > 3K (α(u)+1). Let us assume in the following that Eu(m, k) does
not occur. Then, A′ = (A ∩ Ru(m, k)) ∪ E consists of 3K -connected components of
size at most α(u) contained entirely in Ru(m, k) and 3K -connected components of
size at most α(u) − 1 contained entirely in E (since JE = 0 and Eu(m, k) does not
occur).

Consider a 3K -connected component K of A′. If K ⊆ E , then |K| ≤ α(u) − 1
and d(K, A′\K) > 3K . The component K cannot be simultaneously close to Hu

and H
−u(1 − k). We claim that for any x ∈ [K ∪ (Z2 \ Su(k)] ∩ Su(k) we have

d(x,K) < K/3. Indeed, depending on whether K is close to one boundary of Su(k),
the other boundary, or neither boundary, this follows from either Eq. (5.1) or Eq. (5.2).

Let us make the further assumption that neither lu(0) nor l−u(−k + 1) is occupied
(recall Definition 3.1), using the notation l−u(i) in order to specify that the line must
be occupied in direction −u. Then, the same reasoning as above applies to any 3K -
connected component K ⊆ A′ ∩ Ru(m, n) as well, using Eq. (5.1). But then

[
A′ ∪ (Z2 \ Su(k)

]
∩ Su(k) =

⊔
K

([K ∪ Su(k)] ∩ Su(k)
)
,

since the sets in the disjoint union are at distance at least 3K−2K/3 apart and therefore
do not interact. Thus, each K -connected component of [A′ ∪ (Z2\Su(k))]\Su(k) is
generated by a single 3K -connected component of A′, so it cannot K -connect lu(0)
to lu(k). In conclusion, if Eu(m, k) does not occur, lu(0) or l−u(−k + 1) must be
occupied in order for Cu(m, k, E) to occur.

Depending on whether lu(0) or l−u(−k + 1) is occupied, one can repeat the above
argument inductively for the strip Su(k)\lu(0) or Su(k)\l−u(−k + 1). This procedure
continues as long as the remaining strip is sufficiently thick. Namely, we deduce that
for N = 3K (α(u)+1), if Cu(m, k, E)\Eu(m, k) occurs, then there exists k′ between 0
and k such that lu(0), . . . , lu(k′−1) and l−u(−k′+N ), . . . , l−u(−k+1) are occupied
in A′.
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Set Pp(Au(m, k)) = 1 for k < 0. By the above, since lines at a distance greater
than K are independently occupied, we get

Pp
(
Cu(m, k, E)

) ≤ Pp
(
Eu(m, k)

)+
k∑

k′=0

Pp
(
Au(m, k′)

)
Pp
(
A−u(m, k − k′ − N )

)

≤ (k + 2) exp
(
−hup

(
pα(u)m

)
(k − N )

)
, (5.6)

by Claim 5.6, symmetry and Proposition 3.2(1) for the second inequality. Recalling
that mpα(u) ≤ CB, 3k = L ! B, 1/ε,C, K and Proposition 3.2, we get

k + 2 ≤ exp
(
hup(CB)(k − N )ε/3

)
≤ exp

(
hup
(
pα(u)m

)
(k − N )ε/3

)
.

Combining this with Eq. (5.6) and k − N ≥ (1 − ε/3)k, we deduce

Pp
(
Cu(m, k, E)

) ≤ exp
(
−(1 − 2ε/3)hup

(
pα(u)m

)
k
)

.

We can now conclude the proof of Lemma 5.5. Divide the rectangle Ru(m, n)

into �n/k� translates of Ru(m, k) and a remainder of height at most k. Then, at least
�n/k�−2JE of these translated rectangles satisfy the condition of Claim 5.7. We thus
obtain

Pp
(
Cu(m, n, E)

) ≤ (
Pp
(
Cu(m, k, E)

))�n/k�−2JE

≤ exp
(
−(1 − 2ε/3)hup

(
pα(u)m

)
(k�n/k� − 2k JE )

)

≤ exp
(
−(1 − ε)hup

(
pα(u)m

)
(n − 3k JE )

)

for n ≥ 1/T . This concludes the proof.
We are now in a position to prove Proposition 5.4.

Proof of Proposition 5.4 Consider two droplets D1 = D[a] ⊆ D2 = D[b] with
�(D2) ≤ CBp−α and 
(D1, D2) ≤ T p−α . Let m be the dimension of D1 and s
be the location of D1 ⊆ D2. For each u ∈ Sα we define Ru as in the proof of Proposi-
tion 4.2, namely, let Ru be the translate of the largest rectangle Ru(m̃u, su) such that
Ru ⊆ D[a+ eusu] \ D[a] (recall Fig. 4 and Eq. (4.3) and (4.2)). Let xu ∈ Z

2 be such
that Ru = xu + Ru(m̃u, su). We set R̄u = Ru if m̃u ≥ T p−α and R̄u = ∅ otherwise
and let m̄u = m̃u if m̃u ≥ T p−α and m̄u = 0 otherwise. Let

X = D2 \
(
D1 ∪

⋃
u∈Sα

R̄u
)

be the leftover region (in Fig. 4 this corresponds to the larger dropletwithout the smaller
one and those among the shaded rectangles which are not too thin). The leftover may
have a rather complicated shape, but is, crucially, small.

123



472 H. Duminil-Copin, I. Hartarsky

Conditioning on A ∩ X and recalling Definition 5.3 and Eq. (5.4), we get

Pp(E(D1, D2)) ≤ Ep

[ ∏
u∈Sα

Pp
(
(A − xu) ∈ Cu(m̄u, su, (A ∩ X) − xu)|A ∩ X

) ]
.

In words, each rectangle R̄u is crossedwith boundary condition given by the infections
in the leftover region. Note that this probability is simply an indicator function for u
such that m̃u < T p−α , since it is measurable with respect to the conditioning.

Following Lemma 5.5, for each u ∈ Sα let JuA∩X be the number of j ∈ {0, . . . , su −
1} such that lu( j)+xu is at a distance atmost 3K froma3K -connected set of cardinality
α in A ∩ X . Then, Lemma 5.5 gives

Pp(E(D1, D2)) ≤ Ep

[ ∏
u∈Sα
m̄u=0

1JuA∩X=su exp
(

− (1 − ε)
∑
u∈Sα
m̄u �=0

hup
(
pαm̄u

) (
su − L JuA∩X

) )]
,

(5.7)

which becomes an expectation just over the (JuA∩X )u∈Sα
.

We argue that for each u either JuA∩X is small enough not to perturb su much or it

is large, which is unlikely by itself. Indeed, denoting bymZ the dimension of DZp−α

1 ,
we can bound Eq. (5.7) from above by

∑
S⊂{u∈Sα :m̄u �=0}

Pp
(∀u ∈ Sα \ S, JuA∩X > εsu/L

)
exp

(
− (1 − ε)2

∑
u∈S

hup
(
pαmZ

u

)
su
)
,

noting that mZ
u ≥ mu ≥ m̄u for all u ∈ Sα . Thus, it only remains to prove that for any

S ⊂ Sα such that S ⊃ {u ∈ Sα : m̄u = 0}, we have

Pp
(∀u ∈ S, JuA∩X > εsu/L

) ≤ exp
(

−
∑
u∈S

hup
(
mZ

u pα
)
su
)
.

Fix u ∈ S such that su is maximal. Since u ∈ S, there exist at least εsu/(CK L)

disjoint 3K -connected sets of α infections in X \ Hu(au). But by construction |X | ≤
CsuT p−α , so the union bound gives

Pp
(
JuA∩X > εsu/L

) ≤ pαεsu/(CK L)

(
KCsuT p−α

εsu/(CK L)

)

≤ pαεsu/(CK L)

(
eKCsuT p−α

εsu/(CK L)

)εsu/(CK L)

≤
(
K 2C LT /ε

)εsu/(CK L) ≤ exp(−Lsu)

≤ exp
(

−
∑

v∈Sα\V
hv
p

(
mZ

v pα
)
sv
)
,
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since T is chosen small enough depending on ε,C, K , Z , L and hv
p(m

Z
v pα) ≤

hv
p(Z) < L/|Sα|, since L is chosen large enough depending on Z .

5.2 Hierarchies

We next introduce the notion of hierarchies we will use, following [18], where this
method was introduced.

Definition 5.8 (Hierarchy) Let D be a nonempty Sα-droplet. A hierarchy H =
(VH, EH) for D is an oriented rooted tree with edges pointing away from the root and
the following additional structure. Each vertex v ∈ VH is labelled by a non-empty
Sα-droplet Dv . Let N (v) denote the out-neighbourhood of v. We require the following
conditions to hold.

(1) The label of the root is D.
(2) For any v ∈ VH, |N (v)| ≤ 2.
(3) For any v ∈ VH and u ∈ N (v), Du ⊆ Dv .
(4) If v ∈ VH and N (v) = {u, w} with u �= w, then Du ∪ Dw is K -connected and

Dv = Du ∨ Dw (recall Definition 3.9).

Vertices of v ∈ VH are called seeds, normal vertices and splitters if |N (v)| = 0, 1, 2
respectively.

Definition 5.9 (Precision of a hierarchy) Let z ≥ |Sα| and t > 0. A hierarchy of
precision (t, z) is a hierarchy H such that the following hold.

(1) A vertex v ∈ VH is a seed if and only if �(Dv) ≤ z.
(2) If N (u) = {v}, then 
(Dv, Du) ≤ t .
(3) If v ∈ N (u) and eitheru is a splitter or v is a normal vertex, then
(Dv, Du) > t/2.

We now relate the concept of hierarchy to our study.

Definition 5.10 (Occurrence of a hierarchy) A hierarchy occurs if the following dis-
joint occurrence event holds (recall Sect. 3.1):

E(H) = ©
u∈VH,
N (u)=∅

E(Du) ◦ ©
u,v∈VH,
N (u)={v}

E(Dv, Du).

The proof of the following key deterministic result is omitted, as it is identical to
[6, Lemma 8.7].

Proposition 5.11 (Existence of a hierarchy) Let z ≥ |Sα|, t > 0 and D be a non-
empty Sα-droplet. If D is spanned, then there exists a hierarchy of precision (t, z) for
D that occurs.

The next lemma allows us to bound the number of hierarchies in order to use the
union bound on their occurrence. For the purposes of counting,we identifySα-droplets
with their intersection with Z

d .
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Lemma 5.12 (Number of hierarchies) Fix a > 0. Let t > 0 and z ≥ |Sα|. Let D be
a Sα-droplet such that �(D)/t ≤ a. Then, there exists a constant c(a) > 0 such that
the number of hierarchies for D of precision (t, z) is at most c(a)�(D)c(a).

Proof The definition of the hierarchy of precision (t, z) implies that every two steps
away from the root, the total location of droplets decreases by at least t/2. Therefore,
the height of a hierarchy with root label D = D[a] is at most 4

∑
u∈Sα

au/t ≤
C0�(D)/t for a suitably large C0 > 0. In particular, there is a bounded number
of possible tree structures for H (without the labels). Moreover, for each label the
number of possibilities is at most C0�(D)|Sα |, since C0 is large enough. Indeed, for
each u ∈ Sα the number of n such that lu(n) ∩ D �= ∅ is at most of order �(D) and
those are the possible choices of au in the radii a defining the labelling droplet D[a].

5.3 The probability of occurrence of a hierarchy

In order to use a union bound on hierarchies, we will need to estimate Pp(E(H))

for a given hierarchy H. IfH involves no splitters, this is straightforward, as one can
directly apply Proposition 5.4. Even though this is the dominant scenario, wewill need
to account for all other possibilities as well. Naturally, the main issue are hierarchies
with many splitters and, therefore, many seeds. It is therefore natural to introduce the
following quantity, still following [18].

Definition 5.13 (Pod of a hierarchy) The pod of a hierarchy H, denoted by Pod(H),
is defined by

Pod(H) =
∑

u∈VH,
N (u)=∅

�(Du).

Before dealing with an entire hierarchy, we first bound the probability of a single
seed. Let us note that a more general statement can be found in [14, Corollary A.11],
but in the symmetric setting we are dealing with one has an easier way to achieve the
following.

Lemma 5.14 (Seed bound) For any Sα-droplet D,

Pp(E(D)) ≤
{
e−�(D)L if �(D) ≤ Z/pα,

e−�(D)/L if �(D) ≤ CB/pα.

Proof Let D = D[a] for a ∈ R
Sα . Fix u ∈ Sα such that au − a−u = maxw∈Sα

(aw −
a−w). Up to translating, we may assume that D is contained in the rectangle Ru(m, n)

with n = au − a−u ≥ 2�(D)/C and m = max(T p−α,�(D)). Finally, observe that
the event E(D) implies that Cu(m, n, ∅) from Eq. (5.4) also occurs. Then, Lemma 5.5
gives

Pp(E(D)) ≤ exp
(

− min
u∈Sα

hup
(
max

(
T ,�(D)pα

))
�(D)/C

)
. (5.8)
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D2 ∨ D′

D2

D1

D′

D2 +D′ +D[CK]

D1 +D′ +D[CK]

D1 D′

Fig. 5 The operation on hierarchies provided by Lemmas 5.16 and 5.17. The seeds are identical, the work
functional for the normal vertex on the left is larger than the one on the right, while the root is labelled by a
larger droplet on the right, so the second ‘hierarchy’ is more efficient. However, since D1 and D′ have no
reason to be K -connected, the result on the right is no longer a proper hierarchy

Since hup is non-increasing, hup → hu by Proposition 3.2(3) and hu → ∞ as x → 0
by Proposition 3.2(2), we have hup(max(T ,�(D)pα)) ≥ hup(Z) ≥ CL for all p small
enough, all u ∈ Sα , if �(D) ≤ Zp−α . Similarly, if Z/pα < �(D) ≤ CB/pα , we
have hup(max(T ,�(D)pα)) ≥ hup(CB) ≥ C/L . Plugging these bounds into Eq. (5.8)
concludes the proof.

Applying the BK inequality Eq. (3.2) to Lemma 5.14, we immediately obtain the
following.

Corollary 5.15 Let H be a hierarchy for D of precision (T /pα, Z/pα). Then

Pp

(
©

u∈VH,
N (u)=∅

E(Du)
)

≤ exp(−L Pod(H)).

If Pod(H) ≥ 2λ/(Lpα), Corollary 5.15 will be sufficient to conclude. In order to
deal with the more relevant hierarchies with smaller pods, we will need a more precise
bound.

The goal of the next two lemmas is, roughly speaking, to transform a hierarchy
with a splitter root into one with a normal root, as depicted in Fig. 5. The first lemma
is essentially [6, Eq. (16)], so we omit the proof.

Lemma 5.16 (Sub-additivity of the span)Assume D1, D2, D areSα-droplets such that
D1∪D2 is K -connected. Then some translate of D1+D2+D[CK ] contains D1∨D2.

Lemma 5.17 Let D1 ⊆ D2 and D′ be three Sα-droplets. We have

Wp(D1, D2) ≥ Wp(D1 + D′, D2 + D′).

Proof This follows from the fact that hup is non-decreasing and Observation 3.8.

Lemma 5.17 is the main reason why the infection forms droplets. It is always
more efficient for the infections to appear near existing infected droplets. Hence, the
dynamics has a tendency to create large droplets.

As a result of the operation from Fig. 5 and Proposition 5.4, we obtain the following
bound.
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Proposition 5.18 Let D be a Sα-droplet with �(D) ≤ CBp−α . For any hierarchy H
of precision (T p−α, Zp−α) for D with N − 1 normal vertices and S splitters, there
exists a non-decreasing sequence of Sα-droplets D1 ⊆ · · · ⊆ DN satisfying

• �(D1) ≤ BS + Pod(H),
• either Bp−α ≤ �(DN ) ≤ CBp−α , or both �(DN ) < Bp−α and DN ⊇ D,

• Pp(E(H)) ≤ CN exp(−(1 − ε)2
∑N−1

i=1 Wp(D
Zp−α

i , DZp−α

i+1 )/pα).

Proof We proceed by induction on hierarchies. Let Dr be the label of the root of H.
Case 1 Assume the root r is a seed. Then H is a singleton, N = 1 and it is sufficient
to set D1 = Dr .
Case 2Assume the root r is a normal vertex. Let N (r) = {u}. The induction hypothesis
for the hierarchy with r removed yields a sequence D1 ⊆ · · · ⊆ DN−1 of Sα-droplets.
If Bp−α ≤ �(DN−1) ≤ CBp−α , we set DN = DN−1 and we are done.

Assume that, on the contrary, DN−1 ⊇ Du and �(DN−1) < Bp−α . In this case
we set DN = Dr ∨ DN−1. The resulting sequence clearly satisfies the first condition.
Since r is a normal vertex, by Definition 5.9 we have 
(Du, Dr ) ≤ T p−α , so DN ⊆
DN−1 + D[CT p−α]. We further claim that 
(DN−1, DN ) ≤ 
(Du, Dr ) ≤ T p−α .
To see this, let a,b, c,d ∈ R

Sα denote the radii of Du, Dr , DN−1, DN respectively,
so that c ≥ a and d = b ∨ c. Then indeed


(DN−1, DN ) =
∑
v∈Sα

(dv − cv) =
∑
v∈Sα

(max(0, bv − cv))

≤
∑
v∈Sα

(max(0, bv − av)) = 
(Du, Dr ).

Therefore,�(DN ) ≤ CBp−α and DN ⊇ Dr byDefinition3.9, so the second condition
is also satisfied. Note that DN = Dr ∨ DN−1 and DN−1 ⊇ Du , so E(Du, Dr ) ⊆
E(DN−1, DN ). Thus, applying Proposition 5.4, we get

Pp(E(Du, Dr )) ≤ Pp(E(DN−1, DN ))

≤ C exp
(
−(1 − ε)2Wp

(
DZp−α

N−1 , DZp−α

N

)
/pα

)
,

since 
(DN−1, DN ) ≤ T p−α and �(DN ) ≤ CB/p−α . Combining this with Defini-
tion 5.10, the BK inequality Eq. (3.2) and the induction hypothesis, we obtain that the
third condition of Proposition 5.18 is also fulfilled.
Case 3 Assume the root r is a splitter. Denote N (r) = {u, v} and let Du

1 , . . . , D
u
Nu

and Dv
1 , . . . , D

v
N v be the sequences yielded by the induction hypothesis for the sub-

hierarchiesHu,Hv with roots u and v respectively. Without loss of generality, assume
�(Du

Nu ) ≥ �(Dv
N v ). If �(Du

Nu ) ≥ Bp−α , then the sequence

Di =
{
Du
i i ∈ {1, . . . , Nu},

Du
Nu i ∈ {Nu + 1, . . . , Nu + N v − 1}

clearly satisfies the desired properties.
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Assume that, on the contrary, �(Dv
N v ) ≤ �(Du

Nu ) < Bp−α . In this case, we seek
to implement the transformation of Fig. 5. Set

Di =
{
D[CK ] + Du

1 + Dv
i i ∈ {1, . . . , N v},

D[CK ] + Du
i−N v+1 + Dv

N v i ∈ {N v + 1, . . . , N v + Nu − 1}.

Since the perimeter is additive, we have

�(D1) = �(Du
1 ) + �(Dv

1) + �(D[CK ]),

so the first condition is met, using the induction hypothesis.We have DNu+N v−1 ⊇ Dr

by Lemma 5.16 up to translating the sequence (Di )
Nu+N v−1
i=1 appropriately.Moreover,

�(DNu+N v−1) = �(Du
Nu ) + �(Dv

N v ) + CK |Sα| ≤ 2Bp−α + B < CBp−α,

so the second condition is also verified. Finally, the BK inequality and the induction
hypothesis give

Pp(E(H)) ≤ Pp(E(Hu))Pp(E(Hv)) ≤ CNu+N v

exp

⎛
⎝− (1 − ε)2

pα

×
⎛
⎝

Nu−1∑
i=1

Wp

(
(Du

i )Zp
−α

, (Du
i+1)

Zp−α
)

+
N v−1∑
i=1

Wp

(
(Dv

i )
Zp−α

, (Dv
i+1)

Zp−α
)
⎞
⎠
⎞
⎠ ,

which is enough to conclude, using Lemma 5.17.

5.4 Truncating �˛

In order to relate the bound from Proposition 5.18 to the constant λα from Defini-
tion 3.10, we will need to truncate our bi-infinite sequences of droplets. We start by
showing that it is always cheap to extend sequences to +∞.

Lemma 5.19 (Extension at +∞) For any Sα-droplet D with �(D) ≥ G, there exists
a sequence of Sα-droplets D = D0 ⊆ D1 ⊆ . . . such that

⋃
i≥0 Di = R

2 and∑∞
i=0 W (Di , Di+1) ≤ ε.

Proof After translating, wemay assume that for some sufficiently large k depending on
ε we have that D ⊆ D[2k], but D is not contained in any translate of D[2k−1]. As we
saw in Eq. (3.16), taking k large we can ensure that

∑
i≥k W (D[2i ], D[2i+1]) ≤

ε/2. Therefore it suffices to find D = D0 ⊆ · · · ⊆ DN = D[2k] such that∑N−1
i=0 W (Di , Di+1) ≤ ε/2.
In order to achieve this, we proceed similarly to the proof of Lemma 4.5. Set

D = D[a(0)] and D[2k] = D[a(∞)]. We define a(i) by induction as follows, set
Di = D[a(i)] and denote by m(i) the dimension of Di . Further let ui ∈ Sα be such
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that m(i)
ui = max{m(i)

u : u ∈ Sα, a(i)
u �= a(∞)

u }. As long as Di �= D[2k] (at which point
the construction is done), we set

a(i+1) = a(i) + eui min
(
T , a(∞)

ui − a(i)
ui

)
.

This procedure clearly yields DN = D[2k] for some finite N . Further observe that
m(i)

ui ≥ 2k/C for all i ∈ {0, . . . , N − 1} and C > 0 large enough. That is, the largest
edge that has not yet reached its final position is always big. Indeed, every two edges
of Di that have reached the final value for their radius are necessarily far apart, so
there has to be a large side between them. Using this property, we have that

N−1∑
i=0

W (Di , Di+1) ≤
∑
u∈Sα

hu
(
2k/C

)
a(∞)
u ≤ ε/2

for k large enough, using Proposition 3.2(2).

Unfortunately, the analogous statement for extending sequences to −∞ is not true,
since arbitrarily small droplets have a divergent cost to produce if they are too elon-
gated. Nevertheless, we are able to obtain the following.

Lemma 5.20 (Truncating λα) Let D1 ⊆ · · · ⊆ DN be a sequence of Sα-droplets such
that �(DN ) ≥ Gp−α and �(D1) ≤ 1/(Gpα). Then

N−1∑
i=1

W (Di , Di+1) ≥ 2λα − 2ε.

The gist of the proof is the following. We seek to produce a bi-infinite sequence
D′ ∈ Dα withW(D) ≤ 2ε +∑N−1

i=1 W (Di , Di+1). To do so, we first slightly enlarge
all Di , so that the initial droplet becomes roughly circular. The extension of this finite
sequence at +∞ is done as in the proof of Lemma 5.19. For the extension at −∞, we
proceed in two steps. First, we make the droplet exactly circular in a fixed number of
steps and then decrease its radii exponentially to infinity.

Proof Set D = D[�(D1)] and set D′
i = D + Di for all i ∈ {1, . . . , N }. By

Lemma 5.17 we have

N−1∑
i=1

W (Di , Di+1) ≥
N−1∑
i=1

W (D′
i , D

′
i+1).

We further use Lemma 5.19 applied to D′
N to define D′

i for all i > N in such away that∑
i≥N W (D′

i , D
′
i+1) < ε. However, now we have ensured that D′

1 is roughly circular.
Using this fact, up to translation, we can assume that D[2−k−C ] ⊆ D′

1 ⊆ D[2−k]with
k > 0 large enough depending on ε. We then proceed as in the proof of Lemma 5.19
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to define droplets D[2−k−C ] = D′
−N ′ ⊆ · · · ⊆ D′

1 for some N ′ ≥ 0 in such a way
that

0∑
i=−N ′

W (D′
i , Di+1) ≤ ε/2.

Here, we crucially use that the dimensions of all D′
i for i ∈ {−N ′, . . . , 0} are at least

2−k−C/C , but the proof is the same as for Lemma 5.19. Finally, recalling Eq. (3.16),
we may set D′

i = D[2−k−C+i+N ′ ] for i < −N ′ to obtain

∑
i∈Z

W (D′
i , D

′
i+1) ≤ 2ε +

N−1∑
i=1

W (Di , Di+1).

Since (D′
i )i∈Z ∈ Dα , we are done by the definition of λα .

5.5 Proof of the lower bound of Theorem 1.1

We are ready to upper bound the probability that a droplet of size Bp−α is spanned,
using Proposition 5.18. Once that is done, Theorem 1.1 will follow immediately.

Proposition 5.21 (Critical spanning bound) For any Sα-droplet D satisfying Bp−α ≤
�(D) ≤ CBp−α we have

Pp(E(D)) ≤ exp
(−(2λ − Cε)/pα

)
.

Proof Proposition 5.11 gives that if E(D) occurs, then E(H) does for some hierarchy
H of precision (T p−α, Zp−α) for D. Using Lemma 5.12, we obtain that for some
c(T ) > 0 large enough

Pp(E(D)) ≤ c(T )�(D)c(T ) · max
H

Pp(E(H)) ≤ exp
(
εp−α

)
max
H

Pp(E(H)).

It is thus sufficient to prove that for any H

Pp(E(H)) ≤ exp
(−(2λ − (C − 1)ε)p−α

)
.

If Pod(H) ≥ 2λ/(Lpα), we are done by Corollary 5.15. We therefore assume that
Pod(H) ≤ 2λ/(Lpα). Proposition 5.18 yields the existence of a sequence D1 ⊆ · · · ⊆
DN with �(D1) < 1/(Bpα) and �(DN ) ≥ Gp−α satisfying

Pp(E(H)) ≤ CN exp

(
−(1 − ε)2 p−α

N−1∑
n=1

Wp

(
DZp−α

n , DZp−α

n+1

))
.
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However, by Lemma 5.20 and Proposition 3.12, we have

N−1∑
n=1

Wp

(
DZp−α

n , DZp−α

n+1

)
≥ 2λ − 2ε. (5.9)

Thus,

Pp(E(H)) ≤ CN exp
(−(1 − 2ε) (2λ − 2ε) /pα

)
.

Since N and C do not depend on p, this concludes the proof.

Concluding the proof of Theorem 1.1 from Lemma 5.21 is very standard, the argu-
ment dating back to [1]. We accordingly need the following result from [6, Lemma
6.18] (see also [14, Lemma A.9]).

Lemma 5.22 (Aizenman–Lebowitz lemma) Let D be a Sα-droplet and 1/ε ≤ k ≤
�(D). If E(D) occurs, then there exists a Sα-droplet D′ ⊆ D with k/C ≤ �(D′) ≤ k
such that E(D′) occurs.

Proof of Theorem 5.1 Let � = exp(λ − Cε)/pα . Let E be the event that 0 ∈ [A ∩
[−�,�]2]. We claim that Pp(E) → 0 as p → 0. Indeed, if E occurs, then the origin
belongs to a spanned Sα-droplet D with 1 ≤ �(D) ≤ C�. As in Lemma 5.12, there
are at most (C�(D))|Sα | possible choices for this Sα-droplet, given its perimeter.
Case 1 Assume that �(D) ≤ log(1/p). Then Pp(E(D)) ≤ p|D ∩ Z

2|, so
∑
D�0,

�(D)≤log(1/p)

Pp(E(D)) ≤ p(log(1/p))C . (5.10)

Case 2 Assume that log(1/p) ≤ �(D) ≤ CB/pα . Then by Lemma 5.14,

∑
D�0,

log(1/p)≤�(D)≤CB/pα

Pp(E(D)) ≤ C
∑

φ≥log(1/p)

φCe−φ/L ≤ 1/ log(1/p). (5.11)

Case 3 Assume that CB/pα ≤ �(D) ≤ C�. Then by Lemma 5.22, if E(D) occurs,
we can find a Sα-droplet D′ ⊂ [−C�,C�]2 with B/pα�(D′) ≤ CB/pα such that
E(D′) occurs. Thus, a union bound on D′ gives

Pp

( ⋃
D�0,

CB/pα≤�(D)≤C�

E(D)
)

≤ p−C�2 max
D′ Pp(E(D′)) ≤ p−Ce−Cε/pα

, (5.12)

using Lemma 5.21 for the last inequality.
Summing Eqs. (5.10) to (5.12), we obtain that Pp(E) → 0 as p → 0, as desired.

This concludes the proof of Theorem 5.1.

Proof of Theorem 1.1 The result follows directly from Theorems 4.1 and 5.1.
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U1 U2 U3 U4 U5 U6

Fig. 6 Six update rules with the origin marked by a cross in each

6 Future directions

In conclusion, let us comment on possible generalisations of Theorem 1.1. For the
purposes of this discussion, let us recall a few notions from [6]. A two-dimensional
update familyU is critical, if there exists a semi-circle of S1 containing a finite number
of stable directions, but every open semi-circle contains at least one stable direction.
The difficulty of a critical update family is given by

α = min
u∈S1

max
v∈S1:〈u,v〉>0

α(v),

where α(v) is given by Eq. (1.1), if v is isolated stable or unstable, and α(v) = ∞
otherwise (this definition coincides with Eq. (1.2) for isotropic models). A critical
update family of difficulty α is unbalanced, if there exist two opposite directions
v,−v ∈ S1 such that min(α(v), α(−v)) > α, and balanced otherwise.

Firstly, we expect that an adapted version of Theorem 1.1 holds for all critical
models.

Conjecture 6.1 Let U be a critical two-dimensional update family U . Then there exists
a constant λ = λ(U) such that for all ε > 0,

lim
p→0

Pp

(∣∣∣∣
pα log τ

(log(1/p))γ
− λ

∣∣∣∣ > ε

)
= 0,

where γ = 0, if U is balanced, and γ = 2, if U is unbalanced.

However, in general we do not expect the constant λ in Conjecture 6.1 to be given by
Definition 3.10. We do believe that Conjecture 6.1 holds with λ from Definition 3.10
for all isotropic voracious update families. That is, we expect that Theorem 5.1 holds
without the symmetry assumption. A natural subsequent step would be to extend our
methods to (non-symmetric) balanced voracious models.

On the other hand, for non-voracious models, Theorem 4.1 does not apply and
Theorem 5.1 is not sharp. To provide an example of this, consider the update rules
in Fig. 6 and the update families given by U1 = {U1,U2,U3,U4}, U2 = U1 ∪ {U5},
U3 = U1 ∪ {U6}. Viewed as models on Z

2, all of three families are isotropic non-
voracious and have difficulty 1. However, U1 and U2 may be viewed as models on
the even sublattice of Z

2, in which case they become voracious. We may then apply
Theorem 1.1 and, inspecting the proof (also see [18]), shows that Conjecture 6.1 holds
with λ = π2/6 for both U1 and U2. Moreover, it is not hard to see that τ for U3 is
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stochastically bounded from above and from below by τ for U1 and U2 respectively.
Therefore, Conjecture 6.1 holds for all three models with λ = π2/6. Yet, U3 cannot
be viewed as acting only on the even sublattice. For each of the three models, viewed
as acting on all of Z

2, the constant λ in Definition 3.10 is rather given by π2/9. This
can be seen along the lines of [18], since helping sets are single sites on the first or
second line perpendicular to the stable direction u = (±1/

√
2,±1/

√
2).

The example above is only the first symptom of the problems arising in the absence
of voracity. Indeed, sublattices may have rather complex interactions and, in some
cases, it may be more efficient to grow only periodically filled droplets. Furthermore,
whether droplets prefer to be completely or partially filled may also depend on the
direction. In view of the above, we expect voracity to be the most challenging hypoth-
esis to remove.
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