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Abstract

We study how the typical gradient and typical height of a random surface are modified
by the addition of quenched disorder in the form of a random independent external
field. The results provide quantitative estimates, sharp up to multiplicative constants,
in the following cases. It is shown that for real-valued random-field random surfaces
of the V¢ type with a uniformly convex interaction potential: (i) The gradient of the
surface delocalizes in dimensions 1 < d < 2 and localizes in dimensions d > 3. (ii)
The surface delocalizes in dimensions 1 < d < 4 and localizes in dimensions d > 5.
It is further shown that for the integer-valued random-field Gaussian free field: (i) The
gradient of the surface delocalizes in dimensions d = 1, 2 and localizes in dimensions
d > 3. (ii) The surface delocalizes in dimensions d = 1, 2. (iii) The surface localizes
in dimensions d > 3 at low temperature and weak disorder strength. The behavior in
dimensions d > 3 at high temperature or strong disorder is left open. The proofs rely
on several tools: Explicit identities satisfied by the expectation of the random surface,
the Efron—Stein concentration inequality, a coupling argument for Langevin dynamics
(originally due to Funaki and Spohn (Comm Math Phys 185(1): 1-36, 1997) and the
Nash—Aronson estimate.
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1 Introduction
1.1 Main results

The seminal work of Imry and Ma [46] predicted that the addition of a quenched ran-
dom external field eliminates the magnetization phase transition of low-dimensional
spin systems. This was argued to be a generic phenomenon in two dimensions and to
occur also in three and four dimensions in systems with continuous symmetry. These
predictions were confirmed for a broad class of spin systems in the celebrated work of
Aizenman and Wehr [4, 5]. While the Imry-Ma phenomenon has mostly been studied
in the spin system context, it has been recognized that related effects occur also for
random surfaces of the V¢ type subjected to quenched disorder, in suitable ways [13,
14, 25, 26, 48, 49, 67] (see Sect. 1.2). In this work we study the way in which the
fluctuations of random surfaces are enhanced by the addition of quenched randomness
in the form of an independent external field, focusing on the localization and delo-
calization behavior of the gradient and heights of real- and integer-valued surfaces.
Quantitative estimates are obtained in all cases studied, complementing other recent
quantitative studies of the Imry—Ma phenomenon [2, 3, 23, 28, 32, 33].

Real-valued random-field random surfaces: The first class of random surfaces
that we consider are real-valued random surfaces of the V¢ type with a uniformly
convex interaction potential, which are subjected to a quenched independent external
field in the sense of (1.1) below.

We start with a few definitions. Let Z¢ be the standard d-dimensional integer lattice,
in which vertices are adjacent if they are equal in all but one coordinate and differ
by one in that coordinate. For A C 74, let 9 A be the external vertex boundary of A,
E(A) be the set of edges of Z¢ with both endpoints in A, and AT := A UJA.

Let A C Z¢ be finite and let  : A — R. The Hamiltonian HX of the random
surface on A with external field 5 associates to each ¢ : AT — R the energy

HY (@)= Y V(Vé(@©)—2r) nx¢), (1.1)

ecE(AT) xX€EA

where V : R — R is a measurable function satisfying V (x) = V(—x) forallx,A > 0
is the coupling strength of the external field n and V (V¢ (e)) := V(¢ (x) — ¢ (y)) for
an edge e = {x, y} (noting that the orientation of e is immaterial, as V is an even
function). We assume throughout that the potential V is uniformly convex, i.e., that it
is twice continuously differentiable and there exist c_, c4 satisfying

0<c_o<V'(t) <cy < o0. (1.2)

The probability distribution of the random surface, with zero boundary conditions, is
then defined by

1
1A d9) = — exp (~HY @) [ [ d¢ @) [T do @p)), (13)

]
A veA veEIA
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where dx indicates Lebesgue measure on R, §y is the Dirac delta measure at 0, and

Zy = / exp (—Hy () [[do@) ] d0 (dp)). (14)

veA veEIA

ZX is called the partition function, and normalizes /JLK to be a probability measure.
We denote the expectation with respect to ,uf;\ by (-) s and refer to it as the thermal
expectation.

A natural question pertaining to random surfaces is whether their fluctuations
diverge on sequences of domains (u An)n>1 which increase to Z¢. In the absence
of an external field (i.e., when n = 0) the following facts are known: In dimensions
d = 1,2 the variance of the height at a fixed vertex diverges as n tends to infinity
[18]; the random surface is delocalized or rough. In dimensions d > 3, the Brascamp-
Lieb concentration inequality [16, 17] shows that the variance of the height remains
bounded uniformly in n; the random surface is localized or smooth. The Brascamp-
Lieb inequality further implies that the fluctuations of the (discrete) gradient of the
surface remain bounded in n in every dimension d > 1.

In this paper, we study the effect that a quenched random independent field has on
the localization and delocalization properties of the random surface and its gradient.
Explicitly, we assume that the external field » is random, with the random variables
(n(x)) independent and satisfying various additional assumptions, and we study the
fluctuations of ,u"A for atypical realization of . We shall denote the probability measure
over the random field, its expectation, and its variance by P, [E, Var, respectively.

A specific case of interest is the random-field Gaussian free field, i.e., the model (1.3)
with the quadratic potential V(x) = %xz (see also Sect. 7.2). In this situation, the
quenched random surface has a multivariate Gaussian distribution whose covariance
structure can be explicitly calculated as a function of the realization of the random field
n. If n is random, independent and each 1 (x) has zero mean and unit variance, one can
prove that, for almost every realization of the random field, the gradient of the random
surface delocalizes if d < 2 and localizes if d > 3, and that the height of the surface
delocalizes if d < 4 and localizes if d > 5. The result can be quantified and the typical
height of the random surface and its gradient can be estimated in every dimension;
we refer the reader to [25, Appendix A.1], where the qualitative delocalization of the
random-field Gaussian free field is discussed in dimensions d = 3,4, and to [67,
Section 1.2] where the gradient fluctuations are quantified (see also Sect. 4.1 for the
calculations in the zero-temperature limit). Our analysis of the real-valued, random-
field random surfaces extends these results to the class of potentials satisfying (1.2),
for which the law of the random surface is not explicitly known.

Before stating the theorems, we introduce some notation. Write Ay := {—L, ...,
L}d and let |[A7| = QL + 1)? be its cardinality. In the next two results we consider
dimensions d > 1, integer L > 2, disorder strength A > 0, ellipticity parameters
0 < c— < ¢4 < oo and a twice-continuously differentiable V : R — R satisfying
V(x) = V(—x) for all x and the uniform convexity assumption (1.2). We suppose
n : A — R are independent random variables with moment assumptions as stated
below, and that ¢ is sampled from the measure u"AL given by (1.3).
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94 P. Dario et al.

Each of our theorems introduces its own positive constants C, c. Intuitively, C
stands for a generic large value while ¢ stands for a generic small value.
Our first theorem addresses the fluctuations of the gradient of the random surface.

Theorem 1 (Gradient fluctuations, real-valued). Suppose E [n(x)] = 0 and Var [n(x)]
= 1forall x € Ar. There exist C, ¢ > 0 depending only on the dimension d and the
ratios cy/c— and A/c_ such that the quantity

1
VoI, = 2 ((Veen?) (1.5)
= ( L’MAL> |AL| eeE(AZ‘) Pag
satisfies

d=1: cL < IE_||V¢||2 _ <CL+£ (1.6)

| =P 2@
d=2: clnL < IE_||V¢||2 _ <cmL+ & (1.7)

| R R ] B

i | 1

d>3: < E| Vo> <c1+—). 1.8

> €S BV s )| S ( + c_) (18)

We remark that in this theorem, as well as in many of our subsequent results,
the obtained bounds are with respect to the disorder-averaged (annealed) measure
w(dp) := [Py, (dg).

We further remark that our techniques for controlling the gradient fluctuations are
applicable for general external fields 7; see Theorem 6. In addition, our proof of Theo-
rem 1 applies under significant relaxations of the uniform convexity assumption (1.2)
(in particular, the proof applies to certain non-convex V); see Remark 4.2.

Our second theorem concerns the fluctuations of individual heights in the random
surface.

Theorem 2 (Height fluctuations, real-valued). Suppose Var[n(x)] = 1 for all x €
Ar. There exists C > 0 depending only on the dimension d and the ratios c4 /c— and
AJc_ such that, forany y € Ap,

1<d<3: Var I:(¢(y))u7\ ] <crL*, (1.9)
d=4: Var [<¢(y)>un ] <CInL, (1.10)

AL
d>5: Var |:(¢(y))#nA ] <cC (1.11)

Additionally, there exists ¢ > 0 depending only on the dimension d and the ratios
cy/c— and A/c_ such that, for any y € Ap )2,

l<d<3: Var [(qs(y))%] ) (1.12)
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Random-field random surfaces 95

d=4: Var[(qb(y))unAL] > cInL, (1.13)

d>5: Var [(¢>(y)>%] > ¢ (1.14)

Let us make a few remarks about these results.

The measure u']\ does not have an explicit dependence on an inverse temperature
parameter 8; a more standard setup would have considered the probability measure
1ty », defined by

1
W, = 7. exp (—BHL (@) [[de@) [] do@p). (115

veEA vedA

However, the effect of 8 can be mimicked in the model (1.3) by multiplying V and A
by B and thus the previous results are applicable also to the model (1.15). Moreover,
the lower bounds in Theorem 1 and all bounds of Theorem 2 hold uniformly in S,
since the constants C, ¢ in Theorem 1 and Theorem 2 depend only on the ratio A Jc—
and the ellipticity ratio c4 /c—. The upper bound of Theorem 1 also depends on — L and
thus improves as f increases. In particular, taking the limit 8 — oo implies that the
finite-volume ground configuration of the random-field V¢ model (see (1.32) below
for its explicit formula when A = 1) satisfies the inequalities stated in Theorem 1 and
Theorem 2.

The proof of Theorem 2 does not require 1 to have mean zero (unlike the proof of
Theorem 1). It is worth noting, however, that if 1 is symmetric (i.e., n has the same
distribution as —n), then

E[(#()),1 | =0 and consequently Var (@), | =E[<¢<y)>fbn“].

Thus, a symmetry assumption can be used to upgrade the conclusion of Theorem 2

from a variance bound to a bound on the L2-norm (in the random field) of the thermal

expectation (¢ (0)), R It is plausible that such an L? bound also holds if the symmetry
L

assumption is weakened to requiring that n has mean zero, but this is not proven here;
see also Sect. 7.4.

Theorem 2 estimates the extent to which the thermal expectation of the height
fluctuates as the random field changes. It is also natural to consider the full fluctuations
of the height, as a result of both thermal fluctuations and the randomness of the field.
By the law of total variance, this can be decomposed as

2
E [<"’(”2>MAL] ~E[@0oN, | = E[((qs(y) — 60, V), ] +Var [ (), |
(1.16)
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with the second term on the right-hand side estimated by Theorem 2. The first term is
estimated by the Brascamp-Lieb inequality [16, 17], which, in our setting, reads

, CL d=1,
<(¢>(y)— <¢(y)>,4L) > , =€l 4=2 (1.17)
Fay C d > 3.

We thus see that the first term on the right-hand side of (1.16) is not larger than the
second term in every dimension (up to a multiplicative factor). We further remark
that the Brascamp-Lieb inequality can also be used to obtain Gaussian concentration
estimates for the thermal fluctuations (see [31, Section 2.2.1] and [40, Theorem 4.9
and Remark 4.1]).

While the variance upper bounds of Theorem 2 hold pointwise for every vertex of
A1, matching lower bounds cannot be expected to hold for vertices arbitrarily close
to the boundary and are thus stated for vertices which are at a certain distance of the
boundary.

Theorem 1 and Theorem 2 are related to the detailed investigations of Cotar and
Kiilske on the existence and uniqueness of translation-covariant gradient Gibbs mea-
sures for disordered random surfaces [25, 26]. This is discussed further in Sect. 1.2
but we already point out here that the upper bounds in Theorem 1 in dimensions d > 3
may be deduced from [25, Proposition 2.1 and Lemma 3.5].

Integer-valued random-field Gaussian free field: In this section we study the
fluctuations of the integer-valued Gaussian free field when subjected to a quenched
independent external field, as we now define. Let A C 74 be finite and let n:A— R
The Hamiltonian H[I\V”7 of the integer-valued Gaussian free field on A with external
field n associates to each ¢ : AT — Z the energy

, 1
NOEEND S CIOEE BICTIE) (1.18)
ecE(AT) xeA

where A > 0 is the coupling strength of the external field. The probability distribution
for this surface, at inverse temperature 8 > 0 and with zero boundary conditions,
assigns probability

B, ] Iv,
O (-H" @), (1.19)

to each ¢ : AT — Z satisfying ¢ = 0 on 0 A, where

ZYP = Y e (—pHY@)). (1.20)
¢ AT 7
¢=0o0n oA
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Random-field random surfaces 97

the partition function, normalizes MIX P10 be a probability measure. We denote the
(thermal) expectation with respect to the measure ,u A VAo by (- ) 1v B -

Our results show that the gradient of the integer-valued random field Gaussian
free field shares the delocalization/localization properties of the real-valued surfaces
discussed above in all dimensions, and that the two models share similar height fluc-
tuations in dimensions d = 1, 2. It is further shown that the integer-valued model
localizes in all dimensions d > 3 at low temperature and weak disorder, thus exhibit-
ing a different behavior from the real-valued surfaces in dimensions d = 3, 4.

The behavior of the integer-valued model in dimensions d > 3 at high temperature
or strong disorder is left open; See Sect. 7.

In the next theorems, we consider dimensions d > 1, integer L > 2, inverse
temperature B > 0 and disorder strength A > 0. We suppose n : Ay — R are

independent random variables. ¢ is sampled from the measure ,uII:/L’ﬁ " given by (1.19).

Theorem 3 (Gradient fluctuations, integer-valued). Suppose E[n(x)] = 0 and
Var [n(x)] = 1 forall x € Ap. There exist C, ¢ > 0 depending only on the dimension
such that the quantities: c;, := cA?, Cy, := CA2, Cg:=C (1 + ,3’1) and

2 ! 2
99153 1 av0) *= Ta] > (vo@?) s

ccE(A}) AL
satisfy
d=1: GL=C<E[IVOIZ, . o, |<CL+Cp (12D
27 )
d=2: e lnL—C< E ||V¢>||L2(A+ ) <CiInL+Cg, (1.22)
d>3: e, —C< E||Ve|? < C; + Cg. 1.23
= A = l ¢||L2(AZ’MIXL,5.”)- =L B ( )

Remark 1.1 The lower bound in (1.23) is trivial when A is small. This is improved
in Remark 6.4, where we establish that, for any dimension d > 1 and any disorder
strength A > 0, there exists a constant ¢; > 0 depending on the dimension, the law of
the random field and the disorder strength, such that

iminfE | 1vei? > cf.
im in |:|| ¢”L2(A2#1AVL'M)] >

Theorem 4 (Height fluctuations, integer-valued, d = 1, 2). Suppose that the (n(x))

are identically distributed with E[n(x)] = 0 and Var[n(x)] = 1 for all x € Ay.

There exist a constant ¢ > 0 depending on the common distribution of the (n(x))
1

and an absolute constant C > 0 such that the quantities: ¢; = ce 2, Chp =
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C (1 + A%+ ;‘371) and

1
1912 = > {pw?)
LZ(AL,MIXL#’”) ALl XEZAL M?/Lﬂ'n
satisfy

d=1: al)< E 2 < Gy 4L>, 1.24

A = |:”¢”L2<AL»MIXLJ3’H):| e ( )

d=2: al?< E 2 < Cy gL>. 1.25

A = |:”¢”L2<AL>/‘IXILﬁ’n)i| e ( )

The theorems determine the order of magnitude of the norms of the gradient and
the height of the surface as a function of L, and also estimate the dependence on the
disorder strength A. Comparing to Theorem 1, one notices that the dependence of
the gradient norm on the disorder strength is the same as in the real-valued case. In
contrast, compared with Theorem 2, the lower bound at weak disorder for the height
norm is significantly smaller (in its dependence on 1) in the integer-valued case than
in the real-valued case. We expect that the two models indeed behave differently. For
instance, the proof of Theorem 5 below shows that at zero temperature, in order for
¢ to be non-zero at the origin it is necessary that there exists a connected subset with
connected complement of A containing the origin in which the sum of XA times the
disorder 1 exceeds a constant multiple of its boundary size. A recent result of Ding
and Wirth [32, Proposition 2.2] shows that in two dimensions it is unlikely that there
exist such subsets if L < exp(k"‘/ 3+o)y (with the o(1) term referring to the limit
Al 0).

We also remark that the assumption that the (17(x)) are identically distributed in
Theorem 4 is only required for the proof of the lower bounds on the height norm,
and may be replaced by an assumption that a (2 + §)-moment of the (7(x)) admits a
uniform upper bound.

Theorem 5 (Height fluctuations, integer-valued, d > 3, low temperature and weak
disorder) Suppose d > 3 and assume that n(x) has the standard Gaussian distribution

N(, 1) for all x € Ap. There exist By, Ao, ¢ > 0 such that for all B € (By, 00),
X € (0, Ao), integer L > 2, v € A, and integert > 0,

ctl/0
] N IO B i ES (1.26)

L

In particular, for all k > 0,

sup E |:<|¢(U)|k>MIV,ﬁJ7:| < 00. (1.27)

LeN Ap
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The exponents 1/2 and 1/6 in (1.26) are not sharp (the proof can be optimized to
yield slight improvements). However, the A2 term appears to be necessary, at least for
the case ¢ = 1, as it controls the local fluctuations of the field at v when the disorder
strength is weak.

As mentioned above, Theorem 5 proves that the behavior of the integer-valued
random-field Gaussian free field differs from its real-valued counterpart in dimensions
d=3,4.

We additionally note that it is possible to take the zero-temperature limit 8 — oo in
the results of Theorem 3, Theorem 4 and Theorem 5 in order to obtain that the ground
state of the integer-valued random-field Gaussian free field satisfies the estimates stated
in theses results.

The discussion up until now has been centered around gradient models where the
Hamiltonian depends on the discrete gradient of the surface. One can also consider
the effects of the addition of a random field on “higher-order" random surfaces. One
such example is the random-field membrane model, whose Hamiltonian is given by
the formula

A

1
HYL @) = S 1801520, = D 10900, (1.28)

xelAp

where A indicates the graph Laplacian on A . Explicit computations, which are avail-
able for this model, enable us to prove upper and lower bounds on the fluctuation of
¢; see Sect. 7.7 for a more detailed discussion of the model and the results.

1.2 Background

Brascamp, Lieb and Lebowitz [18] initiated the first detailed investigation of the fluc-
tuations of real-valued random surfaces of the form (1.3) without an external field
(sometimes called the V¢-model) and compared their behavior to the exactly-solvable
Gaussian free field (the case V(x) = %xz). Among other results, their work proved
that such surfaces delocalize in two dimensions (the one-dimensional case is clas-
sical) and localize in three and higher dimensions under the assumption (1.2). The
integer-valued Gaussian free field (without an external field) exhibits similar behav-
ior in dimensions d = 1 and d > 3 but undergoes a roughening transition in two
dimensions as the temperature increases: Localization at low temperatures follows by
a version of the classical Peierls argument. Delocalization at high temperatures was
proved in the breakthrough work of Frohlich and Spencer [38, 39] on the Berezinskii-
Kosterlitz-Thouless transition (see also [47, 52]). Further details on random surfaces
without external field can be found, e.g., in the works of Funaki [40], Velenik [68]
and Sheffield [64]. The theory of disordered random surfaces is less developed; we
summarize some of the existing mathematical literature below.

Real-valued disordered random surfaces: Kiilske and Orlandi [48] studied the
model (1.3) in two dimensions under the assumption that V is even, twice continuously
differentiable and sup, V" (r) < oo (and, say, V(t)/t““‘/‘ — o0 ast — oo for some
& > 0). Using a Mermin-Wagner type argument they proved that the height fluctuations
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100 P. Dario et al.

in A, for any fixed external field 7, are at least of order /Iog L (which is sharp when
V(t) = t* and n = 0) and established Gaussian lower bounds on the tail decay. In
this sense, the external field can only enhance the height fluctuations. This result is
extended in Kiilske—Orlandi [49] where it is proved that even an arbitrarily strong
§-pinning at height zero cannot localize a two-dimensional random surface with i.i.d.
random external field (1(x)) whose common distribution is symmetric with finite non-
zero variance. This is then complemented by an analysis of the effects of pinning in
dimensions d > 3 proving, in particular, that sufficiently strong pinning can localize
the surface (under the assumption that inf, V" () > 0).

Van Enter and Kiilske [67] considered the model (1.3) when the potential V is
assumed to be even, continuously differentiable and to have super-linear growth
(V(1)/t'"H¢ — oo ast — oo for some ¢ > 0), and when the ((x)) are i.i.d.,
having a common symmetric distribution of finite non-zero variance. They proved
that in two dimensions there are no translation-covariant gradient Gibbs measures

w' satisfying that E [| (V/(qu(e)))un |] < oo for an edge e. They additionally

proved that in three dimensions any gradient Gibbs measure n” has slow decay
of correlations in the following sense: For any ¢ > 0, the correlations C, , =
E [(v’(v¢ ), (V' (Vb (e’))>u,7] satisfy 1im,_ oo SUp, , #1+¢|C, | = 00 where
the supremum is over all pairs of edges at distance at least » from each other.

Cotar and Kiilske [25, 26] considered two models of disordered random surfaces:
(A) The model (1.3) with even, twice continuously differentiable V and i.i.d. (n(x))
whose common distribution has finite non-zero second moment. (B) A model in which
acollection of i.i.d. random functions (V) ¢ g (z¢) is prescribed, and the formal Hamil-
tonian is given by

HY) () := ) Ve(V(e)). (1.29)

Their results show that model (B), subject to suitable assumptions on the random
potentials (V,), behaves similarly to the non-disordered case. Thus, our discussion
here pertains to their results on model (A), which are closer to our work.

The work [25] proves the following results on model (A) when V grows quadrati-
cally atinfinity and satisfies sup, V" (x) < oo: (1) WhenE [5(x)] = Oandd > 3, there
exist translation-covariant gradient Gibbs measures p" with any prescribed disorder-

averaged tilt, which also satisfy E [(V(b (6)2)M] < 00; (2) when E [n(x)] = 0 and
d > 3, the infinite-volume surface tension exists and is independent of n; (3) when

E[n(x)] # 0, there are no translation-covariant gradient Gibbs measures " with
E [| <V’(V¢>(e)))m I] < oo (using the techniques of [67]); (4) the infinite-volume
surface tension does not exist in dimensions d = 1,2 and, when E [5(x)] # 0, in
dimensions d > 3.

The work [26] proves the following results on model (A) under the assump-
tion (1.2) and when E[n(x)] = 0 and, for some of the results, n(x) has a
symmetric distribution which satisfies a Poincaré inequality: (1) In dimensions
d > 3, there is a unique translation-covariant gradient Gibbs measure p" with
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Random-field random surfaces 101

prescribed disorder-averaged tilt, satisfying E[(qu(e)z)M] < 00, and whose

disorder-average is ergodic; (2) for each translation-covariant gradient Gibbs mea-

sure 11", Cov ((qu(e))ﬂn (Ve (e/)>u’7) < m (and more general bounds).

As mentioned above, our Theorem 1 and Theorem 2 are related to the works of Cotar
and Kiilske [25, 26]. It seems that the upper bounds on the gradient fluctuations in
Theorem 1 in dimensions d > 3 can be deduced from [25, Proposition 2.1 and Lemma
3.5] and the proofs there may possibly extend to dimensions d = 1, 2. However, the
proofs use different arguments and make different assumptions on the potential (neither
set of assumptions implies the other): The results of [25] are established for potentials
V having quadratic growth at infinity (V () > At> — B for A > 0 and B € R) and
uniformly upper bounded second derivative (sup, V" () < 00), while our results apply
in the class described in Remark 4.2. We also note that while Cotar and Kiilske discuss
only gradient Gibbs measures, some of the tools which they use in [26] are related
to our approach to the height fluctuations in Theorem 2. Specifically, both proofs
use a coupling of Langevin dynamics, as originally proposed by Funaki—Spohn [41]
(though [26, Section 4] couples the dynamics with the same disorder while we couple
them with different disorders). In addition, our argument relies on the Efron—Stein
inequality while [26, Proposition 2.4] uses a related covariance bound.

Integer-valued disordered random surfaces: To our knowledge, the integer-
valued random-field Gaussian free field has not been studied before. The following
related model was treated mathematically by Bovier—Kiilske [13, 14] (with earlier
treatments on a hierarchical lattice by Bovier, Kiilske and Picco [11, 12, 15]). The
Hamiltonian of the model takes the form

H(g) =Y 1¢p0) =M =2 Y > nel) g0,

x~y keZ x

where the surface ¢ is integer-valued, the random variables (1 (k)) czd ez form
a (d + 1)-dimensional environment and A > 0 is the disorder strength. The model
provides an approximation to the domain walls in disordered ferromagnetic Ising
models when the random variables (1, (k)) are i.i.d. (random-bond case) or when the
differences (ny (k) — ny(k — 1)) are i.i.d. (random-field case) (see also [37, Section
5.1] for a physics discussion of related models in the continuum). The work [13]
allows these distributions of 1 (and more general settings), requiring that the i.i.d.
ensembles have zero mean, unit variance and satisfy suitable Gaussian tail bounds,
and establishes the existence of infinite-volume Gibbs measures in dimensions d > 3
at low temperatures and weak disorder (small A) (building on the renormalization
group approach of Bricmont—Kupiainen [19]). The work [14] shows that, when the
(ny (k)) are i.i.d. with zero mean and unit variance with common distribution having
no isolated atoms or having compact support, the model does not admit translation-
covariant Gibbs states in dimensions d < 2, at all positive temperatures and non-zero
disorder strength A (adapting the arguments of Aizenman—Wehr [5]).
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102 P. Dario et al.

1.3 Convention for constants

Throughout this article, the symbols C and ¢ denote positive constants which may
vary from line to line, with C increasing and ¢ decreasing. Except where explicitly
stated otherwise, these constants may depend only on the dimension d and the ratios
c+/c—and A/c_.

1.4 Strategy of the arguments

In this section, we present some of the main arguments developed in this article.

1.4.1 Gradient fluctuations

The proof of Theorem 1 relies on a quenched comparison principle. For any fixed
realization of the disorder n, we are able to relate the L? norm (1.5) of the gradient of
the random surface with a general uniformly elliptic potential V to the analogous L>
norm of the ground state of the Gaussian random surface (i.e. the case V (x) = %xz).
The result is precisely stated in (4.15). Theorem 1 follows from this comparison
principle and the fact that the n-average of the L? norm can easily be estimated via
explicit formulas in the Gaussian case, as presented in Proposition 4.1.

The proof of the comparison principle (4.15) relies on computations based on the
two identities

— (VI (VoD = ), (1.30)
esx
— (B0 Y VI(IP@N) g =1+ 1D, (1.31)

esx

where we used the notation ) . to sum over the directed edges containing x as an
endpoint (see (2.2) and (2.4)). Both identities follow from a simple integration by
parts; see Sect. 3.4. We remark that a version of the identity (1.30) was previously
used by van Enter and Kiilske [67, Proposition 2.2] (the “divergence equation’) in
their work on gradient Gibbs states in dimensions d = 2, 3.

1.4.2 Height fluctuations

To highlight the main ideas of the argument of the proof of Theorem 2, we describe
the strategy for the upper bounds in the case of the ground state, instead of the thermal
expectation of the field under the Gibbs measure MUAL. Additionally, for notational
simplicity, we set the field strength A to 1 and consider the variance of the height at the
origin. To be more precise, the ground state is defined as the minimizer of the energy

Hy ()= Y V(Voe)— Y nxv)

ecE(AyL) xXeAL
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among all the mappings v : Azr — R whose values are set to 0 on the boundary
dA . We denote the minimizer of HXL by vrjy : Ai — R ; equivalently, it can be
characterized as the unique solution of the discrete non-linear elliptic equation

- Z V' (Vur,(e) =n(y) forye Ay,
ey (1.32)

v () =0 fory e 0AL.

We wish to estimate the variance (over the random field 7) of the random variable
vr »(0), and prove that it satisfies the bounds required in Theorem 2

The proof of the upper bounds relies on the Efron—Stein concentration inequality
(stated in Proposition 3.2): If we consider two independent copies of the random field,
which we denote by 1 and 77, and let n* be the field satisfying n* (y) = n(y) if y # x
and n* (x) = 7(x), then we have the variance estimate

1
Var [v2,(0)] = 3 g\: E[(UL’,](O) — UL,,,X(O))z]. (1.33)
XeAL

Consequently, it is sufficient, in order to obtain the desired upper bounds, to prove the
inequalities, for any point x € Ap,

cL? d=1,
2
2 C(ln L d=2
E[(v2.0(0) = v 0)°] = TV Ir] , (134)
C
SR S d>3
1v |x|2d74 -

(note that, although the two-dimensional bound is logarithmic, substituting it into
(1.33) will bound the sum by a constant multiple of L2, as stated in Theorem 2.)
The proof of the upper bounds (1.34) is based on the observation that the difference

¥ = vy, — VL, solves a discrete linear elliptic equation of the form

w

x ~ .

\% anx =) —nx))déy inAp, (135)
w' =0 ondAy,

with §, the Kronecker delta function and with the elliptic operator —V - aV defined

in (2.5). Here, the environment a is an explicit function of the ground state v, ; and

the potential V (in particular, a is random) which satisfies the pointwise uniform

ellipticity estimates c— < a < ¢4 almost surely. Using the linearity of the Eq. (1.35),

the mapping w”* can be rewritten as

w*(0) = (n(x) —7(x)) Ga (0, x) (1.36)

where G, : Azr — (0, 00) is the Green’s function associated with the environment
a and satisfying Dirichlet boundary condition on the boundary of the box A. The
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famed Nash-Aronson bounds (Proposition 3.3) provides upper and lower bounds on
the Green’s function G, whenever a is uniformly elliptic. They establish that the map
G, is comparable to the standard random walk Green’s function on Z¢, whose square
has the same order of magnitude as the right-hand side of (1.34). Using that the random
variables 7(x) and 77 (x) have the same expectation and are of unit variance allows to
deduce the upper bound (1.34).

The proof of the lower bounds relies on a similar, but more involved, strategy
that is outlined below. Building upon the techniques used in the proof of the Efron-
Stein inequality (see for instance [10, Theorem 3.1]), we consider an enumeration
X1y eeos XL g1)d of the vertices of the box Ay, and let F,, be the o-algebra generated
by the random variables n(xy), ..., n(x,). We then introduce the martingale X, =
E vz, | F ] and observe that

Var[o,, @] = > E[(X, = X102

XEAL

We are then able to lower bound each of the terms in the right-hand sides using a
strategy similar to the one used for the upper bound, relying on the Nash—Aronson
estimates (see (3.6) of Proposition 3.3) to provide lower bounds on the Green’s function
Ga.

The extension of the result from the ground state to thermal expectation over the
Gibbs measure ,uf]\L, as stated in Theorem 2, is done by appealing to the Langevin
dynamics associated with the models (see Sect. 3.1), and extending the argument
presented above from the setting of elliptic equations to the one of parabolic equations.
The details are developed in Sect. 5.

1.4.3 Integer-valued random-field Gaussian free field
For the proof of Theorem 3, we begin by observing that the Hamiltonian (1.18) of the

integer-valued random-field Gaussian free field may be expressed, by completing a
square, as

1
HY " (¢) o= 5 > (Voo - WVup (@) + cn) (1.37)
ecE(AT)

where ¢(n) depends only on n and u A ; is the ground state of the real-valued random-
field Gaussian free field (i.e., —Au ;, = n; see Sect. 4.1). This motivates the following
quenched upper bound (Lemma 6.1)

<exp <§ [ve — WuA,nHiQ(M)» wpy SO (CA+B[AT])  (1.38)
HA

(see Sect. 2.2 for the L? notations). The bound implies, using Jensen’s inequality, that
2 —1
Ve — = ) .
V9 = 2Vunnlpz( o payvony < € (148 (1.39)
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(this bound is especially simple to see at zero temperature, since the left-hand side
is essentially the Hamiltonian HII\V’" and one option for ¢ is the integer part of the
function Au A ;). The upper bounds on the gradient fluctuations of ¢ (the upper bounds
in Theorem 3) are then a direct consequence of (1.39) and the upper bounds on Vuy, ,
stated in Proposition 4.1. which shows that ¢ cannot fluctuate significantly more than
up,y in dimensions d = 1, 2.

It is possible to also rely on (1.39) to obtain lower bounds on the gradient and height
fluctuations of ¢, but the quality of these lower bounds will deteriorate as 8 tends to
zero. To remove the B-dependence we prove that the thermal average of V¢ is close
t0 AVup , uniformly in the temperature (Lemma 6.2),

2

| (V) 00 = 25un| (1.40)

<
LY(AT) —

The lower bounds on the gradient fluctuations in Theorem 3 are an immediate conse-
quence by the corresponding estimates on u4 .

For Theorem 4, we use distinct strategies for the upper and lower bounds. The upper
bound on the height fluctuations uses the inequality (1.39) and the Poincaré inequality
to deduce that

2 2 2 -1 2
}|¢—AuA,,7||L2<AMIAVL,ﬁ,n) <CL* |V —WuA,ny|L2(AMIAVL,,3,U> =c(1+p7")12

(1.41)

This inequality is then combined with the estimates of Proposition 4.1 to show that the
field ¢ cannot fluctuate significantly more than u 4, in dimensions d = 1, 2, since the
fluctuations of u A , are larger than (the square root of) the right-hand side of (1.41).
The lower bounds on the height fluctuations are more involved. We first reduce to a
suitable estimate for u, , by noting that

(@) Vg

MAL

>
||¢||L2(Az-’ul[t’llﬂ,n) = LZ(AZ)

= ”)\'MALJ]”LZ(AL) - H <¢>MK]'IS’" - )\uAL,n

L L*(A7)

> ”}‘I"AL,U”LZ(AL) —CL

where we used Jensen’s, the triangle and Poincaré inequalities and applied the esti-
mate (1.40) (this computation can be found in (6.24) and (6.25)). Thus,

2-d/2 2-d/2
P |:||¢||L2(AI’M£:/L.,S,W) > cL ] >P I:”)"MAL’UHLZ(AL) > cL + CL] .

As the height fluctuations of u,, ; are of order L*>~?/2 (see Proposition 4.1), it is
natural to expect the right-hand side of the last inequality to be uniformly positive in
L in dimensions d = 1,2 (with a prefactor depending on A which tends to zero as
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A decreases). To establish this rigorously, we prove a Central Limit Theorem for the
projection of u 4, ; in a suitable direction (see (6.27)).

We outline the proof of Theorem 5 for the ground state of the model and in the case
t = 1 (to simplify the presentation of the argument). Let wa, , : Ar — Z be the
ground state of the integer-valued random-field Gaussian free field. In this scenario,
the conclusion of Theorem 5 can be stated as follows: For any vertex v € Ay,

P(wa, ,(0) £0) > 1—¢ 2, (1.42)

The proof of (1.42) relies on the following observation: If wp, ,(v) # 0, then there
exists a finite connected with connected complement D C Z¢ containing the vertex v
such that

A > |9D|. (1.43)

> 0

xeD

The set D can be constructed as follows. Let us assume, without loss of generality,
that wp, ,(v) > 0. Let Dy be the connected component of the vertex v in the set

{x € AL 1 wp, y(x) > 0},

and set D to be Dy union all the connected components of D except the one containing
d A (this ensures that D€ is connected). The ground state wa , , necessarily has lower
energy than the function wy, , — 1 p, which implies (1.43) upon rearranging the terms
in the Hamiltonian.

We next appeal to a result of Fisher—Frohlich—Spencer [36], which states that, in
dimensions d > 3, the following holds: for all sufficiently small A and any fixed vertex
v € Ay, the probability (over the disorder n) that there exists a finite connected set
D C 74, containing v and having connected complement, such that (1.43) holds is

atmost e 22, The result implies the inequality (1.42). The argument can be extended
from the ground state to the low-temperature case, as stated in Theorem 5, through a
Peierls-type argument.

1.5 Organisation of the article

The rest of the article is organized as follows. Section 2 introduces additional notation.
Section 3 collects the tools and preliminary results used in the proofs. Sections 4
and 5 treat the case of real-valued random surfaces and are devoted to the proofs of
Theorems 1 and 2, respectively. Section 5 is devoted to the integer-valued random-
field Gaussian free field, and contains the proofs of Theorems 3, 4 and 5. Appendix 1
provides a proof of the Nash—Aronson estimate used in Sect. 4, for the heat kernel
in a time-dependent uniformly elliptic environment in a box with Dirichlet boundary
condition.
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2 Notation
2.1 General

Given a (simple) graph G = (V(G), E(G)) we let E(G) be the set of directed edges
of G (each edge in E(G) appears in E(G) with both orientations). We write x ~ y
to denote that {x, y} € E(G). We often identify subsets A C G with the induced
subgraph of G on A. In particular, we write G for V(G) and write E(A) and E(A)
for the edges of E(G) and E(G) having both endpoints in A, respectively. We let
dA = dg A be the external vertex boundary of A in G,

AN :={xeG\A:3TyeA,y~ux},

AT := A UQJA, and |A| be the cardinality of A, sometimes referred to as discrete
volume.

Let Z¢ be the standard d-dimensional lattice, and let | - | be the £°°-norm on 74,
Two vertices v, w € Z? are adjacent if they are equal in all but one coordinate and
differ by one in that coordinate. Given M € N with M > 1, we denote by M 74 the
set of points of Z¢ whose coordinates are divisible by M.

We say that a set A is connected, if, for any pair of distinct vertices x,y € A,
there exists a finite collection of points xq,...,xy € A suchthatx = x1, y = xn
and for any i € {l,...,N — 1}, x; and x;4; are adjacent. We say that a set A
is x—connected, if, for any pair of distinct vertices x, y € A, there exists a finite
collection of points x1,...,xy € A suchthatx = x1,y = xy and |x; — x;41| = 1
forevery 1 <i <N — 1.

Write Ay (= {—L,..., L}d c 74 for any integer L > 0. This is extended to all
L € [0, co) by setting Ay, := A || where | L] denotes the floor of L. Forx € Zd, we
denote by x + A the box Ay translated by the vector x.

Let a A b be the minimum and a V b be the maximum of a, b € R, and by [a] the
ceiling of a € R.

2.2 [2-Norms

Let G be a finite graph. For a function ¢ : G — R, define the L? and normalized
L?-norms of ¢ by the formulae

1 2
and [|$l 2, = (EZwmﬁ) @20

xeG

Bl—

Ipl2(6) = (Z |¢<x>|2>

xeG

Define the discrete gradient
Vo(e) :=¢d(y) — ¢(x) fordirected edges e = (x, y) € E(G). 2.2)

In expressions which do not depend on the orientation of the edge, such as |V (e)|?
or V(V¢(e)), we allow the edge e to be undirected. For a function v : E(G) —
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R satisfying v((x, y)) = —v((y, x)) (such as the function V¢) define the L? and
normalized L2-norms of v by the formulae

2 2

1
vllz2 = | Y. W@F| and lvl2q = Gl > ] .23)

ecE(G) ecE(G)

2.3 Environments and operators

Let G be a graph and introduce the notation, for each vertex x € G,

> = > . (2.4)

esx {ecE(G) : AyeG,e=(x,y)}

A map a: E(G) — Ris called an environment. Its definition is extended to directed
edges by setting a((x, y)) := a({x, y}) for (x, y) € E(A). The operator —V - aV is
defined by the formula

V-ave(x) =Y a(e)Ve(e) (2.5)

esx

for a function ¢ : G — R and x € G. Unravelling the definitions shows that, for any
pair of functions functions ¢, ¥ : G — R, the following discrete integration by parts
identity holds:

—Y (V-ave))yx) = Y a@)Vee)Vi(e) (2.6)

xeG ecE(G)

in the sense that if one side converges absolutely then the other converges absolutely
to the same value. Note that the terms inside the sum on the right-hand side are well
defined for undirected edges. We say that the environment a is uniformly elliptic if
there exist c_, ¢4 such that c_ < a < ¢y, pointwise.

The above definitions naturally extend to time-dependent environments a : I X
E(G) — R, where I C R is a (time) interval: The operator —V - aV acts on time-
dependent functions ¢ : I x G — R with the same definition (2.5) applied at each
fixed time. The identity (2.6) then holds at each fixed time for time-dependent functions
¢, 9.

The discrete Laplacian A is the operator V - aV witha = 1.

3 Tools

In this section, we collect tools pertaining to random surfaces, concentration inequal-
ities and estimates on the solution of parabolic equations which are used in the proofs
of Theorems 1 and 2.
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3.1 Langevin dynamics

The Gibbs measure MnAL (defined in (1.3)) is naturally associated with the following
dynamics.

Definition 3.1 (Langevin dynamics). Given an integer L > 0, random field strength
A, external field n : Ay — R and a collection of independent standard Brownian
motions {B;(x) : x € A}, define the Langevin dynamics {¢;(x) : x € AL} to be
the solution of the system of stochastic differential equations

di(y) = D V' (Voy(e)) dt + An(y)dt +V2dBi(y) (¢, y) € (0,00) x AL,

esy
¢(y) =0 (t,y) € (0,00) x dAL,
¢o(y) =0 yEAL

(3.1

The Langevin dynamics (3.1) is stationary, reversible and ergodic with respect to
the Gibbs measure M'Z\L; in particular, one has the convergence

(#(0) = (@O, (3.2)

where, in a slight abuse of notation, we use the symbol (-) in the left-hand side to refer
to the expectation with respect to the Brownian motions {B;(x) : x € Ar}.

3.2 The Efron-Stein inequality

We record below the Efron—Stein inequality which will be used in the proof of Theo-
rem 2. A proof can be found in [10, Theorem 3.1].

Proposition 3.2 (Efron-Stein inequality). Let A be a finite set, let n,7 : A — R be
independent and identically distributed random vectors with independent coordinates,
andlet f : R® — R be a measurable map satisfying E [f(n)z] < 00. Foreachx € A,
set n* to be the field defined by the formula n* (y) = n(y) if y # x and n* (x) = 7(x).
Then

vt =3 L[ - £ )]

xXeA
3.3 Heat kernel bounds
Let L > 0 be an integer, let 0 < c— < ¢4y < oo, letsp € Randlety € Ap.
Let a : [sg,00) X E(Ar) — [c—, c4] be a continuous time-dependent (uniformly

elliptic) environment. For each initial time s > so, denote by Py = Pa(-,;s,¥) :
[s, 00) x Azr — [0, 1] the heat kernel associated with Dirichlet boundary conditions
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in the box Ay, i.e., the solution of the parabolic equation

0 Pa(t,x;8,y) —V-aVPa(t,x;s5,y) =0 (t,x) € (s,00) x A,
Pa(t,x;5,y) =0 (t,x) € (s,00) x IAL, (3.3)
Pa(57x§5,)’)=]l{x=y} XGAZ_

The maximum principle ensures that P, is non-negative. Summing V -aV P, over A,
and integrating by parts implies that this sum is non-positive, which, in turn, shows
that ), eAL Pa(t, x; s, y) is a non-increasing function of ¢ on [s, 00). In particular,

since the value erAL Pa(s, x; s, y) is equal to 1, one has the estimate, for any t > s,

> Patixisy) <1 (3.4)

xeAp

Upper and lower bounds on heat kernels are usually referred to as Nash—Aronson
estimates. They were first established by Aronson in [6], in the continuous setting and
in infinite volume for parabolic equations with time-dependent and uniformly elliptic
environment. In the discrete setting, we refer to the article of Delmotte [29] and the
references therein for a collection of heat kernel estimates on general graphs in static
environment. The case of discrete parabolic equations with dynamic and uniformly
elliptic environment is treated by Giacomin—Olla—Spohn in [43, Appendix B]. The
proposition stated below is a finite-volume version of their result.

Proposition 3.3 (Nash—Aronson estimates). In the above setup with L > 1 there exist
positive constants Cy, co depending only on the dimension d and the ratio of ellipticity
c4/c— such that the following holds. For allt > s and x € Ay,

P p(_l—yl>p(_<—>)
1V (e_(t—s)2 1V (c_(t — )2 L

3.5)

In addition, there exists a constant c; > 0 depending only on d and c4 /c_ such that
Joranyt > s and any (x,y) € Ap x App satisfying |x — y| < \/c_(t —s) < c1L,

€0

Py(t,x;8,y) 2 ————.
LV (c—(t—1s))2

(3.6)

The proof of this result is the subject of Appendix 1.

Remark 3.4 The L-dependent term in the right-hand side of (3.5) is a consequence of
the Dirichlet boundary condition in the definition (3.3) of the heat kernel Py. It shows
that the map P, decays exponentially fast after a time of order L. It is obtained by
analytic arguments in Appendix 1 and has a natural probabilistic interpretation: If we
denote by (X;);>s the continuous time random-walk evolving in the time dependent
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environment a (see [43, Section 3.2] for a formal definition of the process) started at
time s from the vertex y, then one has the identity

Pa(t,x;5,9)=P[X, =x, s, > 1], (3.7)

where 74, is the random walk hitting time of the boundary d A ;. Under the assumption
that the environment a is uniformly elliptic, the random walk X, will typically hit the
boundary d A in a time of order L?, and the probability that it remains in the box Ay
for atime ¢ — s will exhibit an exponential decay of the form exp ( —c(t —ys)/ Lz). This
observation implies the exponential decay of the heat kernel P, for large t — s > L2
by the identity (3.7). The inequality (3.5), proved in Appendix 1 using equivalent,
analytic techniques, can be deduced from a refinement of the previous argument and
gives an accurate description of the heat kernel P, over the entire time line ¢ € (s, 00).

3.4 Probability density identities

Suppose f : R" — [0, 00) is a continuously differentiable probability density such
that|y| f (¥) tends to zero atinfinity and satisfies that y — (1+|y|)V f(y) isintegrable.
Integration by parts implies that, for each index 1 < j < n,

f I 4 o, (3.8)
Rn dyj

df(y)

: dy = —1. 3.9
fRny, dy; y (3.9)

Let A C Z¢ be finite and n : A — R. Applying the above identities to the
probability density of /L”A (see (1.3)) under the assumption (1.2) shows that, for each
X € A,

= V(Y@ = An(), (3.10)
— (B0 Y V(D) =1+ 200 () 1. (3.11)
esx

4 Gradient fluctuations in the real-valued case
The objective of this section is to prove the delocalization of the gradient of the real-

valued random-field random surfaces in dimensions d < 2, and its localization in
dimensions d > 3, proving Theorem 1.
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4.1 The ground state of the random-field Gaussian free field

Given a finite A C Z¢ and a function n:A— Rletupy,: A1 — R be the solution
of the Dirichlet problem

—Aupy=mn InA, @1
upn =0 ondA. ’

One readily checks that u, , is the ground state of the random-field Gaussian free
field in A with zero boundary conditions and unit disorder strength. That is, ux ;
minimizes the Hamiltonian HZ given by (1.1), with V(x) = %xz and A = 1, among
all functions ¢ which equal zero on dA. The function u, ;, will be instrumental in
analyzing the gradient fluctuations of the real-valued random-field random surfaces
and will also play a role in our analysis of the integer-valued random-field Gaussian
free field in Sect. 6.

The next proposition studies the order of magnitude of u 5, and its gradient when
A = Ay and 7 is random with independent and normalized values.

Proposition 4.1 Suppose (n(x))xea are independent with zero mean and unit vari-
ance. Then

(i) The random variables (up ;(x))xen and (Vup y(€))eck(n) have zero mean.

Now let A = Ay for aninteger L > 2. There exist constants C, ¢ > 0 depending only
on the dimension d such that

(ii) The following upper bounds hold for all x € Ay,

CcL*® 1<d<3,
E I:MAL,n(X)Z] <lcmr d=a 4.2)
C d=>5;

(iii) The following lower bounds hold for all x € A,

L 1<d<3,
Elun, 0]z et a=4, 43)
c d>5;

(iv) The averaged L*-norm of the gradient of u 1. Satisfies

L d=1,
E[|Vunralzapn] > mL a=2, (44)
1 d >3,

where a ~ b is used here in the sensec -a < b < C - a.
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Proof Let G5 : AT x A — [0, 00) be the elliptic Green’s function with Dirichlet
boundary condition, defined by requiring that for all y € A,

{—AGA(~,y) =68, inA, @)

Ga(,y) =0 onodA

with 8, the Kronecker delta function. The maximum principle shows that G 4 is indeed
non-negative. The linearity of (4.1) and (4.5) implies that

Uay(x) =Y Galx,y)n(y) and Vupyle) =Y VGale,y)n(y) (4.6)
yeA yeA

forx e AT ande ¢ E (AZ) Property (i) is an immediate consequence. In addition,
our assumptions on 1 imply that

E[uny ()] = Y Gatey)? and E[(Vun,(@)’] = Y (VGate. ).
YEA yEA
4.7)

Now specialize to the case A = Ay, with L > 2. Denote by P, the solution of the
parabolic Eq. (3.3) in the specific case of the heat equation (i.e., in the case a = 1). The
elliptic Green’s function G 4, is related to the heat kernel Py, through the identity:
For any x € Az' andy € Ay,

o0
Gp, (x,y) = /0 Pp, (t,x;0,y) dt. 4.8)

The identity (4.8) can be checked by a direct computation: Proposition 3.3 implies
that P, (t,x;0,y) tends to O as ¢ tends to infinity for any x,y € A, and that
the right-hand side of (4.8) is well-defined. Taking the discrete Laplacian of the map
X fooo Py, (t,x;0,y) dt and using the definition of the heat kernel P, , we obtain

o o
—A/ Py, (t,x;0,y) dt = / —APp, (t,x;0,y) dt
0 0

o
:/ —0;Pp, (t,x;0,y) dt = P(0,x;0,y)
0

= T{x=y). 4.9)

Consequently the map x fooo Pp, (t,x;0,y) dt solves the Eq. (4.5) for each
y € Apr. Since this equation has a unique solution, it implies the identity (4.8).
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Proposition 3.3 additionally shows the upper bounds

CL d=1,
CL
Cln{ ——— d=2,
Ga, (x,)) < “(1 Vix —y|) (4.10)
C
d>3

1V |x —yld=2
valid for all x, y € Ay, and the lower bounds

cL d=1,

L
Ga, (x,y) > Cln<1v|x_y|> d=2, (4.11)
c

—_— d >3,

1V |x —y|d-2 -
valid for y € A,z and x € A such that [x — y| < cL, with C, ¢ > 0 depending
only on d. Combining the identity (4.7) with the upper and lower bounds (4.10)
and (4.11) shows the upper and lower bounds on the value of E [u A L,,i(x)Z] stated
in (4.2) and (4.3).

We proceed to obtain the estimates on the averaged L’-norm of Vi L. The

identity (4.7) implies that

1
E[IVunlpop] = o X (Vomlen). @

A+
L ecE(A}). yeAr

Applying (2.6) (withG = AT, a=1land ¢ = ¢ = G, (-, y)) and using (4.5) we
see that

3 (VGa e 1) =Ga .y (4.13)
ecE(AY)

for each y € A . Substituting in (4.12), we obtain
2 1
E[HVMALJIHLZ(AZ)] = a7] > Ga ().
L1 year

Applying the upper and lower bounds (4.10) and (4.11) with the choice x = y and using
the non-negativity of the Green’s function G 5, we obtain the inequalities in (4.4). O

4.2 Gradient fluctuations

In this section, we prove Theorem 1 for the uniformly convex V¢-model, as a conse-
quence of the following result which holds for any choice of 7. Theorem 1 follows from
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the result upon setting A = A and letting 1 be random as in the theorem and then
taking an expectation over 1 and applying the bounds in item (iv) of Proposition 4.1.

Theorem 6 Let A C Z¢ be finite, » > 0 and 0 < c_ < ¢y < oo. Letn: A — R and
letuy ,: AT — R be the solution of (4.1). Suppose ¢ is sampled from the measure
/LZ of (1.3), where the potential V satisfies (1.2). Then the quantity

1

2

IVl 2ae,my = | Do (Vo)) (4.14)

ecE(AT)

satisfies

A 21 2|A|
o HVMA,n||Lz(A+) = IVoli2(a+ puny = - ||VMA,17“L2(A+) e (4.15)

Proof We start with the proof of the lower bound. Multiply the identity (3.10) by
uA,n(x) and sum over all x € A to obtain

= D uag®Q VI (VE@))n =1 Y ua ()N (4.16)

xeA e3x xeA

The left-hand side is developed by observing that each edge appears in the sum with
both orientations and that V' is an odd function,

=Y ung Qo V' VoE), = Y Vuay @V (Vo@)),

xeA esx ecE(AT)

(where the boundary terms may be added by noting that us , = 0 on dA). The
right-hand side of (4.16) is developed as

D AN = =D uanAuag ) = D (Vita @) = [Vuay[j2n-

XEA XEA ecE(AT)

by using the Eq. (4.1) and the equality (2.6). Substituting the last two equalities in (4.16)
shows that

MVanalizan = 2 Vuan@V' (Vo). @.17)
ecE(AT)

An application of the Cauchy-Schwarz inequality to the right-hand side then gives
M Vunnl2aey < 1V |12 (a0)- (4.18)
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Finally, as V is an even function satisfying (1.2), it follows that
2 l 2
c_x" < V(x)x <cyx 4.19)
for all x € R. In particular, |V'(x)| < c|x|. Substituting in (4.18) shows that
A ”V”A»n”LZ(Aﬂ =c+ H<|V¢|>u’}\ HLZ(A+)'

The Cauchy-Schwarz inequality shows that (|V¢ (e)|)i,, < (Vo (e)?) uh and the
A

lower bound of the theorem follows.
We proceed to prove the upper bound. Sum the identity (3.11) over all x € A to
obtain

=D @Y V(PN = Al + 4 Y n)pG),  (420)

xeA esx xeAT

(where the terms with x € dA are added by noting that ¢ = 0 on dA). As in the
analysis that lead to the lower bound, the left-hand side is developed by summing over
the two orientations of each edge, and thus

=D @Y V@) = D (Ve@V (Vo))

XEA esx eEE(A+)

The right-hand side of (4.20) is developed as

Y@ == D Aupy() @), = D Vua,y@(Vé(e),

XEA xeAt ecE(AT)

by using the Eq. (4.1) and the equality (2.6). Substituting in (4.20) shows that

> V@V (VhE)),n = IAI+4 Y Vi) (Vp(e), . (421)

ecE(AT) ecE(AT)

The left-hand side of the equality is developed using the lower bound in (4.19) while
the right-hand side is developed using the Cauchy-Schwarz inequality, yielding

c— D (V9@ < IAFAVung | 2pn) (VO |2 pny- 422)
ecE(AT)

Recalling the definition of ”V¢”L2(A+,;ﬂ/’\) from (4.14) and using that a + b <

2 max(a, b) fora, b > Oand(Vd)(e))i,] < (Vd)(e)z)ur}\ (which follows from Jensen’s
A

inequality), we conclude that

IVl (pr ) < 2max [|A|, MVunn|gz2aey VOl 20a% 401 )} . (423)
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Rearranging we get

Vol < max 2IA[ 24 |V (4.24)
L2(Atpuy) = e o Amllz2(at) :

which implies the upper bound of the theorem. O

Remark 4.2 An inspection of the proof of Theorem 6 shows that the assumption that V
satisfies (1.2) may be relaxed. Specifically, the proof of the lower bound in Theorem 6
requires only that V is a sufficiently smooth even function, having sufficient growth at
infinity for the identity (3.10) to hold, and that | V' (x)| < c4|x| forallx € R. Similarly,
the proof of the upper bound in Theorem 6 requires only that V is a sufficiently smooth
even function, having sufficient growth at infinity for the identity (3.11) to hold, and
that V/(x) > c_x for all x > 0. Note that V need not be convex for these relaxed
assumptions to hold.

Consequently, the lower and upper bounds in Theorem 1 hold under the same
relaxed assumptions.

Section 7.5 contains additional discussion on general potentials.

5 Height fluctuations in the real-valued case

In this section, we study the fluctuations of the height of real-valued random-field
random surfaces. We prove that the surface delocalizes in dimensions 1 < d < 4
and that it localizes in dimensions d > 5, proving Theorem 2. Quantitative upper and
lower bounds for the variance of the thermal expectation of the height are obtained. The
section is organized as follows. In Sect. 5.1, we establish a quantitative theorem which
estimates the difference of the thermal expectations of the height of the random surface
at the center of a box with two different external fields. Subsection 5.2 is devoted to
the proof of the upper bounds (1.9), (1.10) and (1.11) by combining the results of
Subsection 5.1 with the Efron—Stein inequality following the outline presented in
Sect. 1.4. In Sect. 5.3, we prove the lower bounds (1.12), (1.13) and (1.14), and thus
complete the proof of Theorem 2.

5.1 A quantitative estimate for the thermal expectation of the height of the
random surface

This section is devoted to the proof of an upper bound and a lower bound on the
difference of the thermal expectations of the height at the center of a box with two
different (and arbitrary) external fields. The argument relies on a coupling argument for
the Langevin dynamics associated with the random-field V¢-model and on the Nash—
Aronson estimate for parabolic equation with uniformly convex and time-dependent
environment (Proposition 3.3).

Theorem7 Let L > 2, .. > Oand n,7 : A — R be two external fields. Then there
exists a constant C € (0, 00) depending only on d and the ratios c1/c— and L/c_
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such that, forany 'y € Ap,

CL Y In(x) = 7(x)] d=1,
xeAp
@Oy, — o0,y |<1€ 2 (e |) e -7 d =2,
n(x) —7n(x)]
€2 Ty dz3.
xeAp
5.1

Moreover, there exist two constants ¢, ¢ € (0, 00) depending on d, ¢4 /c_ and \/c_
such that, for any y € Apj», if the fields n and 7 are such that there exists a vertex
x € y+ Agr such thatn =71 on A \ {x} and n(x) # n(x), then

cL d=1,
(¢()’)>M”AL - (¢()’)>M7\L cln< L ) g
1V]x —y] ’
c

5.2
n(x) —n(x) 62

d>3.

Remark 5.1 We highlight that the left-hand side of (5.2) does not involve an absolute

value. This way of stating the result is strictly stronger than with absolute values as

it implies that the sign of the difference (¢ (y)) who (¢ (y))lﬁ is the same as the
L Ap

one of 1(x) —7(x), i.e., that the value of the thermal expectation (¢ (y)) ut increases
L

with the value of 1(x).

It will be clear from the proof that this monotonicity is a direct consequence of the
non-negativity of the heat kernel P, (defined under the environment (5.7) below) and
is an important ingredient in the proof of the lower bounds of Theorem 2 in Sect. 5.3.

The proof of this theorem relies on coupling two different Langevin dynamics using
the same Brownian motion. This argument was originally used by Funaki and Spohn
in [41].

Proof Let us fix an integer L > 2, two external fields 1,77 : Ay — R, consider a

collection of independent Brownian motions { B;(x) : x € A}, and runtwo Langevin
dynamics (with the same Brownian motions). Explicitly, we set

dgi(y) = Y V' (Vo (e)) dt + an(y)dt + V2dB,(y) (¢, y) € (0,00) x AL,

edy
do(y) =0 y € AL,
¢ (y) =0 (t,y) € (0,00) x dAL,

(5.3)
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and

d,(v) = Y V' (Ve (e)) dt + A7i(y)dt +v2dB,(y) (1. ) € (0,00) x AL,

esy
$o(y) =0 yeAp,
() =0 (t,y) € (0,00) x dAL.

(5.4)

By ergodicity of the Langevin dynamics stated in Sect. 3.1, the two dynamics conver-
gence to the appropriate thermal averages

GO) — @O,y and  (§,0) — 6Oy . 5

L

Taking the difference between the two stochastic differential Egs. (5.3) and (5.4), and
using that the two driving Brownian motions are the same, we obtain

3 () =B ) = Y_(V (Vi () = V' (Vg () — 2 (n(3) = 1(1)) (1, ¥) € (0,00) X Ap,

e3y
$o(y) — do(y) =0 yeEAL
G () —d(y) =0 (t,y) € (0,00) X dAL.
(5.6)

The strategy is then to rewrite the Eq. (5.6) as a discrete linear parabolic equation.
To this end, we note that, since the potential V is assumed to be twice continuously
differentiable, the following identity is valid, for any edge e € E (A1) and any time
t>0,

1
V' (Vgi(e) = V' (Vo,(e)) = ( /0 V" (sVey(e) + (1 — 5)V,(e)) ds)
x (Vi (e) — Ve, (e)) .

Thus, if we leta : [0, 00) X E (A'[) — [0, c0) be the time-dependent environment
defined by the formula

1
a(r,e) := / V" (sVer(e) + (1 —5)V,(e)) ds, 5.7
0
then we have the identity, for any point y € Ay,

Y (V' (Voi(e) =V (Vg (0)) = V-aV (¢ — ;) (),

esy

where we used the notation (2.5) for discrete elliptic operators. The inequalities
c— < V” < ¢4 imply that the environment a is uniformly elliptic and satis-
fies c. < a(t,y) < c4 for any pair (t,e) € [0,00) x E (Ar). Denoting by
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w;(z) = ¢;(z) — ¢,(z), we obtain that the map w solves the discrete parabolic
equation

drw(z) =V -aVw(z) + (n(z) —=1(z)) (¢,2) € (0,00) x A,
wi(z) =0 (t,z) € (0,00) x 0A L, (5.8)
wp(z) =0 7€ AL.

Using the notations introduced in Sect. 3.3, we denote by P, the heat kernel associated
with the environment a. We next claim that one has the identity

t
wy(y) =4 Z (n(x) —ﬁ(X))/O Pa (1, y;55,x) ds. (5.9

xelAp

The identity (5.9) is a consequence of Duhamel’s formula (see [35, Theorem 2 page
50] where the formula is proved for the continuous heat equation in R?) applied to
the Eq. (5.8). In the present setting, it can be verified directly by computing the time
derivative of the function (z, y) +— A ZXEAL (n(x) —n(x)) fot Py (t,y;s,x)ds and
observing that this map is a solution of the Eq. (5.8).

By the Nash—Aronson estimate on the heat-kernel P, stated in Proposition 3.3, we
obtain the inequality, for any time t > 0,

t ¢ C B )
[[rsnses [t on (S or ) 0
0 0

1V (c_s)? 1V (c_s)?
CL
— d=1,
c_
C L

<! —1In L d=2,
c_ 1V i|x—y|
E; > 3’
c_ 1Vi|x —y|d-2 -

where the constant C depends on d and the ratio of ellipticity c4/c—. Taking the
expectation with respect to the collection of Brownian motions {B;(y) : y € Ap}and
using the identities (5.5), we obtain

@O, = @W),7 | <limsup|(g:() = (&)

< lim sup {w(z, y))|

—>00
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CL )" In(x) = 7()| d=1,
XGAL
CL B -
< ng\:L In (m) n(x) —nx)| d=2,
[n(x) —7(x)|
C) o —viz d>3,
erAL 1\/|x_y|d—2 sl
(5.10)

where the constant C depends on d and the ratios ¢4 /c_ and A /c_. This is the inequal-
ity (5.1). It thus suffices to prove (5.2). Since the two external fields n and 7 are equal
everywhere except at the vertex x, the identity (5.9) becomes

t
wi(y) = A ((x) — ﬁ(x))/o Pa(t. yi s, x) ds.

Let us denote by c; the constant which appears in the statement of Proposition 3.3
and set ¢ := ¢ /2. Assuming that the vertex x belongs to the box y + Azz, we may
apply the lower bound for the map P, stated in (3.6) and use that the heat kernel is
non-negative to obtain, for any time ¢ > C%LZ Jc—,

t—|x—y|?/c_

t
/ Py (t,y;s,x)ds 2/ Py(t,y;s,x)ds
0

t—c2L?/c_
t—lx—y[?/c_ c
> ——ds
272 4
t—ciLl*/c— (c_(t —s))2 V1
1 C%L2

z d
C—Jix—yP sz Vv1

c
ds.

The term in the right-hand side can be explicitly computed, and we obtain the lower
bound, for any time ¢t > c%Lz/c_,

—L d=1,
c_
"p d <1 L d=2 5.11
: >y —In| ——— =2, )
-/0 ﬂ(tvyssv-x) S_ c_ 1\/|)C_y| ( )
c 1

c_ 1V |x —yld2
A similar computation as in (5.10) completes the proof of the lower bound (5.2). O
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5.2 Real-valued random-field random surface models: upper bounds

In this section, we establish the upper bounds of the inequalities (1.9), (1.10) and (1.11)
by combining the result of Theorem 7 with the Efron—Stein concentration inequality
stated in Proposition 3.2.

Proof of Theorem 2: Upper bounds (1.9), (1.10) and (1.11). Let us fix an integer L > 2

and a vertex y € Ay . The strategy is to apply the Efron—Stein inequality with the map

fine (oO) Wl Let us note that, by the inequality (5.1) applied with 7 = 0
L

and the observation (¢ (y))#(l)\ = 0, the L?-norm of the mapping n +— (¢ (y)>MZ is
L L

finite. The assumption of Proposition 3.2 is thus satisfied.

We let n and 7] be two independent copies of the random field. For each pointx € Ay,
we denote by 1" the resampled random field defined by the formula n*(z) = n(z) if
z # x and n* (x) = 77(x). By Proposition 3.2, one has the estimate, for any y € Ay,

2
var [0y | = ZE[<¢(y) <¢<y)>MnAx>] (5.12)

XGAL

Applying the quenched upper bound (5.1) obtained in Theorem 7 with the external
fields n := n and 77 := n*, we obtain the upper bound

CL? (n(x) — 7(x))* d=1,

2 L 2 ~ 2 _
(<¢(y>>,4 —<¢(y)>ﬂnx) < C<ln_1v|x—y|> 0160 =)™ d =2,
L AL
(n(x) — 7(x))?

TV lx— ypd e dz3.

Taking the expectation in the previous display (with respect to the random field )
and using that the random variables n(x) and 77(x) have expectation 0 and variance 1
shows the inequality, for any x € Ay,

CL? d=1,

2 CL 2
E[(w(y)% - <4’(”>m§> } ={€ (“1 Vil _y|) =2 (513

1
C—— d > 3.
l\/|x—y|2d_4 -

Summing the inequality (5.13) over all the points x € A, and using the estimate (5.12)
completes the proof of the upper bounds of (1.9), (1.10) and (1.11).
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5.3 Real-valued random-field random surface models: lower bounds

The objective of this section is to prove the lower bounds for the variance (in the
random field) of the thermal average of the heights.

Proof of Theorem 2: Lower bounds (1.12),(1.13) and (1.14). We fix aninteger L > 2,a
vertex y € Az and let ¢’ be the constant which appears in the statement of Theorem 7.
We may assume without loss of generality that ¢ < 1/2. We let xy, . .. X@r41y¢ be an
enumeration of the points of the box A such that the collection xo, . . . X121 +1)! is
an enumeration of the vertices of the box y + Az;. We let n and 7 be two independent
copies of the random field. For each integer k € {1,..., 2L + l)d}, we introduce
the notations 1 := n(x), Mk := 1(xx), denote by vy the law of n, and let F; be the
sigma-algebra generated by the random variables 71, ..., nx. We additionally denote
by n* the random field satisfying n* (x) = n(x) if x % xx, and 7¥(xz) = 7(xp).

For each integer k € {1, ..., 2L + 1)}, we introduce two random variables. We
let X be the conditional expectation of (¢ (y)) i, given the 1y, ... nx — that s,

=E[¢0), 7).
The standard Pythagorean identity for martingales tells us that
QL+1)4
Var [0 | = 2 B[k - Xio)?]. (5.14)

k=1

Next, we define X k as the conditional expectation of (¢ (y)) uh given 1y, ... nx—1 and
L

where the external field at x; is set to 7. Since 7 is independent of 7, we find that
Xeo1 = E[Xel A
and therefore
E [(Xk — ik)z] =K I:X]% + glz] —2KE [Xk)?k]
= 2E[ X} ] - 2B [ X, Xi]
—2E [(Xk — Xk_l)z] . (5.15)
Combining this with (5.14) allows us to conclude that

(2L+1)d

Var[(¢(y) ] Z E[ X, — Xi) ] (5.16)
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We next prove the lower bound, for any integer k € {1,..., (2|¢L] + l)d},

cL? d=1,
2 L ?
el i)z fe(niop=) =2 en
¢ d=>3.

LV [ — y[2d=4

Using that all the terms in the right side of (5.16) are non-negative, that the collection
of points xi, ... X4z, a1 1s an enumeration of the points of the box y + Azz and the
estimate (5.17) completes the proof of the lower bounds (1.9), (1.10) and (1.11).
There remains to prove (5.17). Let us note that the two fields  and 7¥ are equal on
the set Ay \ {xx}. We can thus apply Theorem 7 to obtain, on the event {n; # 7},

cL d=1,
(d)(y)),wAL - <¢(y))ﬂnk | L J—>
A _— =
— L> M\ T e =y ’ (5.18)
Nk — Nk c
> 3.
(1V |x — y|4=2)
Integrating the inequality (5.18) over the field variables 11, ..., ny4, we obtain, on
the event {nx # 7k},
cL d=1,
S (M) — @)
X — X :/ Hay Ha, nv‘(dﬂ‘)> cln(%) d=2,
ke — ik e — Tk T Clek_yl
_— d > 3.
1V |xp — y|d=2
(5.19)

The lower bound (5.19) shows, for any realization of the random fields 1 and 7,

cL? (i — Tk)? d=1,
2 ( M2 m— L ’ d=2
- (e — _2.
(Xe—Xp)" = VT 1V — vl
_ =12
c(Mk — Mk) d>3.

1V [xg — y[2d=4

Taking the expectation with respect to the external field, using that the two random
variables 1 and 7 are independent and that their variance is equal to 1 completes the
proof of (5.17). O

Remark 5.2 Theorem 2 is proved for independent (1(x)) with the sole assumption
that Var(n(x)) = 1 for all x € Ar. We mention that, when further assumptions are
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imposed on 7, a different approach to the variance lower bounds of the heights of the
random surface is available. We present below a simple statement of this kind in the
case that each n(x) has a standard Gaussian distribution which yields, in addition to
the variance lower bound, the following estimate: There exists ¢ > 0 (depending on
d,cy/c_ and A/c_) such that for each y € A > and each interval I € R whose side
length is equal to L2~4/2 in dimensions d = 1, 2, 3, +/In L in dimension d = 4 and 1
in dimensions d > 5, one has the estimate

2
P((@0),y eel) =3 (5.20)

Estimates of this form are often referred to as anti-concentration bounds, and we
refer to [56, Section 1.1] for related arguments which can yield more detailed anti-
concentration bounds.

Let X be a standard Gaussian vector in R”. We first recall a useful bound on the
total variation distance,

drv(n,n+1) < Cltll2 (5.21)

for each deterministic vector ¢t € R”, where we write drv (X, Y) for the total variation
distance between the distributions of the random vectors X and Y.

Now suppose f : R" — R satisfies that for each 1 < x < n there exists £(x) > 0
so that

fla+réy) — f(a) > L(x)r foralla € R"and r > 0, (5.22)

where §, € R” is the vector satisfying §x(y) = O for y # x and §,(x) = 1. Such a
function necessarily satisfies the following: There exists an ¢ > 0 such that for each
interval I C R satisfying |I| < ¢||£]|» it holds that

W N

P(fmel) < (5.23)

This bound clearly implies that Var(f(n)) > c||€||%. To see (5.23) set t := sﬁ and

observe that, by (5.22), it is impossible that for some «, f(«) € I and f(a +1) € 1
simultaneously. Consequently, by (5.21),

A

1
Pf) e D) = @) € D +P(fn+1) € D) +drv(n.n+1)

1 1
SPAS) € BULf+10) € I + Sdrv(n.n +1)

1 1
< -4+ -C 5.24
_2+28 (5.24)

which implies (5.23) by choosing ¢ sufficiently small.
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Since for each y € Ay, the function f(n) = (¢ (y)) Wl satisfies bounds of the
L

form (5.22) by (5.2), the variance lower bounds of Theorem 2 follow from the above
argument.

6 Integer-valued random-field Gaussian free field

In this section, we study the integer-valued random-field Gaussian free field. We
emphasize that, unlike our discussion of real-valued random surfaces with random
fields, we assume here that the potential is V (x) = %xz. We further assume that 7 is
independent and satisfies E[n(x)] = 0 and Var[n(x)] = 1.

6.1 Upper bounds on gradient and height fluctuations

The upper bounds of Theorem 3 and Theorem 4 will follow from the following lemma
which compares the gradient of the integer-valued random-field Gaussian free field
with the gradient of u, ;, the ground state of the real-valued random-field Gaussian
free field, at any fixed external field n.

Lemma6.1 Letd > 1, A C Z¢ be a finite subset of Z¢, % > 0 be the strength of the
random field, B > 0 be an inverse temperature, n : A — R be an external field and
upy : AT — R be the solution of (4.1). Suppose ¢ is sampled from the probability

distribution MIX’/S "I Then there exists a constant C depending only on the dimension
d such that

<exp <§ [ve — WMA,,,||;(A+)>> gy S CXP (Ca+p|a*]). ®1
KA

Proof of Lemma 6.1 We first treat the specific case n = 0 and prove the following
slightly stronger version of the inequality (6.1): There exists a constant C depending
on d such that

<exp (g ||V¢||22(A+)>> wpo SSXP(CA+BY[AT]). (6.2)
LN

To prove the estimate (6.2), we first note that, for each ¢ : A* — Z normalized to be
0 on the boundary d A, the cardinality of the set {w AT - 7Z : Yy =00ndA and
LY /2] = ¢} is smaller than 2IAl From this observation, one deduces the inequality

eXP( H \\ J ) Z Z exp< |V¢HL2(A+))
VAT L2(AT)

GAT—T L J s

<2 Z exp <_§ ||v¢||iZ(A+)> .

P:AT—>7Z

(6.3)
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Using that the difference between a real number and its floor is smaller than 1, and
the inequality (a + b)*> < 2a” + 2b>, we obtain

MEI I e Uy

2

2
1
= ‘ < S IVU 2000y +C AT

LA 12(a%)

(6.4)

and (6.4), we can derive the bound
2 )
VAt T VAt T L2(A%)

< 2IA1 5 (CBIAT] Z exp <—§ ||v¢||i2(1\+)) :

oAt 7

Bringing a factor of 1/2 ‘into’ the L? norm and then applying inequalities (6.3)
B 2 B 14
S exp <_Z ||V¢||L2(A+)> <P T exp (_2 HV LEJ

(6.5)

We then expand the thermal expectation as a normalized sum, writing

B 1 B
<eXP <Z ||V¢”i2(A+)>>MILV,/3,r] = W ¢.A2_)ZCXP <Z ||V¢||i2(A+)>
B
X exp (—5 ||V¢||iZ(A+))

1
= VB0 > eXP(_§”V¢”%2(A+)>. (6.6)

ZA ¢:AtT—>7Z
Using the explicit formula for the partition function Zi\v’ﬁ 0 > $:A+—>7 EXP
(—g Vo ||i2 (A +)> and combining the inequality (6.5) with the identity (6.6) and the

inequality |A| < |A+| completes the proof of (6.2).

We now prove the inequality (6.1) for a general external field n : A — R. Applying
the estimate (6.2) at inverse temperature fT B, we see that it is sufficient to prove that
there exists a constant C > 0 depending on d such that

<eXp <§ || Vo — AVup ||iz(A+)>> Vo
Ha
5
<exp (CB[AT]) <exp (% ||V¢||iZ(A+))> W (6.7)
Ha
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The rest of the argument is thus devoted to the proof of the inequality (6.7). Using the
identity —Au ; = n and performing a discrete integration by parts, one obtains, for
any integer-valued surface ¢ : AT — 7 normalized to be 0 on 3 A,

1 1
3 IVOIL2(pey =2 D @) = S IVOIT2 ey =2 D Ve(@Vuny(e)

xeA ecE(AT)

1 2 1 2
=3 |ve - )‘V”AJJHLZ(M) 3 H)‘V“AWHLZ(M) ‘
(6.8)

Using the previous computation, we see that

<°"p <§ [ve —avun, ||22(A+>>>Mw.ﬁ.n = WA 2 o (g [V —2Vun, Hiz(m)
A A bAT T
P 2 B 2
X exp (_5 ”Vd) - )»VMAJ] HLZ(A‘*') + E ||A.VMA.U ||L2(A+)>
1

38 2
_ Z exp (_7 V¢ = AVun |2 (as ) :
Zy P x exp (-% HW“AJ?”iZ(AL)) $:AT—L ’ o

(6.9)

Additionally, from the definition of the partition function Z?]L’ﬂ "7 and the computa-
tion (6.8), we obtain the identity

Zi\v,ﬁvn X exp <—§ ||)\'VM77||§2(A)>

= ) exp (—§ V@172 (psy + B2 D 0N g ||WuA,n||iz(A)>

P A—Z XeA
B 2
= Y exp -3 [V —aVunn|izary ) - (6.10)
¢:AT—7
Let us then introduce the mapping wa , := Aup,, — |Aua ,]. Since the function

[Aua,pl is integer-valued, we may perform the discrete change of variable ¢
¢ — [Aup ], and write

3
Y exp (—?ﬂ = WuA,,,HiZ(M))

¢:AT—7

3
=Y e <_§ IV - Vun,, Hiz(m) . 6.11)

¢:At—7
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By definition, the mapping w , is bounded by 1. Applying the inequality (a + b)? >
%az — 5b%, we obtain

5
196 = VwralF2(ae) = 2 V8122 50y = C AT (6.12)

A combination of (6.11) and (6.12) implies

3
> e (‘?ﬂ [V —AVun, ||i2(A+)>

oAt =7

5
<exp(CB[AY]) D exp(—gnwniz(m). (6.13)

¢:AT—7

A similar computation, but using this time the inequality “V¢ — Vway Hiz (A%) <

2 ||V¢||iz(A+) + C|AT|, yields the lower bound

> e (<L 1ve-iTunilan)

P:AT—7Z
= 2. o (‘é [V - VwA,nHZLZ(M))
oAt =7
- 4 58 2
zexp(=CAIAT]) D exp (- IVOIT(an)) 614

P:AT—>7Z

A combination of the identities (6.9), (6.10) with the inequalities (6.13) and (6.14)
implies the upper bound

(oo (£ 190 = 1Vunaliznn))) o

Ha
D piat—7,EXP (_% ||V¢“%2(A+))
Z¢>:A+—>Z eXp (_% ||V¢|I%2(A+))

5
= exp (Cﬂ ‘A+|) <exp (1—}2 ||V¢||iz(A+)>> w30
Ha

= exp (CB|AT])

The proof of the inequality (6.7) is complete.

Proof of the upper bounds of Theorem 3 and Theorem 4 Lemma 6.1 and Jensen’s inequal-
ity imply that

~1
IV6 = 35unsla(y: sy <€ (14+671). 6.15)
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The upper bound of Theorem 3 now follows from Proposition 4.1 and the triangle
inequality. We also obtain in this way a version of the lower bound of Theorem 3 which
is, however, suboptimal for small 8. To obtain a lower bound which is temperature
independent (as stated in Theorem 3), we provide a different argument in the following
section.

For the upper bound of Theorem 4, one can apply the Poincaré inequality and obtain

|¢ — Aua, .y “E(Az,u‘lf"”) < CL|V¢ = AVun, ., ”LZ(AZ,M'AVL”“”)

< c(1+/3*1) L. (6.16)

Again, applying the triangle inequality and appealing to Proposition 4.1 for an upper
bound on [lua, ; ”LZ(AD for d = 1, 2 completes the proof.

6.2 Lower bounds on gradient and height fluctuations

The lower bounds of Theorem 3 and Theorem 4 are also deduced from a comparison of
the gradient V¢ of the integer-valued random-field Gaussian free field to the gradient
Vu , of the ground state of the real-valued random-field Gaussian free field. While it
is possible to use Lemma 6.1 to this end, the resulting bounds would deteriorate at high
temperatures. Instead, we rely on the following lemma which shows that the thermal
expectation (qu)ul/:/, g.n 1s close to AVup ,; uniformly in the temperature parameter

(closeness of the thermal expectation suffices for the lower bounds, due to Jensen’s
inequality, but is insufficient for the upper bounds).

Lemma6.2 Letd > 1, A C Z¢ be a finite subset of Z¢, % > 0 be the strength of the
random field, B > 0 an inverse temperature, n : A — R be an external field. Let ¢ be
distributed according to the integer-valued random-field Gaussian free field /LIX’/S M,

Then for any map w : A* — Z normalized to be 0 on the boundary d A,

1
Y (Vo) v = 2Vun (@) Vw@)| = S 1Vels (- 6.17)
ecE(AT)

Consequently, there exists a constant C depending only on the dimension d such that

(V@) wpn —AVup y (6.18)
LN

<
LY(At) —

Proof We only prove the inequality (6.17) in the case n = 0; the general case can
be obtained by a notational modification of the argument. By performing the discrete
change of variable ¢ — ¢ + w, we have the identity
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Z eXp <_§||V¢||22(A+)> = Z exp (—é||V¢)+Vw||L2(A+)>

P AL P:A—T7

(6.19)

Subtracting the right and left hand sides of the identity (6.19), and expanding the
square, we obtain the identity

B
> exp (—5 ||V¢||22(A+))

P:A—7Z

exp| =B Y V¢(e)Vw(e>—§||Vw||iz(A+) —1] =0

ecE(AT)

Using the identity e¥ — 1 > y, we obtain the estimate

> exp(—§||V¢||iZ(A+)) =2 ) VeE@Vuw(e) = IVwlizyey | <0

¢:A—7Z ccE(AY)
(6.20)

Dividing both sides of the inequality (6.20) by the partition function Zi\v”g 0 yields
the inequality: For any w : A — Z,

2D (VHE@) i Vo) +IVlla(yey =
ecE(AT)
(6.21)

Using the definition of the mapping u  ;, the inequality (6.21) can be equivalently
rewritten as follows: For any w : A — Z,

2 Y (V@) vin = AVuny (@) Vur(e) + VWl 1y = 0. (622)
ecE(AT)

We then deduce the inequality (6.17) by applying inequality (6.22) with either the
function w or the function —w

We next prove (6.18). To this end, let us consider the integer-valued function w =
[Aup gy — ((l))ulv,ﬁ,nJ. Using that the difference between the functions w and Aup , —

A
<¢)M[V,/§‘n is smaller than 1 in absolute value and the inequality (a + b)2 < %az +5b2,
A

we obtain the inequality

2

+
L2(a)

(9]

IVwIZapey < 7 [ (V)00 = 25un|
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A similar argument yields

2 Y ( V(@)1 = WuA,n(e)) Vw(e)

ecE(AY)
2
< =2 (V) pwnn —2Vuan [, + €YD [(V9@) v Vi (o)
ecE(AT)
<—ZH(V¢) v —3Vun | +C AT
-4 HA™ Mrzaty

where we used the inequality ab < %az + 16Cb? in the second line. A combination
of the three previous displays implies the inequality (6.18). O

Remark 6.3 We point out that the inequality (6.17) also follows from the non-negativity
of the Kullback- Leibler divergence between the distribution of ¢ and ¢ + w, when ¢
is sampled from "\ "*".

Proof of the lower bounds of Theorem 3 and Theorem 4 We first prove the lower bounds
of Theorem 3. To this end, we use the triangle and Jensen’s inequalities to write

H)"VMAL,ﬂ ||L2(Az) - ” (V(ﬁ)MlX’ﬁ’I - )"VMALJ]‘

< Vo),

LX(A)) — LY(A))

= IVl 2 ps e, -

The lower bounds of Theorem 3 are then obtained by appealing to the inequality (6.18)
and to Proposition 4.1 for a lower bound on [|[Vuy, 5 ”Lz(AZ)'

Let us now prove the lower bounds of Theorem 4. Fix an integer L > 1. Let {X,,}
be the simple random walk on 74 and define 7; = min{n >0 : X, € 74 \ AL}
For x € Z4, denote by IP, and IE,, the law and expectation with respect to {X,,} started
from Xo = x. Define amap P : Z¢ — R by

1
Pr(x) = gEx (L] (6.23)
The Markov property for the random walk implies that, for any x € A,

2dP(x) =Y PulXi =yl Eyll + 7l =14 ) PL(y);

yezd yezd
X~y

rearranging this equation shows that —A Py = 1 in Ay . Furthermore, standard esti-
mates on the random walk imply that

¢ inf |x—zP?<P.(x)<C inf |x—z]~
z€ZA\A L zeZ\AL
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Therefore, we find that
1/2

Y PL@APL() | <CL,

xeAp

IPLl2a,) = cL? and [[VPL|2(s,, = |A|

where we use discrete integration by parts in the bound on the norm of V Py .
By Jensen’s and the triangle inequalities,

(¢> IV.B.n

MAL

>
”¢”L2(szﬂmﬁ’n) = LZ(AZ)

L (6.24)
L*(A7)

> ”)‘MALJZ”LZ(AL) - H <¢>M§/'ﬁ’" - )\MAL,n
L

We next estimate the second term in the right-hand side of the previous display. To
this end, we apply Poincaré inequality and the estimate (6.18). We obtain

<CL.

L*(A7)

<CL H( ¢> IV,‘ir, )‘VMAL,W

(¢> VB — AUA n
H Har g

(6.25)

Thus,

2—d/2 2—d)2
P |:||¢||L2<AIMK/L/971> >cL ] >P [”)\UALJ?”LZ(AL) >cL + CL] :
(6.26)
To complete the proof, we wish to show that [us, ,ll L2(AL) has large fluctuations.

By the Cauchy-Schwarz inequality, the construction of P;, and discrete integration by
parts, we may write

IMua,nll2ca,) = | A D7 dupy g(x)

xelAyp

D htn, () (—APL(X))

xeAL

IALI

= — Z 2 (x) Pr(x).
L

| xeAp
We will use the Central Limit Theorem to prove that, as L grows,

1
AALIY2IPL 2

> @) PL(x) > N (0. 1), (6.27)
(AL) XEAL
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where N (0, 1) is the standard normal distribution. Indeed, the summands in (6.27)
are independent with mean zero, and An(x)Pr(x) has variance 2P (x)z. Since
|PL(x)| < CL?, > xeA, P (x)? > ¢cL*t and the (n(x)) are identically distributed,
the sum (6.27) satisfies the Lindeberg-Feller Central Limit Theorem (see [34, Theorem
3.4.10]).

To connect the two previous displays, we point out that

— > ALY, ! .
ALl WAL P2,

Thus, combining the previous four displays, we find that

lim inf P L4z
1er1}101; [|l¢||L2(AI»MIAV;ﬁ‘”) > C

1
> liminf P [N(O, > - (c + CLd/z_l)} > ¢=C/¥°
L—00 A

in dimensions d = 1, 2. Since this bound is uniform in L, we deduce the desired lower
bound on the expectation of .
p ||¢||L2<AI,MIXL-ﬂ,n)

Remark 6.4 We complete this section by establishing the lower bound stated in
Remark 1.1. Using that the random field (7(x)) <7« is assumed to be i.i.d. with expec-
tation zero and variance one, we see that there exists a constant « > 0 depending on
the law of the random field such that, for any x € Zd,

Plinx)| = 1] = 2«.

We may then assume, without loss of generality, that P [n(x) > 1] > k. We next let
M be the smallest integer larger than 1 such that

1
[Ap| > —[0AM].
A
We assume that L > 2M and consider the random set
€Ly =[x € Am N@M + DZ, ¥y € (4 A, 1) = 1.

We next set

Ep,) = U x+Ap).

,\CGSL,)L
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Since the random field is i.i.d., there exists a constant ¢ > 0 depending only on the
dimension, the law of the random field, and the disorder strength, such that

1]
El| —— . 2
)= o

We next introduce the function w := 1, , and observe that, by the definition of the
set EL’)\,

> AVup,p@Vwie) = Y ane)lg,, > A|EL.| and
eeE(AZ) xeAZ

198w
IVl = |Ees| x ( Ay ) (6.29)

Combining the bounds of (6.29) with (6.17), the definition of the integer M and the
triangle inequality, we deduce that

\% \% > AV \% L vw)2
> G (@) v V()| = D WVua @V = S IVl
ecE(AT) ecE(A])

A
Z)»|EL,A|—§|EL,)\|
25 |Eel
z 5 |ELal-

Using the Cauchy-Schwarz inequality and noting that |[Vw(e)| < 1 for any edge
ec E (E Af) since w is an indicator function, we deduce that

c M|EL ]
(IVo()|) vpy > ——,
a2 V@D = ST

||V¢||L2(AI’HII./S,W) =

where the constant ¢’ depends only on dimension (due to the normalization count-
ing vertices instead of edges). Taking the expectation on both sides of the previous
inequality and using the estimate (6.28) completes the proof.

6.3 Height fluctuations in dimensions d > 3
We conclude the paper by proving Theorem 5. The argument relies on a Peierls-type

argument, and we will make use of the two following propositions. The first is a result
of Fisher—Frohlich—Spencer [36] (see also Chalker [22]).
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Proposition 6.5 (Fisher-Frohlich—Spencer [36]). Letd > 3 and (n7(x)) cza be a col-
lection of independent standard Gaussian random variables. There exist two constants
¢, A > 0 such that for any & € (0, 1] and any v € 7, the event

Forall A C Zwith v € Aand with A connected, having connected

> 0

xeA

Eno,N = n:Zd—>R:

complement, and |0 A| > N, it holds that : < |0A]

(6.30)

satisfies

eN1/3

]P’(g)\,v,N) >1-— e 2

We mention that the original proof of Fisher—Frohlich—Spencer [36] is written for
the case d = 3 only, and states that

However, the proof proves the stronger statement that we have claimed above, and the
argument applies to any dimension d > 3 (as remarked at the end of the proof in [36]).
In fact, the exponent 1/3 can be improved to a constant approaching 1 as d grows.

The second result is a classical upper bound on the number of bounded connected
subsets of Z? containing a fixed vertex v and with a fixed boundary size.

Proposition 6.6 (Lemma 5.3.50f[61], [7, 54]) There exists a constant g > 0 depend-
ing only on the dimension such that for each integer N € N and each v € 74, the
set

ANy = {A - 74 ve A, A is connected, finite, d A is x — connected and |0 A| = N}

satisfies

|AN,U| < EadN.

We are now ready to give the proof of Theorem 5.

Proof of Theorem 5 We need only prove the estimate (1.26) as the bound (1.27) on
the k-th moment can be deduced from (1.26) by (suitably) integrating over the ¢
variable. Fix d > 3, a side length L > 2, a vertex v € A, and an integer r > 1.
Let A" and oy be the constants appearing in the statements of Proposition 6.5 and
Proposition 6.6. We also define 5o = t%. Let Bp € (1,00), and ¢ € (0, 1) be
constants depending only on the dimension whose value will be selected later in the
argument. Set Ag := (1/4 A ¢)A" and fix A € (0, Ag) and B € (By, 00).
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By an application of Proposition 6.5, we see that it is sufficient for the proof of
Theorem 5 to prove the inclusion

a2
Egp w12 NV E(esp) vl S {T) 2% > R MX'ﬁ’" (o) <) > 1—e P! } .
(6.31)

Let us fix a realization of the random field n € &; , 172 N & /(eso),v.1, and let ¢ :
Ap — Z be a random surface distributed according to the random-field integer-
valued Gaussian free field MIAVL’ﬁ . We denote by D0+ (¢) the connected component of
vintheset{x € Ay : ¢(x) > 1}, and set Dg_ () = Dif ¢ (v) < 0. We then define the
set D (¢) to be the union of the set Dg (¢) and of all the finite connected components
of 74 \ Dg_(¢). This procedure ensures that the sets D4 (¢) and 74 \ Dy (¢) are
connected and thus that the boundary d D (¢) is x-connected (see [65, Lemma 2]), and
will allow us to apply Proposition 6.5. Symmetrically, we let D (¢) be the connected
component of v in the set {x € Ay : ¢(x) < —1}, set D? (¢) = B if ¢ (v) > 0, and
let D_(¢) to be the union of the set D° (¢) and of all the finite connected components
of Z4 \ D° (¢). We note that either D_(¢) or D, (¢) is empty, and both are empty if
and only if ¢ (v) = 0.

For convenience, we will assume that D (¢) is nonempty, as the other case follows
from symmetry. We say that ¢ is s-steep if there exists a cutset of edges S that separates
v from 0Dy (¢) such that V¢ (e) > s for each e € S. We first claim that, for some
constant ¢; depending on dimension only,

|¢(v)| > ¢t implies that either |0 D4 (¢)| > 1172 or ¢ is cgs0-steep. (6.32)

Indeed, assume that |9 D, (¢)| < t'/? and ¢ is not cgso-steep and let us show that
¢(v) < t.Letcy > 0 be sufficiently small for the following arguments. By standard
isoperimetric estimates on /i (see [55, Lemma 3.1], following [8]), there are at most

IWL*D /cq edges with at least one endpoint in D4 (¢). Furthermore, standard duality
between paths and cutsets tells us that, whenever ¢ is not cgs-steep, there exists a
path from 0D (¢) to v all of whose edges e satisfy [Vg(e)| < cgso and have at
least one endpoint in d D4 (¢). Let yy,, be such a path, whose starting point is some
w € D4 (¢). Then

) =pw)+ Y Vé(e) < p(w) +caso - lywl <1,

evev
where we used ¢ (w) < 0 since w € 3D, (¢) and the fact that all edges of y,,, have

at least one endpoint in D (¢). This establishes (6.32).
Thus, the inclusion (6.31) follows from showing that for any n € &y , ;12 N

gx/(cso),v,l s
2
P (1005 @)1 > 172) + 17 @ is casorsteep) < e (6.33)
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We start the proof of (6.33) by estimating the first term on its left-hand side. To this
end we decompose the event {|d Dy (¢) | > ¢'/?} according to the identity

W 10Dy @)1= 1P = Y WP @ =D), 634
DCAy
|[0D|>t1/2

where the sum in the right-hand side is computed over all the bounded connected
subsets D containing the vertex v such that d D is *-connected and has more than ¢!/2
vertices. Let us fix such a set D € A . We have the identity

Zg[\(;)—)% CXP( ﬂ ”V¢HL2(A+) + ﬁ)“ ZXEAL U(x)¢(x))
+ =

Z(j):AL—)Z exp( ﬁ ”V¢HL2(A+) + ﬂ)" ZXEAL ﬂ(x)¢(x)>
(6.35)

iy P (Dy (@) =

For each integer-valued ¢ : A; — Z (with zero boundary values) such that D (¢) =
D, we define ¢ according to the formula é:=¢—1p. Using that, by the identity
Dy (¢) = D,themap ¢ satisfies¢p > 1 on D and ¢ < 0on d D, we have the inequality,
for any edge e € E (A}),

(V<75(€))2 = (Vo (e))* = 2|Vé(e)| — 1) [VIp(e)| < (V§(e)* = VIp(e)].
(6.36)

Summing the inequality (6.36) over the edges ¢ € E (AZ) and using that the cardi-
nality of the support of the mapping V1 p is at least |0 D| (since an edge belongs to the
support of this map if and only if it has exactly one endpoint in D and one endpoint
in 0 D), we obtain

HV¢>HL2 a2y < IVBIZ, ey = 10DI. (6.37)
L2(A})

Combining the inequality (6.37) with the assumption n € &y, , ;12 (and noting that
all sets we are interested in here have boundary of at least 1'/2 vertices), we obtain

ios S e
3 1V0a 0y =2 20 8@ = 2 [V8[ 12y =+ 22 0BG +4 3 n(x)

xeAp xXeAp xeD
1
< S IVO1 ) — 2 2 n006 00 — 2 3 Y o)
xeAL xeD
oD
< 3 IV01 0y~ Xm0 —
xeAr
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Using the previous computation, we may write

Y. exp —E||V¢||L2(A+)+m > n@)¢x)

¢ZAL—>Z xeAp
Dy(p)=D
dD ~ ~
Sexp(_ﬁl4 I) > exp —g ||V¢||zz(AZ)+,3AZn(x)¢(x)
¢:AL—>7 xeAp
Dy (¢)=D
dD
sexp(—ﬁ'4 ') Y. exp —E||V¢||L2(A+)+mzn(x)¢(x)
¢:AL—7 xeAp
(6.38)

A combination of the identity (6.35) and the inequality (6.38) implies

B19D|

ta,”" (D4 () = D) < exp (‘T) : (639)

Putting the estimate (6.39) back into (6.34), using Proposition 6.6, the assumption
B > Po, selecting By large enough and ¢ small enough, and summing over sets with

boundary of size at least tY/2, we deduce that
Ld
v, __BlaD| _ BN
N (L O Tl R D R S V W P
DCAL N=[t1/2]
[0D|>11/2
Ld
< Y N T < Lot (6.40)

N=[t1/2]

Next, we wish to analyze the second term on the left-hand side of (6.33), i.e., the
probability that ¢ is cgsp-steep. The logic is very similar to the proof above, except
that the set D (¢) will be replaced by a set where the gradient of ¢ is large. More
specifically, for every cgso-steep ¢, let S be the outermost cutset of edges separating
v from 0 D4 (¢) on which V¢ (e) > cys9 for every edge e; this is well defined, e.g.,
using an exploration procedure from the boundary of D (¢). We then define 7 to be
the set of vertices in the interior of S — i.e., the vertices u such that every path from
u to d D4 (¢) must include at least one edge in S.If ¢ is not cgs0-steep, set 7T to be
empty. Thus,

WP (@ s caso-steep) = i PT (T £0) = D ud PT(T=1). (641)
I1CAL
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where the sum is, again, over the connected subsets of A; containing v whose
complement is also connected. Repeating the procedure used above, we define
¢ = ¢ — [cqgso] - 1, and observe that

~ 2
(Vé©) = (V(en? - [easo] @V(e) = [easoD V1]
< (Vo (&) = [casol*| VL, (6.42)

where we observe that every edge in the support of |V1;| must be an edge of the cutset
S, and hence V¢ (e) will be at least [c;s0], granting the final inequality. Summing the
inequality (6.42) over all edges, using the assumption 1 € & /(csy),v,1 and choosing
the constant ¢ small enough (e.g., smaller than c4/4), we have that

1 ~112
2 [V ) 2 X md
L( xelAp
=5 |vé =R 2 00+ Afeas] Y ne)
xXeAL xel
<—||V¢||2 = D e ) = [easol® ori__~ > )
- B e 2 feasol

I A

22
—||V¢>||L2 Af) —H D 0B () = d4° 1],

XEAL

Repeating the earlier logic, we deduce that

2.2
v, Begsy - 191
WA (7 = 1)§exp<—% |

Applying Proposition 6.6 and selecting By large enough and ¢ small enough yields

MALﬂ M (¢ is caso-steep) < L™ v (6.43)

where we used the definition of s and the fact that d > 3. Plugging (6.40) and (6.43)
into (6.33) completes the proof.

7 Discussion and open questions

In this section we provide further discussion and highlight several research directions.
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7.1 The integer-valued random-field Gaussian free field and the random-phase
sine-Gordon model

Theorem 3 determines that the gradient of the integer-valued random-field Gaussian
free field delocalizes in dimensions d = 1, 2 and localizes in dimensions d > 3, at all
temperatures (including zero temperature) and all positive disorder strengths A. Our
results for the height fluctuations are less complete: Theorem 4 proves delocalization
in dimensions d = 1,2, again at all temperatures and positive disorder strengths,
while Theorem 5 establishes localization in dimensions d > 3 at low temperature and
weak disorder (unlike the real-valued case, which delocalizes in dimensions d = 3, 4;
see Theorem 2). The height fluctuations in dimensions d > 3 in the high temper-
ature or strong disorder regimes remain unclear. We emphasize that delocalization
for some d > 3, temperature and disorder strength would constitute a roughening
transition from the localized behavior proved in Theorem 5, and would thus be of
significant interest. Unlike the non-disordered case, where roughening transitions are
familiar only in two dimensions [38, 39, 52, 68], we conjecture that such a transition
indeed takes place for the three-dimensional integer-valued random-field Gaussian
free field, with delocalization occurring at least in the low-temperature and strong
disorder regime. We further conjecture that no such transition occurs in dimensions
d > 5, where we expect the surface to remain localized at all temperatures and disorder
strengths (as in the real-valued case; see Theorem 2). These conjectures are supported
by a connection of the model with the random-phase sine-Gordon model, on which
we elaborate next. We tend to think that a roughening transition also occurs in the
intermediate four-dimensional case.

The sine-Gordon model is a model of real-valued surfaces v whose Hamiltonian
on a domain A with given boundary conditions takes the form

D (V@) +z ) cosr(y(v) — (1)), (7.1)

ecE(AT) veEA

where the (r(v))yea are given elements of the torus R/Z and z > 0 is a given activity
parameter. In the limit z — oo, configurations ¢ are restricted to satisfying ¥, €
Z+r(v) atevery vertex, and the effective Hamiltonian on this restricted configuration
space consists only of the first sum in (7.1). The case where the (r(v)) are (quenched)
random is known as the random-phase sine-Gordon model.

The random-phase sine-Gordon model has received much attention in the physics
literature (see, e.g., [21, 45, 53, 60, 66]) and the following behavior was predicted for
the heights v in the z — oo limit when the (r(v)) are uniform and independent: In
two dimensions, on a box Ay with zero boundary conditions, the heights are predicted
to delocalize with log L variance at high temperature (rough phase), but with log? L
variance at low temperature (super-rough phase); thus the fluctuations of the model are
expected to decrease as the temperature rises! It is further predicted that the heights
delocalize with logarithmic variance in three dimensions and are localized whend > 5
(see e.g. [44, 58, 59, 69]). These predictions appear to be open in the mathematical
literature, apart from the following recent result of Garban and Septlveda [42] on the
sine-Gordon model: At sufficiently low temperature, for any deterministic choice of
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(r(v)) and any activity z € [0, oc], the heights ¥ on a two-dimensional box A with
zero boundary conditions delocalize with variance at least log L.

Let us now describe the connection between the random-field integer-valued Gaus-
sian free field and the random-phase sine-Gordon model. To this end, observe that the
Hamiltonian of the random-field integer-valued Gaussian free field can be written, up
to the addition of a constant factor depending only on d, A and the quenched disorder
1, as

1
5 2 (Vo = AV ()’ (72)

ecE(AT)

where we recall that u 5 ,, the ground state of the real-valued random-field Gaussian
free field, is defined in (4.1). Let ¢ be sampled from the integer-valued random-field
Gaussian free field and define ¥ := ¢ — Aup ;. Observe that ¥ (v) € Z 4+ r(v) at
every vertex where r(v) := —Aprojua ,(v) and where proj denotes the canonical
projection from R to R/Z. It follows that v is distributed as the random-phase sine-
Gordon model in the z — oo limit with this choice of r(v) (noting that r is a function
of the quenched disorder 7).

The distribution of the vector r in the above connection is not uniform and indepen-
dent, though for large A we expect it to be ‘somewhat close’ to such a distribution, at
least when the (1(x)) are independent standard Gaussian random variables. It is thus
suggested that, for large A, the distribution of v is close to that of the random-phase
sine-Gordon model with uniform and independent r. This supports the above conjec-
tures regarding the height fluctuations of the integer-valued random-field Gaussian
free field in the strong disorder regime.

Further support to the possibility of a roughening transition in dimensions d = 3, 4
is lent by the following observation, which does not rely on the predictions for the
behavior of the random-phase sine-Gordon model. Suppose the Hamiltonian (7.2)
is modified by replacing the function u, , with the function vp , = up ,; + % P
where p : AT — R is another quenched disorder, consisting of independent random
variables which are uniform on [—1/2, 1/2], independently of 1. We claim that the
function ¢ : AT — 7Z sampled from this modified Hamiltonian is delocalized in
dimensions d = 3, 4 at all temperatures and disorder strengths. However, we would
like to think of %V p as a ‘small perturbation’ of Vu, , (noting that (7.2) depends
on up , only through its gradient) and this is more reasonable at strong disorder,
when A is large, since Vuy , is localized in dimensions d = 3, 4 (Proposition 4.1);
thus, consideration of the modified Hamiltonian lends support to delocalization of the
random-field integer-valued Gaussian free field in dimensions d = 3, 4 in the strong
disorder regime. The main observation leading to the delocalization claim is that
the random phase r(v) := —Aprojva,,(v) = —p(v) — Aprojus ,(v) is distributed
uniformly on the torus R/Z, independently between vertices, and that this remains
its distribution even after conditioning on 7 (i.e., for every fixed realization of uy ,,
the addition of p to the projection uniformizes the random phase r). It follows, as in
the above discussion, that the integer-valued surface ¢ which follows the modified
Hamiltonian is a sum of two independent contributions: The integer part of Aup
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and a sample of the random-phase sine-Gordon model with uniform phases . Thus,
regardless of the fluctuations of the random-phase sine-Gordon model, the fluctuations
of ¢ are at least as large as the fluctuations of the integer part of Au, ; and thus ¢ is
delocalized in dimensions d = 3, 4.

7.2 The real-valued random-field Gaussian free field and its relation with the
membrane model

The simplest among the random-field V¢@-models is the random-field Gaussian free
field (when the interaction potential is V = %x2) with the random field 5 taken to be
independent standard Gaussians. The Gaussian nature of this case makes it amenable to
exact calculations and, as we will now discuss, relates it to the more familiar membrane
model (see [62], and [63] for background and recent results). In the physics literature
[37, Section 5.1] such a model (in the continuum) is termed the random-rod model.
Precisely, for a finite A C Z¢ and independent standard Gaussians n : A — R,
the Hamiltonian HX’GFF of the random-field Gaussian free field associates to each

¢ : AT — R the energy

1,GFF

HYP (@)= ) (V@) =1 ) n(0)g(x). (7.3)

ecE(AT) XEA

For simplicity, we study the model with zero boundary conditions, i.e., ¢ = 0 on dA
and A = 1. Recall the function u, , defined by (4.1) and note that it is precisely the
ground state of random-field Gaussian free field (i.e., the minimizer of the Hamil-
tonian (7.3)). Moreover, the quadratic nature of the Hamiltonian implies that when
@ is sampled with the Hamiltonian (7.3) at any positive temperature then the differ-
ence ¢ — up 5 is distributed as a Gaussian free field (with zero external field) at that
temperature, independently of 7. Thus the study of the random-field Gaussian free
field decouples to the separate studies of the ground state u ;, and of the thermal
fluctuations given by the Gaussian free field. It turns out that the fluctuations of u 4,
dominate the behavior, so we focus solely on it in the following discussion.

The ground state u , has a joint Gaussian distribution, with covariance matrix
given by

Vv e A Efuny@uag()] =Y Gale.)Gay) =t v(x.y), (14)

ZEA

and it is simple to check that the right-hand side solves the discrete biharmonic equa-
tion

A%v(-, y) = 8y in A,
v(-,y) =00nodA, (7.5)
Av(-,y) =0ondA.
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This covariance function coincides with that of the membrane model, and we conclude
that u ; is equal to it in distribution (to be more precise, Eq. (7.5) uses one of the
two standard normalizations for the membrane model. In the other normalization,
the requirement Av(-, y) = 0 on dA is replaced by the requirement that v(-, y) =
0 on a second boundary layer. See [51, Section 2] for a discussion of these two
possibilities). This observation allows to directly apply the established results for
the membrane model to the study of the random-field Gaussian free field, including
precise fluctuation results, behavior of the maximum and entropic repulsion [1, 9, 20,
50, 51]. Of special interest is the scaling limit of the membrane model: The limit, a
continuum membrane model, was identified in [24] for the other standard boundary
condition. For the boundary condition (7.5), by taking suitable limits of the lattice
Green’s function, the following scaling limit result is expected in dimensions d > 1:
For smooth functions f compactly supported in the continuum box (—1, 1)¢,

_d_y X\ (disy
L7523 un g0 f (Z) =

xeAL

N(o, / f(y)wf(y)dy>» (7.6)
[-1,14

where the mapping w s is the solution of the continuous biharmonic equation

A*wy = fin [-1,119,
wr=0o0nd[-1, 14,
Aws=0o0nd[—1,1]7.

7.3 Thermodynamic and scaling limits of the random-field V ¢-model

Theorem 2 establishes quantitative estimates on the height of the random-field V¢-
model. A natural direction for further research is the study of the infinite-volume limits
of the random surface and its gradient. As mentioned, Cotar and Kiilske [25] proved
the existence of translation-covariant gradient Gibbs measures, and their uniqueness
for a given tilt [26], in dimensions d > 3. The first author [27] proved the convergence
along the thermodynamic limit for the random surface in dimensions d > 5 and for its
gradient in dimensions d > 4; convergence of the gradient is also expected in dimen-
sion d = 3, but remains unproven (the existence and uniqueness of infinite-volume
translation-covariant gradient Gibbs measure with a specified tilt was established in
[25, 26] in any dimension d > 3).

Beyond infinite-volume Gibbs measures, it is also natural to study the scaling limit
of the random-field V¢-model. We expect universality of the scaling limit, so that the
convergence to the continuum membrane model discussed in (7.6) for the random-
field Gaussian free field should continue to hold for the uniformly convex random-field
random surface model (1.3).
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7.4 Relation between between the ground state of the V¢ model and its
expectation

If we let ¢ be a random-field Gaussian free field with quenched disorder 7, then we
have the identity, for any side length L > 2 and any vertex x € Ay,

(d)(X))MZL =ung,y(x),

that is, the thermal expectation of the surface is equal to the ground-state of the Hamil-
tonian associated with the random-field Gaussian free field. We mention the following
question: What is the relation, if any, between the ground state of the V¢-model and
its thermal expectation?

7.5 The random-field V ¢»-model with general potentials V

To what extent are the fluctuations of the random-field V¢-model affected by the
specific choice of the potential V? Theorem 1 and Theorem 2 show that the order
of magnitude in L of the gradient and height fluctuations does not depend on V,
as long as the second derivative of V is uniformly bounded from zero and infinity
(assumption (1.2)). How generic is this phenomenon? In the non-disordered case,
universality of the order of magnitude has been shown for a wide class of potentials,
including the family V (x) = |x|” with p > 1 (see [55, 56] and references within). We
observe here that, in the disordered case, such wide universality fails in one dimension.
The situation in higher dimensions is not clear.

Let d = 1 and consider the model (1.15) with potential V(x) = |x|? when the
disorder n consists of, say, independent standard Gaussian random variables. We take
p > 1, as the model is not well defined when p < 1 (its partition function on Ay
is infinite with positive probability). When p = 2, the ground state u, , satisfies
E[ua, (x)*] < CL? for all x € Ay by Proposition 4.1. Now, for general p > 1,
observe that, on the one hand, any random function u,, : A;f — Rwithu,(x) =0on
d A1 which satisfies

E [un(x)z] <crL? 1.7)

for all x € A also satisfies the energy estimate

B[, ] =E| X 19u@P -1 ¥ n0u,)

ecE(A]) XEAL
> —\E [ > r](x)u,,(x):| =2y \/IE [7()2] E [uy(x)?] = —CAL2.
XeAL XEAL

(7.8)
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On the other hand, for a > 0, the function v, : Azr — R defined by v, (x) := 0 on

dAp and v, (x) := sign(n)L* for x € A, where 1) := \AIT ZXEAL n(x), satisfies

HY, )= D [Vog@l” = Y~ nGovy(x) = 2L — A AL| - 1] - L.
ecE(AT) xeAg
(7.9)

1/2

Since || is of order L™'/% with high probability, we conclude that HXL (vy) <

—cA Lt with high probability when p < 1 + % and L is sufficiently large. Thus,
taking any a > 2, we see that, at least when 1 < p < 1 + % the ground state of the
disordered model cannot satisfy the bound (7.7) for large L; it thus exhibits different
height fluctuations than the case p = 2.

We also point out that the fluctuations of the gradient of the ground state in dimen-
sions d > 3 are of order one for the class of potentials V (x) = |x|?, p > 1.Indeed, the
ground state in the domain A with zero boundary conditions minimizes (using (4.1),
discrete integration by parts (2.6) and Holder’s inequality with % + é =1)

H{@) = Y [Vp@IP =) n@¢@) = Y Ve’ —1Vup ,(e)V(e)
ecE(AT) YEA ecE(AT) (7.10)

= VU] pat) = MIVianlaan) VOl Loa+).

where we extended the norm notation (2.3) to L7 in the standard way. Since the energy
of the zero function is zero, we conclude that the ground state ¢ , satisfies

”VQSA,UHZ/)(A-%—) = )‘-q”VMA,T]”zq(A-%—)' (711)

Using this inequality with the proof of Proposition 4.1, we see that
sup; E ”v‘pAL’"”i!’(Aﬂ < oo in dimensions d > 3 (extending again the norm
= Ay

notation (2.3)), for a class of disorder distributions which includes the case that n
consists of independent standard Gaussian random variables.

7.6 Dynamical random-field random surfaces

One may naturally form a dynamics on random-field random surfaces by allowing
the random field to evolve in time. When the random field consists of independent
standard Gaussians, it is natural to let it evolve via independent Ornstein-Uhlenbeck
processes. Note that this gives, in particular, a natural dynamics for the membrane
model using its representation as the ground state of the random-field Gaussian free
field (see Sect. 7.2).
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7.7 The random-field membrane model

In this paper, we considered the effect that a random field can have on the fluctuations
of random surfaces of the V¢ model. The same type of disorder may also be applied
to other random surface models. Here, we briefly discuss its effect on the membrane
model. The membrane model (in the absence of disorder) is known to fluctuate more
strongly than the V¢ model, delocalizing in dimensions 1 < d < 4 and localizing
in dimensions d > 5. We will now see that the added disorder causes the surface to
delocalize in all dimensions d < 8.

In this setting, given L > 0 and an external field n : Ay — R, the disordered
Hamiltonian of a finite-volume ¢ : AZ — R normalized to O on d A is given by the
formula

1
HL2 @) = S 188152, = D2 106 @),

xeAL

The random-field membrane model is the probability distribution

1
,U«UA'LA(dfb) = s exp (—HX’LA(QS)) , (7.12)

AL

where the partition function ZZ’LA is the constant which makes the measure (7.12) a
probability distribution. Let us first consider the ground state of the model, that is, the
interface vy, : A — R which minimizes the variational problem

. 1
inf S lAwllag,,, = Y 1w).

w:Z4 >R 2
w=00ndA, YeAL

Note that it can can be equivalently defined as the solution of the biharmonic equation

AZUAL’,, =nin A,
va,p =00ndAg,
AUALJ, =0on 8AL.

In that case, the interface v, , is a linear functional of 1, and is given by the explicit
formula

VAL () = Y G (x, )G, (3, DNE)
y,zeAL

(analogously to the discussion in Sect. 7.2, the ground state va, , has the distri-
bution of a non-disordered random surface model with Hamiltonian proportional to

H A2 || iz (AL Such a construction may also be applied to higher powers of the Lapla-
cian, and their combination with the gradient operator). Using the upper and lower
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bounds on the Green’s function stated in (4.10) and (4.11), we obtain that the ground
state satisfies the following estimates

l=d=7: ¥ < Elon,,07] =L,
d=8: cInL = Elug, 07 <ChnL,

d>9: c< E [UAL,,,(O)Z] <c.

It is thus delocalized in dimensions d < 8 and localized in dimensions d > 9.

To study the probability distribution (7.12), let us observe that if ¢ : AJLr —
R is a random surface distributed according to (7.12), then ¥ := ¢ — v, , IS a
membrane model with external field set to 0. The field ¢ has thus a multivariate
Gaussian distribution, its mean vector is equal to 0 and its covariance matrix is given
by, for any x, y € A,

Cov [y (x), ¥(MI = Y G, (x,2)Ga, (7, 2).

ZEAL

Two consequences can be deduced from this observation: First, the expectation of the
random variable v is equal to 0, and second the fluctuations of ¥ at the center of
the box can be explicitly quantified using the upper and lower bounds on the Green’s
function stated in (4.10) and (4.11). We have, for any realization of the random field

)7’

l<d<3: L3 9< (w(0)2> L <cL¥,

A,

d=4: cinL < <¢(0)2> a=CInL,
IJ-A’L

d>5: < <¢(0)2>M5c.
MA’L

A combination of the two previous sets of estimates shows that the random-field
membrane model satisfies the inequalities

l<d<7: L%z E[<¢(O)2> M} <crd,
"

AL
d=8: cinL < E[<¢(O)2> M} <ChnlL,
Hap
d>9: c< E {<¢(0)2) M} <c.
MAL

The model is delocalized in dimensions d < 8 and localized in dimensions d > 9.
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7.8 Random-field Gaussian free field with 1-dependent external field

Theorem 2 states that, if the components of the random field 1 are independent,
then the random-field V¢-model is delocalized in dimensions d < 4 and localized
in dimensions d > 5. One can thus raise the question whether the independence
assumption on the random field can be relaxed without changing the critical dimension
for localization. In this section, we show that the independence assumption cannot
generally be relaxed to 1-dependence (i.e., independence at distance 2). Specifically,
we present a model of a random-field random surface in which the external random
field is 1-dependent, which localizes in dimensions d > 3 and thus exhibits a different
qualitative behaviour.

Let us fix an integer L > 1 and let ¢ : Ay — R a discrete Gaussian free field in
the box Ay with Dirichlet boundary condition. We then define the external field n by
the formula, for any vertex x € 74,

n(x) == —AL(x). (7.13)

The law of the external field 5 is Gaussian, let us verify that it is 1-dependent. An
explicit computation shows, for any points x,z € Ay,

En(x)¢(@)] =E[-AL(x)(2)] = —AGA, (x,2) = Lx—y. (7.14)

Using the identity (7.14) and an explicit computation, we further deduce, for any
x,y €Ap

E[n()n(y)] = 2d1p—y — Y Lg=s).

z~y

If the vertices x and y are distinct and non-adjacent, then all the terms in the right-hand
side are equal to 0 and thus E [5(x)n(y)] = 0. Since the field n is Gaussian, we deduce
that the random variables n(x) and n(y) are independent.

Let us now consider the random-field Gaussian free field ¢ with the external field n
given by (7.13). Since the random surface ¢ — ¢ is a Gaussian free field with external
field set to 0, independently of ¢, we have,

Lifd =1,
<(¢(0) — 5(0))2)””16FF ~{InLifd=2, (7.15)
AL .
1ifd > 3,

where a ~ b is used here in the sense ¢ - a < b < C - a. From the inequality (7.15)
and the fact that ¢ is a Gaussian free field with Dirichlet boundary condition in the
box A, we obtain

Lifd=1,
E [<¢(0)2> W,GFF} ~{InLifd =2,
Yy lifd > 3.
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The random surface is thus localized in dimensions 3 and higher.
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Appendix A. Nash-Aronson estimates for the Dirichlet problem

In this section, we prove the Nash—Aronson estimate in finite volume stated in Propo-
sition 3.3. The proof builds upon the infinite-volume result of [43, Appendix B] stated
below (which itself builds upon the infinite-volume and continuous estimate of Aron-
son [6]). We first introduce the infinite-volume heat kernel and state the Nash—Aronson
estimate for discrete, time-dependent and uniformly elliptic environment of Giacomin—
Olla—Spohn [43].

Definition A.1 Let 59 € R. For each continuous, time-dependent, uniformly elliptic
environmenta : [sg, 00) X E (Zd ) — [c—, c4], eachinitial time s € [so, 00), and each
point y € Ar, we introduce the infinite-volume heat kernel P, o to be the solution of
the parabolic equation

3 Paool(t, X;5,y) =V -aV Py oo(t, x;5,y) =0 (t,x) € (s,00) x 29,

Paoo(s. X35, y) = Ljxmyy x € Z%

The next proposition establishes lower and upper bounds on the map Py oo-

Proposition A.2 (Nash—Aronson estimates, Propositions B.3 and B.4 of [43]). There

exist constants C, c depending on the dimension d and the ellipticity parameters

c_, cy such that, for any pair of times s, t € (sg, 00) witht > s and any pair of points
d

x,y €z,

Paoo (1 ye—© ep( C“_y') (A1)
) LX 8, Y) < ——exp| —————) . .
" IV —9)? IV i=s

Under the additional assumption |x — y| < §/t — s, one has the lower bound

c

v (-9

IV

Paoo(t,x;8,Y) (A2)

Remark A.3 The article of Giacomin—Olla—Spohn [43] only establishes the lower
bound of the Nash—Aronson estimate in the on-diagonal case (i.e., under the assump-
tion |x —y| < 4/t — s). While it would be possible to obtain off-diagonal lower bounds
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(in the case |x — y| > 4/t — s) by adapting the techniques of [6, 30] (written in either
the continuous setting or the discrete setting with a static environment), they are not
necessary in the article [43] or in the proof of Theorem 2.

Remark A.4 Under the assumption |x — y| < /t — s, the ratio [x — y|/(1 V /T — )
is smaller than 1 and the right-hand sides of (A.1) and (A.2) are of comparable sizes.
The estimates are thus sharp up to multiplicative constants.

The proof of Proposition A.2 given below relies on analytic arguments. We mention
that a more probabilistic approach, relying on the introduction of the random-walk
whose generator is the operator —V -aV (following [43, Section 3.2]) and on stopping
time arguments, would yield the same result.

Proof of Proposition 3.3 First let us note that by the change of variable (+ — s) —
(t —s)/c—, itis sufficient to prove the result when c_ = 1. Let us fix an integer L > 0,
letc4 € [1, 0o) be an ellipticity constant, and let 5o € R. Leta : [s9, 00) X E(A'L") —
[1, c4] be a continuous time-dependent (uniformly elliptic) environment. For any
s € [so, 00) and any vertex y € A, we denote by Pa(-, -; s, x) the solution of the
parabolic Eq. (3.3). We extend the environment a to the space [sg, 00) X E (79 by
setting a(t, e¢) = c4 for any pair (¢, e) € [sp, 00) X (E(Zd) \E (AZ)), and let Py o be
the infinite volume heat kernel associated with the extended environment a as defined
in Definition A.1. We prove the upper and lower bounds of Proposition 3.3 separately.
We will make use of the notation

1Pa(t, 58, W72,y = D Palt,xs5,9)  and

xeAr

1Pa (1,538, M2,y = D Palt,xis,y)
YEAL

as well as, for any directed edge e = (x,z) € E (AZ),
VPy(t,e;s,y) =Pa(t,x;s5,y) — Pa(t,z;8,y)

and, following the conventions of Section 2.2,

IVPa(t 5. 000205y = D (VPaltiess, )%
eeE(AZ)

Proof of the upper bound. We first note that the estimate (3.5) is equivalent to the
two following inequalities: There exist constants ¢, C depending on d, c such that

Pa(t,x;s,y) < — exp (—M> if (r —s) < L?,
1v(t—s)2 LVt —s
c(t —s) . 5
Pa(t,x;8,y) < —————exp| — 3 if (t —s5)>L".
1v(t—s)2 L
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(A3)

We first treat the case (r — s) < L?. By the maximum principle for the parabolic
operator 9; — V - aV, one has the estimate, for any #, s € [sg, 0c0) with ¢ > s and any
x,y € Ap,

Pa(t,x;8,¥) < Paoo(t,x;5,). (A4)

Combining the inequality (A.4) with Proposition A.2 yields the upper bound, for any
s,t € (s, 00) witht > sand any x, y € Zd,

Pt ) < ¢ ep( clx =l ) (A.5)
X8, )< —————exp| ———— ). .
N IV(t—S)% 1Vyt—s

This is (A.3) in the case r < L%. We now focus on the case ¢ > L?. To this end,
we denote by Cpyinc the constant which appears in the Poincaré inequality, that is,

the smallest constant which satisfies ||u||%2 apy = Cpoinc 2 ||Vu||i2 (A7) for any side
14

length £ € N and any function u : AZ — R normalized to be 0 on the boundary d A,.
We then let ¢ := 1/Cpoinc, and note that this constant depends only on the parameter
d.

Using that the heat kernel P, solves the parabolic Eq. (3.3) and the discrete inte-
gration by parts (2.6), we have

cy(t—s)
12

ac : 2 _ce . 2
at e L ||Pa(t,',S,J’)||L2(AL) —T”Pa(f,',sv)’)”Lz(AL)

cq(t—s)
—2 7 ) al.e) (VA es ).
ecE(AY)

(A.6)

Using the lower bound a > 1 on the environment, and the Poincaré inequality in the
box A (which can be applied since the mapping x — P,(t, x; s, y) is equal to O on
dA ), we obtain

D alte)(VPa(t.es,y)” >

ecE(AY)

) 2
Crol? 1Pa (7,58, V1724, -

A combination of (A.6) and (A.7) with the definition of the constant ¢ above yields

cy(t=s)

cy(t=s)
al (e L2 ”Pa (ts';sv )’)”iz(AL)) S —Cc_e L2 ”VPH (t,';s, )’)“izu\t) (A7)
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By the Nash inequality (see [57]) and the non-negativity of the map P,, there exists a
constant Cn,sh depending only on the dimension d such that

1+3
1Pa (b5 5 Do,y < Cash [ D Pa(toxis,y) | IVPa (35 0llp2(at) -

xeAp

(A.8)

Applying the inequality (3.4) obtained in Section 3.3, we may simplify the inequal-
ity (A.8) and write

2

14+
1Pat, 55, 9005 | < Crasn IV Pa 2,555, )20 - (A.9)

Combining (A.7) and (A.9) yields

cp(t—s) %
e L2 ”Pa(ta;S»Y)l B

cy(t—s)
o) (eﬂ 1Py (2, -;s,y)niz(m) <-

~ Cnash L2 A
d
(IR s )
< - e L t,5s, y .
CNash ! L2(AL)

(A.10)

Integrating the differential inequality (A.10) and wusing the identity
| Pa (s, -; s, y)||2L2 Ay = 1, we obtain that there exists a constant C depending on d
and c_ such that, for any # > s,

cpt=s) C

e L ”Pa(t’as,y)”iz(AL)f (All)

1V (it—ys) g
We now show that the estimate (A.11) implies the inequality (A.3) in the case (f —s) >

L?. Using the convolution property for the heat kernel P,, we have the identity, for
any t,s € [s + L2, oo) and any x,y € Ay,

t+s t+s
Pa(t,x;5,y) = Z P, (z,x; T,z) P, (T,z;s,y).

zeAL

The Cauchy-Schwarz inequality then yields

t+s
(ns )

Pa(t,x;8,y) <

t
Py (%,x;s,)

L2(A)
(A.12)

LX(Ar)
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The first term of the right-hand side of (A.12) can be estimated by the upper

bound (A.11) applied with the initial time % instead of s. We obtain

s+t
I (n50)

To estimate the second term in the right-hand side, we use the estimate (A.5), the
assumption  — s > L2, the observations that, for any pair of points x,z € Az,
|x —z| < CL, and that the cardinality of the box A is equal to (2L + 1)¢. We obtain

2 2
t+s C clx =yl
(1502 B (25
‘ 2 L2(Ap) Z(l\/(t—s)‘zl Lvi—s

zEAL

C
= Z 1v(t—s)d

ZEAL

cy(t—s)
Ce 22
<= 7 (A.13)

L2A) 1V (t —s)d ‘

2

cL?
B —
T 1v(t—s)
C

V(@ —s)%

IA

(A.14)

A combination of (A.12), (A.13) and (A.14) completes the proof of (A.3) in the case
t> L2

Proof of the lower bound. We first claim that there exists a constant ¢ € (0, 1)
depending on the parameters d, c; such that, for any 7,5 € [s9, 00) satisfying

Jt—s <coLandanyy € Ay,

1
sup Paco(t'.x:s,y) <5 inf  Paoo(t,x:5,y).  (A.15)
(t',x)€Els,t1xIA L 2 xey+A =

The proof of this inequality relies on Proposition A.2. First by the lower bound (A.2),
we have the estimate, for any ¢, s € [so, 00) such thatt —s < L2,

c

Ia (A.16)

inf Paoo(t,x;5,y) >

I ——
- =
xey+A s 1v(@t—s)2

Let us fix a constant ¢; € (0, 1). Using that for any point x € dAz and any point
y € A2, we have [x — y| > L/2 together with the upper bound (A.1), we obtain the

estimate, for any L > cfl and any ¢, s € [sg, 00) satisfying v/t —s < c1L,

sup Paoo (t',x55,y) < sup ¢ exp( chr =yl )
a,0o \l,X; S, = 7 i ——
(' x)els,11x DA, W wels.1xdA, 1V (' — s)% LV /i —s

< sup C exp cL
= u — €X _—_—
relsl 1V (1 — )% 2(1v /1 =5)
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_ C ( cL )
< sup —»exp|l—-——r
1'e[0,¢2L2] 1 21

c c
< sup W exXp <_27\/?> . (A.l7)

1'€[0,¢3]

Using that the mapping ' +— 1'~4/2 exp (—c/(2«/7)) tends to 0 as ¢’ tends to 0, we
may select a constant ¢y € (0, 1] such that

¢ c )<< (A.18)
sup ——=exp| ——— -, .
p(z)] v/ b 2V1') T2

t'€[0,c,

where the constants ¢, C are the ones which appear in the right-hand sides of (A.16)
and (A.17). Let us note that, since the constants ¢, C depend only on the dimension
d and the ellipticity constant c, the constant ¢y may be chosen so that it depends
only on d, c. Multiplying both sides of the inequality (A.18) by L~ yields, for any
t,s € [sg, 00) such that \/t — 5 < ¢coL,

C 1
sup Paco(t',x15,y) < sup ———exp (——>
(' x)€ls,11xdA L ( ) rel0.co) 2LA14/2 2C/1

c
2L4

inf Paoo(t,x;58,).
x€y+Am

IA

The proof of (A.15) is complete.

We now deduce the lower bound (3.6) from the inequality (A.15). To this end, let
us fix a time 7 € (s,s + coL?), set & := %infxeerAm Pa o (t,x;s,y), and define
the map Py o, := Pa . — &. Let us note that the mapping Py ., solves the parabolic
equation

¥ Py ooCy58,y) =V -aVPy (,55,y) =0 in(s, 1) x Ap.

By the definition of the parameter ¢ and the inequality (A.15), the map P; , satisfies
the boundary estimates

! Pl (' x;5,y) <0< Pyt x55,y) (t',x) € [s, 1] x AL,

P;oo(s,x; §,9) =Lix=y) —€ < L=y = Pa(s, x35,y) x€ AZ‘.

Applying the maximum principle for the parabolic operator 9; — V - aV, we obtain
the inequality, for any (¢, x) € [s, 1] x Ay,

Py (' x;5,y) < Pa(t', x3 5, y). (A.19)
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Applying the estimate (A.19) at time ' = ¢ and using the definition of the parameter
e yields, for any vertex x satisfying |x — y| < </t — s,

1
5 Paco (t,x;8,9) <P (t,x;9,8) < Pa(t,x;,5). (A.20)

Combining the estimate (A.20) with the lower bound of Proposition A.2 implies

C
Pa(t,x;y,5) >

1v(—s)%

The proof of the lower bound (3.6) is complete. O

References

1. Adams, S., Kister, A., Weber, H.: Sample path large deviations for laplacian models in (1 + 1)-
dimensions. Electron. J. Probab. 21, 1-36 (2016)

2. Aizenman, M., Harel, M., Peled, R.: Exponential decay of correlations in the 2D random field Ising
model. J. Stat. Phys. 180(1-6), 304-331 (2020)

3. Aizenman, M., Peled, R.: A power-law upper bound on the correlations in the 2D random field Ising
model. Comm. Math. Phys. 372(3), 865-892 (2019)

4. Aizenman, M., Wehr, J.: Rounding of first-order phase transitions in systems with quenched disorder.
Phys. Rev. Lett. 62(21), 2503 (1989)

5. Aizenman, M., Wehr, J.: Rounding effects of quenched randomness on first-order phase transitions.
Comm. Math. Phys. 130(3), 489-528 (1990)

6. Aronson, D.G.: Bounds for the fundamental solution of a parabolic equation. Bull. Am. Math. Soc.
73, 890-896 (1967)

7. Balister, P.N., Bollobds, B.: Counting regions with bounded surface area. Comm. Math. Phys. 273(2),
305-315 (2007)

8. Bollobas, B., Leader, I.: Edge-isoperimetric inequalities in the grid. Combinatorica 11(4), 299-314
(1991)

9. Bolthausen, E., Cipriani, A., Kurt, N.: Exponential decay of covariances for the supercritical membrane
model. Comm. Math. Phys. 353(3), 1217-1240 (2017)

10. Boucheron, S., Lugosi, G., Massart, P.: Concentration inequalities A nonasymptotic theory of inde-
pendence. Oxford University Press (2013)

11. Bovier, A., Kiilske, C.: Stability of hierarchical interfaces in a random field model. J. Stat. Phys. 69(1),
79-110 (1992)

12. Bovier, A., Kiilske, C.: Hierarchical interfaces in random media II: the Gibbs measures. J. Stat. Phys.
73(1), 253-266 (1993)

13. Bovier, A., Kiilske, C.: A rigorous renormalization group method for interfaces in random media. Rev.
Math. Phys. 6(3), 413-496 (1994)

14. Bovier, A., Kiilske, C.: There are no nice interfaces in (2+1)-dimensional SOS models in random
media. J. Stat. Phys. 83(3—4), 751-759 (1996)

15. Bovier, A., Picco, P.: Stability of interfaces in a random environment. A rigorous renormalization group
analysis of a hierarchical model. J. Stat. Phys. 62(1), 177-199 (1991)

16. Brascamp, H.J., Lieb, E.H.: On extensions of the Brunn-Minkowski and Prékopa-Leindler theorems,
including inequalities for log concave functions, and with an application to the diffusion equation. J.
Funct. Anal. 22(4), 366-389 (1976)

17. Brascamp, H.J., Lieb, E.H.: Some inequalities for gaussian measures and the long-range order of the
one-dimensional plasma. In Inequalities, pages 403—416. Springer, (2002)

18. Brascamp, H.J., Lieb, E.H., Lebowitz, J.L.: The statistical mechanics of anharmonic lattices. Inst.
Internat. Statist., 46(1):393-404 (1976), (1975)

19. Bricmont, J., Kupiainen, A.: Phase transition in the 3d random field Ising model. Comm. Math. Phys.
116(4), 539-572 (1988)

@ Springer



Random-field random surfaces 157

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.
36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

Caravenna, F., Deuschel, J.-D.: Pinning and wetting transition for (1+ 1)-dimensional fields with
laplacian interaction. Ann. Prob. 36(6), 2388-2433 (2008)

Cardy, J.L., Ostlund, S.: Random symmetry-breaking fields and the XY model. Phys. Rev. B 25(11),
6899 (1982)

Chalker, J.: On the lower critical dimensionality of the Ising model in a random field. J. Phys. C: Solid
State Phys. 16(34), 6615 (1983)

Chatterjee, S.: On the decay of correlations in the random field Ising model. Comm. Math. Phys.
362(1), 253-267 (2018)

Cipriani, A., Dan, B., Hazra, R.S.: The scaling limit of the membrane model. Ann. Probab. 47(6),
39634001 (2019)

Cotar, C., Kiilske, C.: Existence of random gradient states. Ann. Appl. Probab. 22(4), 1650-1692
(2012)

Cotar, C., Kiilske, C.: Uniqueness of gradient Gibbs measures with disorder. Probab. Theory Relat.
Fields 162(3—4), 587-635 (2015)

Dario, P.: Convergence of the thermodynamic limit for random-field random surfaces. arXiv preprint
arXiv:2105.03940, (2021)

Dario, P., Harel, M., Peled, R.: Quantitative disorder effects in low dimensional spin systems. arXiv
preprint arXiv:2101.01711, (2021)

Delmotte, T.: Parabolic Harnack inequality and estimates of Markov chains on graphs. Rev. Mat.
Iberoamericana 15(1), 181-232 (1999)

Delmotte, T.: Parabolic harnack inequality and estimates of markov chains on graphs. Revista
matematica iberoamericana 15(1), 181-232 (1999)

Deuschel, J.-D., Giacomin, G., Ioffe, D.: Large deviations and concentration properties for V¢ interface
models. Probab. Theory Relat. Fields 117(1), 49-111 (2000)

Ding, J., Wirth, M.: Correlation length of two-dimensional random field Ising model via greedy lattice
animal. arXiv preprint arXiv:2011.08768, (2020)

Ding, J., Xia, J.: Exponential decay of correlations in the two-dimensional random field Ising model.
Invent. Math., pp. 1-47, (2021)

Durrett, R.: Probability—theory and examples, volume 49 of Cambridge Series in Statistical and
Probabilistic Mathematics. 5th edition, Cambridge University Press, Cambridge, (2019)

Evans, L.C.: Partial differential equations, vol 19. American Mathematical Soc., (2010)

Fisher, D.S., Frohlich, J., Spencer, T.: The Ising model in a random magnetic field. J. Statist. Phys.
34(5-6), 863-870 (1984)

Forgacs, G., Lipowsky, R., Nieuwenhuizen, T.M.: The behavior of interfaces in ordered and disordered
systems. Phase Trans. Crit. Phenom. 14, 135-363 (1991)

Frohlich, J., Spencer, T.: Kosterlitz-Thouless transition in the two-dimensional plane rotator and
Coulomb gas. Phys. Rev. Lett. 46(15), 1006-1009 (1981)

Frohlich, J., Spencer, T.: The Kosterlitz-Thouless transition in two-dimensional abelian spin systems
and the Coulomb gas. Comm. Math. Phys. 81(4), 527-602 (1981)

Funaki, T.: Stochastic interface models. In Lectures on Probability Theory and Statistics, volume 1869
of Lecture Notes in Math., pages 103-274. Springer, Berlin, (2005)

Funaki, T., Spohn, H.: Motion by mean curvature from the Ginzburg-Landau V¢ interface model.
Comm. Math. Phys. 185(1), 1-36 (1997)

Garban, C., Sepilveda, A.: Statistical reconstruction of the Gaussian free field and KT transition. arXiv
preprint arXiv:2002.12284, (2020)

Giacomin, G., Olla, S., Spohn, H.: Equilibrium fluctuations for V¢ interface model. Ann. Probab.
29(3), 1138-1172 (2001)

Giamarchi, T., Le Doussal, P.: Elastic theory of flux lattices in the presence of weak disorder. Phys.
Rev. B 52(2), 1242 (1995)

Hwa, T., Fisher, D.S.: Vortex glass phase and universal susceptibility variations in planar arrays of flux
lines. Phys. Rev. Lett. 72(15), 2466 (1994)

Imry, Y., Ma, S.-K.: Random-field instability of the ordered state of continuous symmetry. Phys. Rev.
Lett. 35(21), 1399 (1975)

Kharash, V., Peled, R.: The Frohlich-Spencer proof of the Berezinskii-Kosterlitz-Thouless transition.
arXiv preprint arXiv:1711.04720, (2017)

Kiilske, C., Orlandi, E.: A simple fluctuation lower bound for a disordered massless random continuous
spin model in d = 2. Electron. Comm. Probab. 11, 200-205 (2006)

@ Springer


http://arxiv.org/abs/2105.03940
http://arxiv.org/abs/2101.01711
http://arxiv.org/abs/2011.08768
http://arxiv.org/abs/2002.12284
http://arxiv.org/abs/1711.04720

158 P. Dario et al.

49. Kiilske, C., Orlandi, E.: Continuous interfaces with disorder: even strong pinning is too weak in two
dimensions. Stoch. Process. Appl. 118(11), 1973-1981 (2008)

50. Kurt, N.: Entropic repulsion for a class of Gaussian interface models in high dimensions. Stoch. Process.
Appl., 117(1), (2007)

51. Kurt, N.: Maximum and entropic repulsion for a Gaussian membrane model in the critical dimension.
Ann. Prob. 37(2), 687-725 (2009)

52. Lammers, P.: Height function delocalisation on cubic planar graphs. arXiv preprint arXiv:2012.09687,
(2020)

53. Le Doussal, P., Schehr, G.: Disordered free fermions and the Cardy-Ostlund fixed line at low temper-
ature. Phys. Rev. B 75(18), 184401 (2007)

54. Lebowitz, J.L., Mazel, A.E.: Improved Peierls argument for high-dimensional Ising models. J. Statist.
Phys. 90(3—4), 1051-1059 (1998)

55. Magazinov, A., Peled, R.: Concentration inequalities for log-concave distributions with applications
to random surface fluctuations. arXiv preprint arXiv:2006.05393, (2020)

56. Mitos, P., Peled, R.: Delocalization of two-dimensional random surfaces with hard-core constraints.
Comm. Math. Phys. 340(1), 1-46 (2015)

57. Nash, J.: Continuity of solutions of parabolic and elliptic equations. Am. J. Math. 80(4), 931-954
(1958)

58. Nattermann, T.: Scaling approach to pinning: charge density waves and giant flux creep in supercon-
ductors. Phys. Rev. Lett. 64(20), 2454 (1990)

59. Orland, H., Shapir, Y.: A disorder-dependent variational method without replicas: application to the
random phase sine-Gordon model. EPL (Europhys. Lett.) 30(4), 203 (1995)

60. Ristivojevic, Z., Le Doussal, P., Wiese, K.J.: Super-rough phase of the random-phase sine-gordon
model: two-loop results. Phys. Rev. B 86(5), 054201 (2012)

61. Ruelle, D.: Statistical mechanics: Rigorous results. World Scientific, (1999)

62. Sakagawa, H.: Entropic repulsion for a Gaussian lattice field with certain finite range interaction. J.
Math. Phys. 44(7), 2939-2951 (2003)

63. Schweiger, F.: On the membrane model and the discrete Bilaplacian. PhD thesis, Rheinische Friedrich-
Wilhelms-Universitidt Bonn (2021)

64. Sheffield, S.: Random surfaces. Astérisque, (304):vi+175, (2005)

65. Timdr, A.: Boundary-connectivity via graph theory. Proc. Am. Math. Soc. 141(2), 475-480 (2013)

66. Toner, J., DiVincenzo, D.: Super-roughening: A new phase transition on the surfaces of crystals with
quenched bulk disorder. Phys. Rev. B 41(1), 632 (1990)

67. van Enter, A.C., Kiilske, C.: Nonexistence of random gradient Gibbs measures in continuous interface
models in d = 2. Ann. Appl. Probab. 18(1), 109-119 (2008)

68. Velenik, Y.: Localization and delocalization of random interfaces. Probab. Surv. 3, 112-169 (2006)

69. Villain, J., Fernandez, J.F.: Harmonic system in a random field. Zeitschrift fiir Physik B Condens.
Matter 54(2), 139-150 (1984)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under
a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted
manuscript version of this article is solely governed by the terms of such publishing agreement and applicable
law.

@ Springer


http://arxiv.org/abs/2012.09687
http://arxiv.org/abs/2006.05393

	Random-field random surfaces
	Abstract
	1 Introduction
	1.1 Main results
	1.2 Background
	1.3 Convention for constants
	1.4 Strategy of the arguments
	1.4.1 Gradient fluctuations
	1.4.2 Height fluctuations
	1.4.3 Integer-valued random-field Gaussian free field

	1.5 Organisation of the article

	2 Notation
	2.1 General
	2.2 L2-Norms
	2.3 Environments and operators

	3 Tools
	3.1 Langevin dynamics
	3.2 The Efron–Stein inequality
	3.3 Heat kernel bounds
	3.4 Probability density identities

	4 Gradient fluctuations in the real-valued case
	4.1 The ground state of the random-field Gaussian free field
	4.2 Gradient fluctuations

	5 Height fluctuations in the real-valued case
	5.1 A quantitative estimate for the thermal expectation of the height of the random surface
	5.2 Real-valued random-field random surface models: upper bounds
	5.3 Real-valued random-field random surface models: lower bounds

	6 Integer-valued random-field Gaussian free field
	6.1 Upper bounds on gradient and height fluctuations
	6.2 Lower bounds on gradient and height fluctuations
	6.3 Height fluctuations in dimensions d 3

	7 Discussion and open questions
	7.1 The integer-valued random-field Gaussian free field and the random-phase sine-Gordon model
	7.2 The real-valued random-field Gaussian free field and its relation with the membrane model
	7.3 Thermodynamic and scaling limits of the random-field φ-model
	7.4 Relation between between the ground state of the φ model and its expectation
	7.5 The random-field φ-model with general potentials V
	7.6 Dynamical random-field random surfaces
	7.7 The random-field membrane model
	7.8 Random-field Gaussian free field with 1-dependent external field

	Acknowledgements
	Appendix A. Nash–Aronson estimates for the Dirichlet problem
	References




