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Abstract

In this paper we consider the Higher Spin Six Vertex Model on the lattice Z>2 X Z>1.
We first identify a family of translation invariant measures and subsequently we study
the one point distribution of the height function for the model with certain random
boundary conditions. Exact formulas we obtain prove to be useful in order to establish
the asymptotic of the height distribution in the long space-time limit for the stationary
Higher Spin Six Vertex Model. In particular, along the characteristic line we recover
Baik—Rains fluctuations with size of characteristic exponent 1/3. We also consider
some of the main degenerations of the Higher Spin Six Vertex Model and we adapt
our analysis to the relevant cases of the g-Hahn particle process and of the Exponential
Jump Model.

Mathematics Subject Classification 60k35 - 82b23 - 82¢22

Contents

I Introduction . . . . . . . ... 924
1.1 Background . . . . . . . ... 924
1.2 KPZ universality, integrability and initial conditions . . . . . . . ... ... ... ... ... 926
1.3 Themodel . . . . . .. .. . 927
1.4 Methods . . . . . . ... e 931
L5 Results . . . . ..o 932
1.6 Outlineof the paper . . . . . . . . . .. .. e 936

3 Matteo Mucciconi
matteomucciconi @ gmail.com

Takashi Imamura
imamura@math.s.chiba-u.ac.jp

Tomohiro Sasamoto
sasamoto @phys.titech.ac.jp

Department of Mathematics and Informatics, Chiba University, Chiba, Japan

Department of Physics, Tokyo Institute of Technology, Tokyo, Japan

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s00440-020-00966-x&domain=pdf

924 T.Imamura et al.

2 Stochastic Higher Spin Six Vertex Model . . . . . . ... ... .. ... .. ... ... 937
2.1 Directed paths picture . . . . . . . . . . L 937
2.2 One line dynamical picture . . . . . . . . . .. ... 938
2.3 Fused transfer operator xU) 940
2.4 Observables in the higher spin six vertex model with step boundary conditions . . . . . . .. 944

3 g-Whittaker processes . . . . . . . . . v i it 949
3.1 Macdonald processes and g-Whittaker processes . . . . . . .. ... ... L 949
3.2 g-moments of the corner coordinate . . . . . .. ... ... Lo 952
3.3 Explicit distribution of A7 . . . 955

4 Boundary conditions . . . . ... e e 956
4.1 Burke’s property in the higher spin six vertex model . . . . . ... ... ... ... ... .. 957
4.2 Exactly solvable boundary conditions . . . . . ... ... ... o 966

5 Fredholm determinant formulas for double sided g-negative binomial boundary conditions . . . . 974
5.1 Fredholm determinants in the coupled model P, , . . . . ... ... ... ... .. 974
5.2 The double sided g-negative binomial case and the stationary specialization . . . . . .. .. 977

6 Asymptotics along the critical line . . . . . . . ... ... L 982
6.1 The KPZ scaling for the higher spin six vertexmodel . . . . . . ... ... ... ... ... 983
6.2 The Baik—Rains limit . . . . . . . .. . .. ... 987
6.3 Scaling form of determinantal formulas . . . . . .. ... .. Lo Lo oL 993
6.4 Proof of Proposition 6.6 . . . . . . . . ... 995
6.5 Proof of Propositions 6.7,6.8,6.9 . . . . . .. ... L 1009

7 Specializations of the higher spin six vertex model . . . . . . ... ... ... ... .. ... .. 1014
7.1 Stationary g-Hahn particle process . . . . . . . .. ... .. L 1014
7.2 Continuous time PrOCESSES . . « . v v v v v v v e e e e e e e e e e e e 1024
7.3 Inhomogeneous exponential jumpmodel . . . . .. .. ... o Lo 1026

A Preliminaries on g-deformed quantities . . . . . . .. ... o Lo o L 1032

B Bounds for ¢y, vy, @x, Wy . o o o o o e 1035

C Construction of CONtOUTS . . . . . . . v vttt e e et e e e e e e 1037

References . . . . . . . . 1040

1 Introduction
1.1 Background

During the last two decades, the study of one dimensional integrable systems, related
to random growth of interfaces or to particle transport, has produced a number of fun-
damental results. This wave of interest was surely fostered by breakthroughs like that
of Johansson [43], which around year 2000 successfully provided an exact descrip-
tion of the current of particles in the Totally Asymmetric Simple Exclusion Process
(TASEP). Methods used by Johansson, which were drawing inspiration from com-
binatorics and random matrix theory, soon proved to be parallel to a more algebraic
framework in terms of free fermions [51], leading to the definition of the Schur pro-
cesses in [52]. These last are probability measures weighting sequences of partitions
of integers expressed in terms of Schur functions, a class of special symmetric func-
tions more commonly used in representation theory. The richness of techniques and
possibilities given by the intersection of so many apparently distinct fields gathered
immediately the attention of the community of mathematicians and physicists and
gave rise to a new field of its own that today bears the name of Integrable Probability
[17]. Over the years, purely determinantal processes like the TASEP or the Schur pro-
cesses have seen a number of generalizations and methods introduced in [43,52] have
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Stationary stochastic Higher Spin ... 925

been extended and applied to these more general models, which are not necessarily
free fermionic.

Conceptually relevant deformations of the TASEP are exclusion processes like
the g-TASEP [13], the g-Hahn TASEP [56] or also the long standing Asymmetric
Simple Exclusion Process (ASEP) [62]. The first of these models was introduced first
by Borodin and Corwin as a marginal projection of the Macdonald processes [13],
which as of today, happen also to be the among the richest generalization of the Schur
processes. On the other hand, models like the g-Hahn TASEP or the ASEP had not
been immediately identified as particular cases of general integrable models, like the
Macdonald processes, and the study of their properties was carried out by different
authors employing different techniques [14,15,29,67].

A unifying picture was offered by Corwin and Petrov in [30] using the language of
vertex models. Here, authors, taking advantage of recent developments on algebraic
theories concerning the Yang—Baxter equation [49], introduced the Higher Spin Six
Vertex Model, which they used to construct a random dynamics of particles on the
lattice where the update rules of position of particles at each time were given in terms
of what are usually called stochastic R-matrices. These are operators, which we denote
with the symbol L, solving the celebrated Yang—Baxter equation [42]

L&D M3 23) = |_(1,3)|_(2,3)|_(1,2)’ (1.1)

which also satisfy the property of having positive entries and sum-to-one condition
for rows. In (1.1), the stochastic R-matrices depend on a number of parameters, by
specializing which one can degenerate the Higher Spin Six Vertex Model to previously
mentioned models including the g-TASEP, the g-Hahn TASEP or the ASEP. In [18]
a description of the Higher Spin Six Vertex Model complementary to that of [30]
was offered using a language closer to that of the Schur processes. Here, the model
was studied through a family of symmetric rational functions, introduced in [12],
whose properties descended from the commutation relation (1.1) and that are in fact
multi-parameter generalizations of the Schur functions. An alternative framework to
compute observables of the Higher Spin Six Vertex Model uses its stochastic self-
duality [15,30,60]. Connections between duality and Yang—Baxter integrability were
further developed in [46].

On top of offering a unified theory embracing the majority of methods used in
previously studied models, spanning from asymmetric exclusion processes to random
partitions, the Higher Spin Six Vertex Model also admits as particular cases new
integrable systems, including inhomogeneous traffic models as the Exponential Jump
Model [19] or the Hall-Littlewood Push-TASEP [35].

The idea of utilizing the Yang—Baxter integrability to produce and solve stochastic
particle systems can be traced back to the early work [37] by Gwa and Spohn. There
authors interpreted a particular degeneration of the Six Vertex Model, of which the
Higher Spin Six Vertex Model is a generalization, as a cellular automata in the same
fashion as in [21,30] and they were able to compute the roughening exponent of a
random interface associated with the current of particles. More recently, following the
example of [30], the formalism of vertex models has shown other promising appli-
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926 T.Imamura et al.

cations producing dynamical version of the Higher Spin Six Vertex Model [3,24] or
multi-species integrable particle processes in the very recent work [20].

1.2 KPZ universality, integrability and initial conditions

What drives the field of Integrable Probability is the broader context of the KPZ
universality class [27]. This is often vaguely defined as a class of random processes
describing the stochastic evolution of interfaces that, in the long time limit, possess
a characteristic 3:2:1 scaling. That is to say that the profile of the random surfaces
in question grows linearly in the time of the system ¢, while the range of spatial
correlations and the size of fluctuations around its expected shape scale asymptotically
as t>/3 and ¢1/3.

The principal example of a model exhibiting such properties is the KPZ equation
itself, that is the simplest stochastic partial differential equation describing the random
profile of an interface where both relaxation and lateral growth are allowed. It was first
introduced in [44], where authors after deducing its characteristic scaling, conjectured
that its “nontrivial relaxation patterns” must be shared by a large class of growth
processes. During the last 30 years extensive work has been done in order to understand
the properties and the boundaries of this universality class, including also experimental
confirmations [64,65] of the predictions of [44].

The first result of this sort is the one obtained in [43], which predicts that, under
narrow wedge initial conditions (step initial conditions for the TASEP), the limiting
fluctuations of the height function obey the GUE Tracy—Widom distribution. Confir-
mations of the fact that this limiting law is in fact universal for the class are given in
a number of other papers (see [14,29,34,53] and references therein) and in particular
this result is established for the solution of the KPZ equation in [4,59].

For flat initial conditions the limiting fluctuations of the height profile are believed
to be ruled by the GOE Tracy—Widom distribution and this again is based on results
on the polynuclear growth model [7,57] and on the TASEP [58]. The validation of this
conjecture for other models and in particular for the KPZ equation has proven to be
rather troublesome, although some steps forward were made recently in [54] for the
particular case of the ASEP with alternating initial data.

From the point of view of non-equilibrium statistical physics or stochastic inter-
acting particle systems, arguably the most relevant class of initial conditions one can
consider is represented by the stationary ones and this is indeed the case we pursue
in this paper. For continuous models these can be regarded as Brownian motions and
the height function possesses in the long time limit two different regimes. Around
the characteristic line of the Burgers equation associated with the dynamics, that one
can understand as the direction of the growth, the one point distribution of the height
is believed to be governed by the Baik—Rains distribution F (see Definition 6.2).
Alternatively, when we move away from the characteristic line the size of fluctuations
coming from the stationary initial data overwhelms any possible nontrivial behavior
produced by the random dynamics and the height performs a gaussian process. The
special law Fjy was introduced first in [8], where authors identified it as limiting distri-
bution of the height of a polynuclear growth model with critical boundary conditions.
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Stationary stochastic Higher Spin ... 927

An analogous result was obtained for the TASEP in [33]. More recently, using certain
limiting properties of the g-TASEP, Baik—Rains fluctuations were established for the
solution of the KPZ equation first in [22] and then in [40].

Our main result is the confirmation of the KPZ scaling theory for the stationary
Higher Spin Six Vertex Model (that we define in the Sect. 1.3) and hence for the
hierarchy of models it generalizes. Prior to our work, in [2], the stationary Six Vertex
Model was studied by Aggarwal, who was also able to solve the long standing problem
of characterizing the asymptotic fluctuations of the current in the stationary ASEP.
It is also important to mention that the convergence of the Higher Spin Six Vertex
Model to the KPZ equation (under weak asymmetric limit) was considered in [28,
47].

Very much related to this paper is the work by two of the authors on the stationary
continuous time g-TASEP [39], which can in fact be considered as a part one of a two
parts effort.

1.3 The model

In this subsection we give a definition of the Higher Spin Six Vertex Model [30]. This
represents a generalization of the Six Vertex Model, a classical integrable system in
statistical physics first introduced by Pauling in 1935 [55]. Although the Six Vertex
Model served originally to study geometric configurations of water molecules in an
ice layer, it is today often presented in literature along with other exactly solvable
models describing different physical phenomena, such as one dimensional quantum
spin chains (see [11]). The reason behind this association is that such models all share
the same integrability structure, that pivots around the notion of Yang—Baxter equation.
In particular such algebraic structures allow for general constructions, leading for
example to higher spin generalizations of the Heisenberg XXZ model [45]. We refer
to [36] for an extended review of these results.

We will consider the stochastic Higher Spin Six Vertex Model, presented here as an
ensemble of directed paths in a quadrant of the two dimensional lattice Z x Z. Define
the lattice Ay o and its boundary d A1, as the sets

Ao = (Zz1 x Z=0)\ (1,0) and  9A10= (Zz2 x {0}) U ({1} x Zz).

We see that A g is the union of the quadrant Z>, x Z> with the set of its nearest
neighbor vertices 0 A 1,9 and we refer to the interior 10\1,0 = A1,0\ 0Aq as the bulk
of the lattice. We use the symbol P3(A1 o) to denote the set of up right directed paths
in A1,0. That is the generic element p of J3(A1,0) is a collection of up right directed
paths emanating from the boundary 9 A o, as those represented in Fig. 1.

A natural way to encode the information contained in the single configuration p is
to record how many times each edge of the lattice is shared by its paths. For this we
introduce the collection of occupancy numbers

m. = number of paths exiting the vertex (x, ¢) in the upward direction, (1.2)

t
X
jL. = number of paths exiting the vertex (x, ) in the rightward direction, (1.3)
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928 T.Imamura et al.

Fig.1 A possible configuration
of up right directed paths in the
lattice Aj o t o—v 3 0]
® —
L] L]
2 .
1 . . . . .
0 . . . .
1 2 3 €T
Fig.2 An arrangement of paths mt
across the vertex (x, ). Random z
variables mi™", | _| represent
paths entering respectively from
below and from the left. Random
variables m, j; describe the -t .t
number of paths exiting the Jp—1 e )y
vertex respectively in the upward (x,t)
direction and to the right
m t—1

of which a graphical representation is given in Fig. 2. We think at the specific p as areal-

ization of sequences (1.2), (1.3), that we express with the notation {m;, j;}(x,,)e Ato-

Since paths only generate at d A1 o, quantities mg, mg, . ,j},j%, ... describe the

boundary conditions of configurations p, while in the bulk, around the generic vertex
(x, t), we necessarily have the conservation law

mi =l 4 (1.4)

We associate now, to each vertex (x, t) in 10\1,0 a stochastic weight L, 1. Thisis a
non-negative valued function

L (mit, ji_yml. jt) (1.5)

of the vertex configuration, that is zero when the occupancy numbers do not fulfill
(1.4) and that satisfies, for any fixed m;’l, ji_,, the sum-to-one condition

Y Lan(m jiiml, ) = 1. (1.6)

t gt
mi, jt=0
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Stationary stochastic Higher Spin ... 929

An up right directed path stochastic vertex model on A, 0 is a probability measure P
on the set P (A1,0) where, for all vertices (x, ¢) in the bulk Al 0, the joint law of m
conditioned to m{~!,j° | and independently of m;“j(, Jt+k for k = +1,+2,.

written as

X’J.X"

P(mi =7 J = j I =i =) = LanG 1570, D)

for all 4-tuples of non-negative integers i, j, i’, j/. When this is the case, we interpret
(1.5) as the probabilities ruling how paths propagate in the lattice in the up-right
direction while crossing single vertices. To complete the definition of the measure Pwe
need to assign a probability law to boundary random variables mg, m3, cees Jl Jl, e
For the sake of this paper we will always consider them as mutually independent
random variables that are a.s. finite and we can denote their joint law with the symbol
‘Pp. It is rather clear that, once we specify Pp, the vertex model rule (1.7) uniquely
defines the measure P on any bounded subset of A1 . Through this observation, by
making use of standard techniques of measure theory we could at this point prove
that, given stochastic vertex weights {L )} (e.0€h o and boundary conditions Pg,
the measure P is uniquely defined on the full set 8(A o). This is a consequence of
the fact that paths are up-right directed and the distribution of m’, j°. only depends
on mi~ ,jk1 and therefore one can view the generic configuration p as result of a
markovian propagation as done in [30].

In this paper we focus on the particular class of vertex weights Lg 4, s, , defined in
Table 1. Collectively, the family {L¢ ,, s, depends on a number ¢ and on the
sets of values

}(X,Z)EIO\],O

= (&,8&,...), S=(s2,53,...), U= ui,uy,...),

which are called respectively inhomogeneity, spin and spectral parameters. Unless
otherwise specified we will always assume that

0<gqg <1, 0<s, <1, & >0, u; <0, forall x, £. (1.8)

Under condition (1.8) we can easily verify that Lg ,, s, are positive quantities fulfilling
the sum-to-one condition (1.6) and hence we regard them as bona fide stochastic
vertex weights. We refer to the directed path stochastic vertex model with choice
Lx,ry = Lgu, s, as the Stochastic Higher Spin Six Vertex Model.

From Table 1 we see that the only vertex configurations having positive probability
are those where different paths do not share any of the horizontal edges of the lattice.
This limitation can be removed by means of a procedure called fusion, that consists
in collapsing together a number of different rows of vertices and that we review in
Sect. 2.3. By fusing together a column of J vertices one can construct the vertex
weight L(J; 5 which in this case takes a rather complicated form, stated below in
(2.17). We refer to the directed path stochastic vertex model with choice of weights
L= Lé 1.5, as the fused stochastic Higher Spin Six Vertex Model.

Boundary conditions for the model we study in this paper are given in terms of a
special family of probability distribution, that we call g-negative binomial. A random
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930 T.Imamura et al.

Table 1 In the top row we see all acceptable configurations of paths entering and exiting a vertex; below we
reported the corresponding stochastic weights Lg , 5. (m, j| m’, j’). Spin and inhomogeneity parameters
s and & will depend on the x coordinate of a vertex, whereas spectral parameters u will depend on the ¢
coordinate

g g—1 g g+1

g g g g

L 1—q%€ss0us —Sa€aur+q€eSaue —sa€attts2q° 1—s2¢9
Extit,Sa 1—sz8zus 1—sz8zuy 1fsa:§zut 1*sz£zut

variable X is said to be g-negative binomial if its probability mass function is expressed
as

2 Os D (P @)oo

P X = = s
( "= (q; @n (Pb; @)oo

foralln € Z>o, (1.9)

for some parameters p, b and we use the notation X ~ gNB(b, p).Incase p, b belong
to the interval [0, 1), then X is supported on Zx>¢, whereas if p < 0 and b = c]—L for
some positive integer L, then X only takes values on the set {0, ..., L}. We define the
double sided q-negative binomial Higher Spin Six Vertex Model as the (fused) Higher
Spin Six Vertex Model where boundary random variables mg, mg, . ,j}, j%, ... are

independently distributed with laws
m ~ gNB(s7, v/(Exs).  Ji ~qNB(g™ . q”u,d), (1.10)
for parameters d, v satisfying 4 > 0 and

0 < v < inf{£ysy). (1.11)

A special case of conditions (1.10) will be given setting v = 4 and we will refer to
the model with this choice as the stationary Higher Spin Six Vertex Model.

Exact properties of the model will be described by means of the height function H,
an observable that we define as

Hex,t)=—m) ——md 4+ jl 4o (1.12)

Pictorially we might look at paths in the generic configuration p as the contours of an
irregular staircase with steps one unit length tall, that we climb down as we move in the
down-right direction. By centering the value of the height of the staircase H(1, 0) = 0,
we see that (1.12) describes the vertical displacement that we encounter going from
(1, 0) to (x, t) (see Fig. 3). The main results of this this paper is the exact description
of the one point distribution of H under a restricted class of g-negative binomial
boundary conditions, that includes the stationary case.
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Stationary stochastic Higher Spin ... 931

Fig.3 A possible set of up right

paths in the Higher Spin Six 3 2 1 1 0
Vertex Model. The numbers in t ° i
blue reported next to each vertex

are the values of the height . 2 2 0 . 0 . 0
function H defined in (1.12) .

(color figure online) 1 1 0 0 0

1.4 Methods

In this paper we study the double sided g-negative binomial Higher Spin Six Vertex
Model by expressing the distribution of the height function H in terms of certain
g-Whittaker measures. These measures arise from the formalism of the Macdonald
processes and are known to describe the joint law of a class of dynamics for the g-
TASEP [13,50]. Under a more restricted set of boundary conditions analogies between
the Higher Spin Six Vertex Model and the g-TASEPs were studied first in [53], where
authors provided a coupling between the height function and the position of tagged
particles along time-like paths, that are up right paths in A, with the vertical direction
read as the time for the g-TASEP dynamics. Here we extend part of Orr and Petrov’s
argument [53] to the case of g-negative binomial boundary conditions.

Random boundary conditions we will consider for our model will be produced
through a fusion procedure. In the case of the Stochastic Six Vertex Model, such
techniques were adopted first in [2] to generate independent Bernoulli random entries
from the horizontal axis. In this regard we find that the g-negative binomial boundary
conditions represent the natural generalization of the independent Bernoulli ones for
a higher spin version of the model.

Information describing the probability distribution of H are encoded in the g-
Laplace transform (see “Appendix A”)

1
FHS ) ((Cq’“"”); q)oo> ’ (13

where the subscript HS (v, &) refers to boundary conditions (1.10). Ever since the intro-
duction of the g-Whittaker processes in [13], the study of g-Laplace transforms such
as (1.13) has proven to be successful in order to derive rigorous asymptotic analysis in
anumber of examples, especially for cases corresponding to step boundary conditions
(v = 0) [10,34]. In the language of the ¢g-TASEP, determinantal structures for the
g-Laplace transform of the probability density of a tagged particle y, were obtained
in [39] employing elliptic analogs of the Cauchy determinants after considering the
expansion
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1
Ef— P(y,
(((qyﬁx Do ) Z Ot 2= )(§q oo

leZ

This is the strategy we follow here, bringing computations and asymptotic analysis of
[39] to the more general setting of the Higher Spin Six Vertex Model.

A different approach and also a more established one in the context of Integrable
Probability, would have been that of studying the g-Laplace transform (1.13) by means
of a g-moments expansion as done in [2,22]. Although in the case of random bound-
ary conditions such type of expansion would be ill posed as the height H assumes
also negative values and its g-moments diverge, one can still make sense of it after
employing certain analytic continuation in parameters governing the initial measure.

An interesting finding is that, in terms of exact determinantal formulas, these two
strategies produce similar yet different results. In particular the Cauchy determinants
approach offers a Fredholm determinant representation for (1.13), where the kernel has
finite rank and it admits a biorthogonal expansion reminiscent of those found in random
matrix theory for the study of gaussian ensembles. Due to the finiteness of the rank
of the kernel, formulas we obtain are rather easy to manipulate in concrete examples,
when for instance one wants to compute the g-Laplace transform (1.13) at a vertex
(x, t) reasonably close to the origin. On the other hand, through a g-moments approach
one would obtain a representation of (1.13) in terms of a Fredholm determinant of
an infinite rank operator. Such procedure, which often requires a certain amount of
guesswork for the choice of the kernel, has nevertheless shown its advantages too
as expressions one gets are amenable to rigorous asymptotics with relatively weak
assumptions on parameters defining the system. The question on how to move from one
representation to the other is indeed an interesting one and it remains open, although
we plan to address this issue in a forthcoming paper.

In order to establish Baik—Rains asymptotic fluctuations for the height function we
employ techniques closer to works on the TASEP with deterministic initial conditions
[16], than to more recent ones [10,34] on more general models. The Baik—Rains limit,
compared to GOE or GUE Tracy—Widom limits often requires an extra amount of
care, conceptually because the procedure involves the exchange of a limit and of a
derivative sign. Throughout Sect. 6.2 we take care of such technical difficulties by a
detailed analysis of the remainder terms in the asymptotic limit that presents some
novel aspects.

1.5 Results

Our first result is a characterization of the stationary Higher Spin Six Vertex Model,
which we recall was defined above as the model with double sided ¢g-negative binomial
boundary conditions (1.10) with parameters v = 4. We find that the probability
measures with these particular choices of boundary conditions are the only one to
satisfy a certain translation invariance that we call Burke’s property.

Definition 1.1 We say that a probability measure P on (A 1,0) satisfies the Burke’s
property if there exist families { P}, ~7, {P( )};>1 of probability distributions such
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42
2, N
L e e
-t : :
Jm—l _| ..... I ..... I
. . t—1 t—1 t—1
_j3 —_— °- ... ° T x+1 x+2
1 :
J% _° """ [ IR ° . .
.1 .
Jl 7 ..... I ..... I o
0 0 0
My M3 My

Fig.4 An illustration of the Burke’s property

that, for all (x’, ¢") € Z>1 x Z>o we have, independently

ml, ~ PO forallk > 1,

o~ PO forallk > 1.
In words, the Burke’s property states that, for any choice of a vertex (x’, t'), the Higher
Spin Six Vertex Model on the shifted lattice A, = (Zs, X Zsp) \ (%', 1), obtained
as a marginal process of the model on A1 o, possesses boundary conditions that are

always described by the same family of probability laws P, PO after appropriately
shifting indices x, ¢ (see Fig. 4).

Proposition 1.2 The Higher Spin Six Vertex Model on the lattice A1, satisfies the
Burke’s property if and only if boundary conditions are taken as

mY ~ gNB(s2, d/(&:52)),  Jy ~gNB(g™, q” duy), (1.14)

independently of each other, for all x > 2,t > 1, where d is a parameter that meets
the condition

0= d <inflEes.). (1.15)
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934 T.Imamura et al.

Result of Proposition 1.2 can be compared to the well known characterization of
translation invariant measures for a general class zero range processes on Z obtained
in [5], that states that these come in the form of factorized measures. In our case
we define a notion of translation invariance for factorized measures on vertex models
inhomogeneous both in the spatial and time coordinates and subsequently we describe
the entire family of measures satisfying such properties.

The next result we present offers a Fredholm determinant representation of the g-
Laplace transform (1.13) in a model with double sided g-negative binomial boundary
conditions with parameters v < 4. In the following we refer to a g-Poisson random
variable with parameter p, in short gPoi(p), as a g-negative binomial (1.9) with param-
eters 0 < p < 1 and b = 0. For the sake of the following analytical statements we
will assume that parameters =, S are placed in such a way that

gsup{;si} < d < inf{&s;} < sup{&is;} < inf{&;/s;}. (1.16)

Theorem 1.3 Consider a double sided q-negative binomial Higher Spin Six Vertex
Model on A1 o with parameters v, d, B, S satisfying (1.16) and v < d. Also set m to
be an independent q-Poisson random variable of parameter v/d. Then we have

1
Eus@,H)® (
©DEM \ (ggHoeD=m; g)

) = det — fK)pg). (1.17)

The kernel f K on the right hand side is given in (5.2), (5.3) and it is finite dimensional.

In order to employ the statement of Theorem 1.3 for the study of the stationary
model one needs to remove from expression (1.17) the contribution of the g-Poisson
random variable m, that becomes a.s. infinite in the limit v — 4. In Sect. 5.2 it is
shown how such decoupling procedure provides us with determinantal formulas which
describe the height function 7 in the case of g-negative binomial boundary conditions
with parameters v, 4 satisfying gv < 4 < v/q. This is in fact the most general range
of boundary conditions we will state exact results for.

Theorem 1.4 Consider the double sided q-negative binomial Higher Spin Six Vertex
Model with parameters v, d, &, S satisfying (1.16) and

qu < d <v/q. (1.18)

Then we have

| I (~1)kq®)
Ensco =
HS(w. &) ((461”(“); q)oo> (qv/4; @)oo 2 (a: D

k>0

< (%) Vewateg™, (1.19)
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where the function V., 4 is defined as

1
Vi, a(§) = T—v/7 det(1 — fK)p gz

/

Remarkably, expression (1.19) is amenable to rigorous asymptotic analysis and
in particular we pursue the case when the model is stationary. By taking the limit
v — d, the expression of function V,., s takes a rather complicated form, stated
below in (5.26) and we devote Sect. 6.2 to establish its behavior in the large x limit.
As already mentioned in Sect. 1.2, when the measure is stationary, the characteristic
3:2:1 scaling of the model is only observed along a specific direction, which is usually
referred to as the characteristic line. The scaling of the height function along this line
is conjectured to be universal and it is described by the KPZ scaling theory [63], that
we explain briefly in Sect. 6.1.

For the stationary Higher Spin Six Vertex Model we now want to give the exact
expression of scaling parameters defining the characteristic line and the expected
behavior of the height function . We make use of g-polygamma type functions v
defined in “Appendix A”. For non-negative integers k consider the functions

ap(d) = vr(q’ ud) — v (ud), (1.20)
1 X
he(d) = 2; (Vi (d/(Eysy)) — Vi(dsy/&y))
y=

and, depending on the parameter 4, define the quantities

0= hi(d)
ay(d)’

| 1/3
no = koao(d) — ho(d), vy =-— <§(Koaz(tf) - hz(tﬁ)) .
(1.21)

We assume that the functions 4, always converge in the large x limit and we refer to the
curve (x, kox) as the characteristic line of the stationary Higher Spin Six Vertex Model.
For random growth models usually the characteristic line is expressed as a function
of the time ¢, rather than of the coordinate x, but in our case, since the system exhibits
spatial inhomogeneities we find more natural to adopt the notation (x, kgx). The
parameter 19 multiplied by x is readily understood as the expectation E(H (x, kox)),
whereas y will be used to describe the size of the characteristic fluctuations of H
around 7. By slightly perturbing quantities kg, 79 we can analyze the asymptotic
behavior of H in a region of size x*/3 around the characteristic line. For this we
extend the definitions given in (1.21) setting

h2a1 — h1a2 w

Ky = Ko + p e (1.22)
ag(hray — hiap) @ haay — hiay @2
Nw = 10 a% 7/)61/3 ai y2X2/3 ) (123)
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where @ is a real number parameterizing the displacement from the characteristic line
and functions ay, hy are evaluated at 4. We come now to state our main result.

Theorem 1.5 Consider the stationary Higher Spin Six Vertex Model with parameters
q,d, 8, S fulfilling conditions stated in Definition 6.4. Then, for any real numbers
w, r we have

Hx, K X) — Ny X

XE)H;OIPHS(L[’L{) ( )/Xl/?’ > _r> = Fw’(r)s (124)

where Fg (1) is the Baik—Rains distribution presented in Definition 6.2.

Assumptions on parameters made in the statement of Theorem 1.5 are technical
and they substantially require ¢ to be sufficiently close to zero. These arise while
establishing the steep descent property of integration contours of the integral kernel
K (see “Appendix C”). Such conditions can be considerably weakened employing
certain determinant preserving transformations of the kernel that involve deforming
integration contours to regions containing poles of the integrand function. As such
procedures are rather technical, we postpone their description to a future work and for
the sake of this paper we stick to the small g assumption.

Techniques used in the proof of Theorem 1.5 can be employed also to establish
Tracy—Widom asymptotic fluctuations of the height function H when the model has
step Bernoulli boundary conditions (v = 0). This result was already proved in [53]
using a certain matching between g-Whittaker measures and Schur measures.

Additional results we obtain are stated in Sect. 7 and they are adaptations of Fred-
holm determinant formulas (1.17), (1.19) and of the universal limit (1.24) to two of
the main degenerations of the Higher Spin Six Vertex Models, the g-Hahn TASEP and
the Exponential Jump Model.

1.6 Outline of the paper

In Sect. 2 we describe some further properties of the Higher Spin Six Vertex Model,
that were left out in Sect. 1.3. Especially we recall nested contour integral formulas
for g-moments of the model with step boundary conditions. In Sect. 3 we recall the
definition and main properties of the g-Whittaker process. In Sect. 4 we prove the
Burke’s property of the stationary Higher Spin Six Vertex Model and we establish
its integrability. In Sect. 5 we employ elliptic determinant computations from [39]
in order to compute the g-Laplace transform of the probability mass function of the
height function in the case of double sided g-negative binomial boundary conditions.
In Sect. 6 we specialize determinantal expression obtained in Sect. 5 to the stationary
model and we compute the asymptotics of the one point distribution of the height
function along the critical line. Finally, in Sect. 7 we consider the main degenerations
of the Higher Spin Six Vertex Model and and we establish determinantal formulas and
Baik—Rains fluctuations for these models.
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2 Stochastic Higher Spin Six Vertex Model

In this section we give a review on the Higher Spin Six Vertex Model. We take the
chance to fix some notations and recall major results which will be used throughout
the rest of the paper.

2.1 Directed paths picture

A description of the Higher Spin Six Vertex Model as an up right directed path ensemble
in the lattice A1 o was given in Sect. 1.3. The choice of the set A ¢ was made only
to keep our notation consistent with that introduced in previous works [18,30] and
we could extend the notion of the model to the generic lattice A, with boundary
dA, p, defined as

Ax’,t’ = (ZZX’ X ZZI') \ (.x/, t/) and an/»l/
= (Zowi x () U ((6) % Zopry).

for a generic (x’, t') in Z x Z. When this is the case boundary conditions are given
specifying the laws of m;/, 1 m;/, 4r s j;/fl,jifr 2, ... and the measure depends
on parameters g, {#s};~s, {Ex, Sx}x>x. In Sect. 1.3 such parameters were assumed to
satisfy condition (1.8), so to guarantee the stochasticity of vertex weights Lg ,, 5, of
Table 1 and the same assumption is made now. Although in this paper we will not
investigate range of parameters different than (1.8), we want to point out that there
exist also different conditions that would make all L, 5, non-negative quantities. The
full list of stochasticity conditions is given imposing for all x, ¢ one of the following:

0<qg<1,—1<sy <1andséu; <0,
0<qg<1,gY=s2<séu withGeZ-gandg=0,1,...,G,
—1<g<0,¢g7" <&su; <0and sf < min (1,q_1§xsxut),

q > l,OgsxgxutSs)%:q_G,withGeZ>oandg=O,1,...,G,

b=

where the integer g appearing in 2, 4 is the number of vertical path entering the vertex
as in Table 1. Choice 1 corresponds to (1.8), where in (1.8), with no loss of generality,
we fixed the signs of u;, &, sy, as the weights L only depend on the product &,s,u;
and sf. Choice 2, with G = 1, produces the Six Vertex Model and the only path
configurations with positive measure are those where both horizontal and vertical
edges are crossed at most by one path. A list of stochasticity conditions analogous to
that presented above appeared in [30], where authors used a slightly different notation.
In Sect. 1.3 we described the double sided g-negative binomial boundary conditions,
introduced in (1.10) for the model in the lattice A1,o. Clearly the same definition can
be adapted also for a Higher Spin Six Vertex Model in A, ;. A very special case of
boundary conditions is obtained when we set / = 1, v = 0 and 4 = 00, obtaining

jlo=1 as., m;, =0 as., .1
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for all + > ¢/, x > x’. This is to say that from the horizontal axis no path originates
and at each vertex (x', r) exactly one path enters the system. We refer to (2.1) as step
boundary conditions, as they are an analogous version of the step initial conditions
for simple exclusion processes on the infinite lattice, where vertical segments of paths
m’, are interpreted as gaps between consecutive particles when the time of the system
is ¢ (more in Sect. 2.4).

Other relevant choices of boundary conditions are given setting v = 0, but leaving
d as a finite quantity. In this case too, paths can only enter the system from the vertical
axis and they do so randomly with g-negative binomial distribution of parameters
(g7, q’ du;). We refer to these as step g-negative binomial boundary conditions and
when J = 1 we also use the name step Bernoulli boundary conditions, considered in
[2,53].

So far we considered a model where at each vertex the weight L was depending
both on the x and ¢ coordinate. A slight simplification is given by choosing parameters
uy, Sy to be constant numbers u, s for all x, ¢ and to set the inhomogeneity parameters
&, = 1 for all x. This specialization takes the name of Homogeneous Higher Spin Six
Vertex Model and it was considered in the original paper [30].

2.2 One line dynamical picture

In this Section we focus on the Higher Spin Six Vertex Model with J = 1. A pos-
sible alternative to presenting it as a static ensemble of directed paths is to interpret
the arrangements of paths along each row of vertices as a dynamical process. As in
Sect. 1.3, denote with m’, the number of paths exiting vertex (x, 7) from above in a
particular realization of the model. The information contained in the sequence {m’ },
can be encoded in the symbol

() =[x (2.2)

When )" m’, is a finite number, or equivalently, when only finitely many paths pop-
ulate the region with ordinate ¢’ < z, then A(¢) can be thought as a signature written
in multiplicative notation.

If A(r+1) is the symbol generated by the path configuration on vertical edges joining
vertices (x, t + 1) and (x, t +2) for x > 1, we say that A(¢) transitions to A(¢ + 1) and
we want, at least formally, to describe the probability of such transition to take place.
For this assume first that the probability of the event {j’, = 1, eventually for x > 0}
is zero, which is to say that paths traveling on horizontal lines will almost surely turn
upward. To ensure this condition we can take parameters &, s, u such that

supLe,y, . (0,1/0,1) < 1. 2.3)
X,t

In case we consider a model in the lattice Ag, o, conservation law (1.4) implies that,
when we specify the number jé“ of paths emanating the boundary vertex (0, r + 1),

there exists at most one choice of { j;“} such that A(¢) transitions to A(z + 1) and the
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t_|_1 tl mt 1_, mtl mtl mé+1:0 mé+1:2
J 4—l @
to_ to_
A(t) m5_0 m6_1

Fig.5 As the paths cross the horizontal line of vertices the signature A(¢) = 10233042506 transitions to
A+ 1) = 112231415062

probability of such transition is formally given by

R G520 = 2+ 1) = P(5 = 57 T L

x>1

<mx7.];+%| mt+l"])l;+l) (24)

Operator X takes the name of transfer operator and one can possibly define it rigor-
ously through an inverse limit procedure of its action on finite path configurations as
done in [30], Definition 2.6. For example, when A(¢) and A(z + 1) describe configura-
tions of a finite number of paths, expression (2.4) is well posed, as the infinite product
on weights L on the right hand side contains almost surely only finitely many factors
different from Lg, (0, 0] 0, 0) = 1 (Fig.5).

We can possibly remove the dependence of A(t 4+ 1) from the boundary value jH_l.
To do so we simply need to set m0 = 00 a.s., which is to say that each vertex (1, 7) is
vertically crossed by infinitely many paths. From Table 1 we see that, assuming (1.8),
when g = oo, we have

1
L1 (00, 01100, 0) = Ly 0 (00, 1] 00, 0) = 1— 25
—&1s1u
Léyuy.5, (00, 0] 00, 1) = Lgy 55 (00, 1] 00, 1) = ——1— (2.6)
1- Slslut

This means that the choice m(l) = 00 a.s. implies that random variables {j} },>1 become

mutually independent Bernoulli distributed as

ji ~ Ber (ﬂ) forall 7 > 1. 2.7
1 —&1s1u;

By looking at configurations of paths in the resticted lattice A1 o, (2.7) can be regarded
as a boundary condition, so that setting mg = 0 a.s. for each x > 2 we produce the
step Bernoulli boundary conditions, considered above (see Fig. 7a).
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2.3 Fused transfer operator X

In Sect. 2.2 we considered the unfused Higher Spin Six Vertex Model and each hori-
zontal edge of the lattice could be crossed by no more than one path. We see now how
it is possible to exploit combinatorial properties of weights Lg ,, 5, in order to take
away this restriction. The strategy consists of collapsing together multiple horizontal
lines of vertices.

Suppose we aim to allow up to J paths to travel an edge horizontally. For a given
probability distribution P on {0, l}J , consider the quantity

J
> P [ Lo Gror il ik, ), (2.8)

h,he{0,1}/ k=1
[h|=j,W|=/",

where

ik=ik,1+hk—h;€, io=1, ij=1i and i+j=i/+j/. 2.9)
Naturally, (2.8) is the probability that in a column of J vertices i paths enter from
below, i’ exit from above and, independently on their arrangement j of them enter

from the left and j’ of them exit from the right. We ask under what conditions on P,
expression (2.8) can be written in the form

~ Co
POHLY) G jli' ), (2.10)
for some probability distribution P on {0, ..., J} and some weight Lgi’”. A possible

answer is essentially contained in the following

Definition 2.1 A probability distribution P on {0, 1}/ is said to be g-exchangeable if
it is of the form

qz,{zl hy(k—1)

P(h) = ﬁﬂhDTlhl)’

@2.11)

where P is a probability distribution on {0, ..., J}, |h| = h; 4+ --- 4+ hy and

: iG=1 q:q)s
Z =q 2z ——2 1
1) =4q @D ig;q)s—j

In the previous definition we made use of the common notation of g-Pochhammer
symbol (x, q),, whose definition is recalled in “Appendix A”. For the next result we
set the parameters (1, ..., u;) = (u, qu, ..., q’ ~'u).
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Proposition 2.2 ([18], Proposition 5.4) Fix non-negative integers i, i’ and let P be a
g-exchangeable probability distribution on {0, 1}’ . Then also

J
P'(h) = Z P(h) ]_[ Le ghtus, k1. il ik, ) (2.12)

he{0,1}/ k=1

is g-exchangeable. Here numbers iy are defined as in (2.9).

A way to rephrase result of Proposition 2.2 is to say that, in expression (2.12),
assuming |h’'| = j’ and assuming that the probability distribution P has the form
(2.11), then we can write

/et ~ ./ J) A qZ’{ZI hie(k=1)
P(h):P(l+]—)LEM(1l+] —l|l,])Tj/) (2.13)
where the exact form of the probability weight Léjb)t 5, can be also computed and it
is given below in (2.17). This can be easily exploited to collapse together J different
rows of vertices. Assume that in the leftmost column paths enter with g-exchangeable
distribution P (see Fig. 6), then

YooY PMX (k= ) Xy (hyivy g = X))
he{0, 1}./ V1,V2,.0y Vj—1
[hi=jo
= P(jo) [T L), tms. umrl m. i), (2.14)

x>1

where A = 1712M2 ... and A/ = 1™12™2 ... are symbols indicating configurations
entering and exiting respectively the bottom and the top row. In analogy with expression
(2.4), we formally define the fused transfer operator

XD G a0 = a4 1))

Ur+1

J
— ]P)(JI+1 — ]64—1) 1_[ L( ) x’ ];+i| ml‘+1’ ]erl) (215)

ExUit1, S)c
x>1

where again, numbers ]’“ satisfy the conservation law

m', + ji = m T (2.16)
Here, with a little abuse of notation, we assume that J’+1 is a random variable taking
values in the set {0, 1, ..., J}. Itis clear that, thanks to (2.16), once we specify { j(’)},zl
and {m'}; ;>1, we automatically obtain quantities {;j’} (>1, which we interpret as
occupancy numbers of collapsed horizontal edges. In this way, definition of random
variables m;, j; given in (1.2), (1.3) has been extended to include the case where
multiple paths can share horizontal edges.

@ Springer



942 T.Imamura et al.

Fig.6 A schematic ’ ’

9 . . my my
representation of the fusion of J
rows reported in (2.14). Here
from the leftmost J vertices the h pY

. . J

total number of entering paths is
jo=h1+hy+---+hy.
Symbols A, A indicate the initial Vi1
and final configurations, whereas
intermediate ones are described

by symbols vy, ..., Vy_1 jo Vs
ha ‘ ‘
v
hi !
A
mi ma

The closed expression of weights L) ([18], Formula 5.6 or [30], Theorem 3.15) is
considerably more involved than that of the J = 1 case presented in Table 1 and it is

5 2j1—1 - -1.
(_1)!1q2l1(11+ I=Dyightin=iz(ys 5 9) jo—iy

(@5 @i (513 @iy o (@7 1771 @) -

= (q72, g7, sug?,  qs/u
X 4¢3< $2, g\t gitl-ip g9, 9). @217

L)1 il iz, 2) = Listji=intsn

Here the function 4¢3 is a particular instance of the regularized g-hypergeometric
series defined in “Appendix A, (A.10)”.

In expression (2.17), we notice the rational dependence of L,&Q on g7, so that one
can provide an analytic continuation in this parameter. Substituting ¢’ with a generic
complex number not belonging to the set g% , we see that the fused weights are
well defined for each choice of ji, j», so that paths of the Higher Spin Six Vertex
Model no more undergo any limitation as far as number of horizontal edges they can
simultaneously cross.

As explained in the last paragraph of Sect. 2.2, we can decouple boundary random
variables {jf)}, and {1(¢)}; by setting m(l) = 00 a.s. This is still true after the fusion of
rows procedure and what we obtain is a fused version of the step Bernoulli boundary
conditions for the Higher Spin Six Vertex Model on the restricted lattice Aj . In
this case, to express the probability distribution of random variables j| we need the
following

Proposition 2.3 Consider Y1, .. .Y  independent Bernoulli random variables respec-

tively of mean p/(1 + p),qp/(1 +qp),....q" "' p/( + ¢’ =" p), with p € R,
Then, defining X; =Yy +---+ Yy we have X; ~ gNB(qg~/, —q” p).
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Proof For any k in the set {0, 1,...,, J}, we have
p* e
P(X; =k) = Y gqEim D (2.18)
(=piq)y S
he{0,1}
|h|=k

The sum involving powers of ¢ in the right hand side of (2.18) is easily expressed as

TNy G
S gXial-bh = (kgL Lk (2.19)
he{0,1)7: @ D
Ih|=k

as a result of the two different notable expansions for the g-Pochhammer symbol

J
J oo .
@@y =Y FDE Y Tl ang

k=0 he{0,1}7:
|h|=k
J —J
k(™75 @k
@y =) (zq)) ———.
,; ) (@5 Dk
Combining (2.18) and (2.19) we conclude the proof. O

As we already made clear, the fusion of rows procedure consists in taking the Higher
Spin Six Vertex Model as defined in Sects. 2.1, 2.2, specializing spectral parameters
in geometric progressions of ratio g and tracing out over configurations of paths
sharing the same number of occupied horizontal edges at a each column of vertices.
When we do so, after the choice m? = 00 a.s., recalling (2.7) and utilizing result of

Proposition 2.3, we obtain

v(@a75q), (¢'&sius q)

Py = k) = (¢’
i ) (q sléllfit) q; r E1s1ur; ¢)oo

(2.20)

Therefore we can conclude that in the Higher Spin Six Vertex Model, after a fusion of J
rows, when in the leftmost column of vertices flow infinitely many paths, j% , j%, j?, ceey
become mutually independent g-negative binomial random variables respectively with
parameters (g7, g/ s1&1u,) fort = 1,2, .... The special case when my = 0 a.s. for
x > 2 generates the step g-negative binomial boundary conditions introduced in
Sect. 2.1 (see Fig. 7b).

We close this subsection remarking that the history of expression (2.17) is actually
longer than how it might seem from reading this brief overview of results. More
complicated expressions for a quantity analogous to the transition matrix L) had been
known in the context of quantum integrable systems for almost three decades since
[45]. Relatively compact expressions such as that presented in (2.17) became available
only in more recent times after the work [49]. A detailed probabilistic derivation of
the stochastic weight LY can be found in [30].
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(a) (b)
t Lo . t — . —O—l .
2. Lo . 2. .
1 —H e e e e 1 o e
1 2 T 1 2 X

Fig.7 a A possible configuration of paths in the Higher Spin Six Vertex Model on Ag o and J = 1. Here

boundary conditions are taken as m(l) = oo and j6 =1 mg = 0 a.s. for all x, ¢ > 0. Such choice produces

the step Bernoulli boundary conditions in A . b A possible configuration of paths in the Higher Spin Six

Vertex Model on Ag g and J > 1. The thickness of red traits indicates multiple occupations at edges. Here

boundary conditions are takes as m(f = oo and j6 =J m)? = 0 a.s. for all x, ¢ > 0. Such choice produces

the step g-negative binomial boundary conditions in Aq ¢ (color figure online)

2.4 Observables in the higher spin six vertex model with step boundary
conditions

After discussing the fusion procedure in Sect. 2.3 we come back to the unfused model,
with J = 1, defined in the lattice Ag 0. Recall that with step boundary conditions (2.1),
no path enters from the x axis and each vertex on the 7 axis has a path entering to its
left. When this is the case A(¢) is at each level associated with a signature in the set

Sign” == === >0)]|v € Zo)

A relevant quantity for which we possess exact formulas is given in the following

Definition 2.4 Consider the Higher Spin Six Vertex Model on A o with step boundary
conditions. We refer to the quantity

bx, 1) =) mi =#{j| 1;(t) = x} (2.21)

y=x
as the height function b at the vertex (x, #) (for an example see Fig. 8).

The two different height functions h and H, defined respectively in (2.21) and (1.12)
are clearly related quantities. In particular they are connected by the trivial relation

H(x,t) =bhx +1,1).
We like to keep their notation distinct as h only refers to a model with step boundary

conditions, while the definition of H also makes sense when paths emanate randomly
from the horizontal axis.
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Fig.8 A possible set of up right

paths in the Higher Spin Six | |

Vertex Model with step t : 4 |3 '2 1
boundary conditions. The )
numbers reported next to each : 3 |3 1 1
vertex are the values of the
height function b defined in 2 2 1 1
(2.21)

In [30] the height function is thought of as the position of a specific particle evolv-
ing in a certain totally asymmetric exclusion process, or as the current of a totally
asymmetric zero range process. Authors derive a closed expression for the multi point
g-moments in case of step initial conditions (for the exclusion process), exploiting
Markov self duality of the Higher Spin Six Vertex Model. The same result is achieved
in [18] following a rather algebraic approach.

What follows is a nested contour integral expression for the single point g-moments
of the height function of the (unfused) Higher Spin Six Vertex Model with step bound-
ary conditions.

Proposition 2.5 Consider the unfused Higher Spin Six Vertex Model and assume con-
ditions' (1.8), with g # 0. Let

max {u;'} <¢ min {u; ") (2.22)
i=1 t i=1 t

..........

and let products &;s; be strictly positive for all i. Then for alll € Z>o and x € Z>o,
we have

1(I=1)

E(g0 ) =L 7 ?{ 7{ M ===
Qi) S Jaon 4y, 24 — 928

(2.23)

l X

Xl_[ 1—[ %’j—SjZi' ﬁ l—qujZiﬁ

—1 I
i=1 \j=1 57 8 % j l—ujzi oz

where the variable z; is integrated along the pa_th %[UH] = (U] U riCo where
r > q_l, Co is a small contour around 0 and y;[U] encircles the set {ul_l, e, ul_l},
q_ly,'_l [U] and no other singularities. Moreover qﬁ[ﬁ] doesn’t intersect any riCo

and r' Co doesn’t contain any point of the set {&jsj}; (Fig. 9).

Proof This Proposition is a consequence of Corollary 9.9 of [18] (with J = 1), where
authors state nested contour integral formulas for the multi-point g-moments of the

1 In [18] authors consider parameters s;, u j which have opposite sign compared to our choice (1.8). This
is just a convention and hence not a problem, as the stochastic weights L depend on s;u ; and vlz
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{au; '}

7N

\ y {€rse)

Fig.9 An example of nested integration contours for (2.23) in the case [ = 3

higher spin six vertex model E (Hé:] qh(xi”)>. These reduce to the single-point g-
moments in the left hand side of (2.23) after setting x; = x + 1 fori = 1,...,1
(we precise that in [18] the height f(x, ¢) is denoted by the slightly different symbol
b, (x) and r = n). Moreover, in the notation of [18] contours y;[U] are denoted by
)/17 [u], the circle around the origin Co is cp and the union y j [ﬁ| 1=y [U1UriCy
is y; [Wljl=y; [@uUric.

To prove this fact, first let us assume that

-min {s;/&;} > q max {s;/&;}, (2.24)
j=L,.., x j=1,...x
~min {1/(s;&;)} > max {s;/&;}, (2.25)
j=1l,...,x j=1,...x
0<s; <1, 0<§; <o, forall j =1,...,x. (2.26)

We can match conditions on parameters given so far with the hypothesis of Corollary
9.9 of [18] (modulo the change sign of parameters u;, s ;). Namely (2.26) and (1.8)
with ¢ # 0 correspond to (5.1), (5.2) of [18],2 (2.24), (2.25) correspond to (7.4) of
[18] and (2.22) corresponds to (8.18) of [18] (with J = 1). This implies the statement
of Proposition 2.5 under assumptions (2.24), (2.25), (2.26).

We now come to remove assumptions (2.24), (2.25) and to include the case when
sj — 0,&; — oo simultaneously keeping &;s; a positive finite quantity. We do this
through an analytic continuation argument. First we notice that the left hand side of
(2.23) is a finite sum of a finite product of weights L, J5i and hence it is a rational
function of all parameters §;, s;, u ;. This is because the height function h(x + 1, 1)
only depends on path configurations on the finite lattice {0, ..., x} x {0, ..., ¢} and
for step boundary conditions there exists only a finite number of such configurations.
The right hand side of (2.23) is also a rational function of &;, s;, u ; since the integrand
function depends rationally on these parameters. Therefore equality (2.23) holds when-
ever weights Lg;,.; 5; are all positive quantities and at the same time one can construct

2 In(5.1), (5.2) of [18], authors think of sj and &; as infinite sequences. They require that these parameters
are uniformly (in j) bounded away from the boundaries of their domain of definition. When it comes to
stating formulas like (2.22) the clarification “uniformly” is redundant since only finitely many of the s, §;
are used.
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integration contours [U|;]. At this point it is easy to see that hypothesis made in
the statement of the Proposition fulfill these conditions. This completes the proof. O

The next Corollary is a reformulation of Proposition 2.5 with a different choice of
integration contours in (2.23). It is stated for the unfused model, whereas its general-
ization to the fused model is discussed in Remark 2.7.

Corollary 2.6 For the unfused Higher Spin Six Vertex Model assume conditions (1.8)
and let

g sup(&si) < inf{Es;).

Then we have

) b
E <qlh(x+1,n)) _&Dig 2 ?g

?g ZA —ZB
Q2ri)! ClEs|1] CIESI |y _p< 2A — 478
- - (2.27)

n

y ﬁ(ﬁ £jsj —S?Zi l_[ l—qujzi@)
Jj=1

o1 =l Eij—Zi l—ujz,' Zi

where the integration contour of z; is C[ES|i] and is the disjoint union of two curves
C[ES|i] and ri=19D. Here C[ES|i] is a counterclockwise contour encircling the set
{&;si}i and qC[ES|i + 1], but not 0 or any number u;l . The disk D is centered at 0 and
it is sufficiently large to contain every C[ES|i] and the set {u;1 }i. The coefficient r is
bigger than ¢~ and r'='9D is clockwise oriented. A visualization of such contours
is given in Fig. 10.

Proof We first assume also hypothesis (2.22) from Proposition 2.5. In this case for the
g-moments of the height functions we possess the integral representation (2.23). We
use inductively the residue theorem to turn the integrations around contours 7;[U|i]
in (2.23) into integrations around C[ZS|i]. Let’s start with the most external contour
W[ml ]. We see that the integrand in the rhs of (2.23) has in the variable z; poles at
-1 -1 -1 -1
q 21,9 z-1,6181, ..., ExSx,uy .. up 0,00,

so that since W[ﬁﬂ] only leaves outside &;s1, ..., &5y and co and we have

%VI[U”] ﬁ[ESIl]

We move now to the integration in z;_1. Here poles are at
-1 -1
qth Zly""q 21729515‘17"'5S)CSX5u17"'9u[705oo
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Fig. 10 An example of nested integration contours in (2.27) for the case / = 3. We see the integration
contours for z1, zp, z3 labeled respectively with M, A, ®. Dotted lines between the external clockwise
oriented contours D, rd D, r23 D are the shifted paths q_l aD, q_ZBD (color figure online)

and yl_l[ml — 1] leaves out o0, &151, ..., &Sy and the shifted contours ¢ C[ES|/],
qu’laD where gz; lies. Since C[ES|/ — 1] contains &;s7, ..., &Sy, gC[ES|l] and
no other pole and r/=23 D encircles gr' =19 D and co we also get

?gyz_l[Uu—ll ygc[ssu_u

By repeating the same procedure for all the remaining integration variables we can
prove (2.27), under the hypothesis (2.22). To remove this last condition we use an
analytic continuation argument. In fact the g-moments in the left hand side of (2.27) are
rational functions of the parameters u ;, because so are the stochastic weights Lg;y ;-
Also, the integral expression in the right hand side of (2.27) depends analytically
on the u;’s as long as they stay negative, because they do not cross the integration
contours. Therefore (2.27) holds for any u; < 0 and this completes the proof. O

Remark 2.7 Expression for g-moments (2.27) does not require any hypothesis on the
spectral parameters u; other than u; < 0, as stated in (1.8). In particular, in (2.27)
we can also take the u;’s in geometric progressions of ratio g therefore obtaining the
same statement for general spin number J. In such case the g-moments are expressed
as in formula (2.27) with the only change
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l—qujzi 1—qJMjZi
— .
1 —ujz 1 —ujz

(2.28)

This is in contrast with expression (2.23), where the further assumption (2.22) was
made and therefore the general J case (that was still stated in Corollary 9.9 of [18])
would not follow from analytic continuation.

Following a consolidated approach developed in [13,15], in the particular case of
step initial conditions, by using the result of Proposition 2.5 or Corollary 2.6, one can
obtain a determinantal expression for the quantity

1
N ((éq"““v’); q)oo> ’

which is known to be the g-Laplace transform of the probability mass function of
h(x + 1, ¢). This type of result has proven to be fruitful (see [34]) when it comes to
the study of asymptotics of h(x + 1, ¢) as x and ¢ go to infinity.

We remark that results like those of Proposition 2.5 or Corollary 2.6 essentially hold
only for step boundary conditions, which at the current state are the only boundary
conditions exhibiting a nice enough underlying algebraic structure to derive exact for-
mulas for observables. It is nonetheless possible, after a suitable choice of parameters
E, S, U, to produce other initial conditions, as those considered in [53] or [2,25]. In
particular we will use a similar approach to that developed in [2] to produce and study
the stationary model.

3 g-Whittaker processes

In this section we give a brief review on g-Whittaker processes and present main
results which will be used in the remainder of the paper.

3.1 Macdonald processes and g-Whittaker processes
The g-Whittaker processes and the g-Whittaker measure have been first introduced
in [13] as particular cases of the more general Macdonald processes. This is a family
of measures on the Gelfand—Tsetlin? cone G’H‘fo (Fig. 11), the set of sequences of
partitions of integers

B <A <@ <<

where every A) is an element of

Part?’ = {1 = (1 = - = i = 0)| j € Z=o}.

3 The notation GTZY refers to Gelfand-Tsetlin cones of partitions. One can define the same object with
generic signatures instead of partitions. We refer to the two sided Gelfand—Tsetlin cone with the notation
GT as in (3.4).
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Fig. 11 A triangular array in the (n) < y(n) - < 1(n) o y(n)
Gelfand-Tsetlin cone G']T,?O A’ = An—l - )‘2 - /\1
N & N &
—1 _
)\;n_l) )\gn 1)
N 7%
2 e
\(2) (2)
>\2 >\1
N
(1)
>\1

The interlacing relation between two partitions A, i, denoted with i < A, means that
M1 < g < Ay for each k.
The Macdonald process is defined as the measure

1
I1(a, p)

n
M(4 < AW << A(”)) = 1_[ Py jpi-nais g, 1) Qo (03 g, 1),
i=1

where P and Q are Macdonald functions ([48], Chapter IV) and IT is a normalization
constant and its value can be expressed through the known Cauchy sums for symmetric
functions. Here, g, ¢ are parametersin [0,1),a = (a1, ... a,) denotes a set of numerical
values at which Macdonald polynomials are evaluated, whereas p can be a generic
complex algebra homomorphism on the algebra of symmetric functions. In this sense
the quantity IT(a, p) can be thought as the generating function of functions Q; (p; g, t).

The Macdonald measure is a particular case of the Macdonald process, obtained
by projecting the measure M on the last partition A", The branching rule

Z Poular, ...,ax-15 9, ) Pisslag; q,t) = Pyyular, ..., aks q, 1),
x

of Macdonald functions allows us to write

M= Y. M(@<A(l) << A=D1 <x)
A Am=D)
! Py 1) 0i( 1)
= 2@ q, Ao 4q,1).
I(a, p)

The definition itself of the Macdonald functions depends on two parameters g, t and
letting these parameters vary one can obtain numerous other families of symmetric
functions such as the Schur polynomials or the Hall-Littlewood functions. The g-
Whittaker functions arise when we set ¢ = 0. An exact expression for the one variable
skew g-Whittaker polynomials P /,, which we denote dropping the explicit depen-
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dence on ¢, is

Piju(a) = ]_[a’\’ ]_[a < - '+1> ,

)\‘_I’Ll

and the generic g-Whittaker polynomial is

N
Py(a) = Z H Py pi-n(@j),

wWWi<i<k<N—1 J=1
k1) _y (k) _ (k1)
Mipr =AU =M

where A is meant to be . In case the Macdonald measure is considered with r = 0
we use the notation

W) = P (a) 0w (p). (3.1

I(a, p)

Macdonald functions possess an important orthogonality property with respect to the
so called forus scalar product. For t = 0, it is defined as the n-fold integral

n d X
oo = [ 1556 e@mi,
n izl j

where T = {z € C : |z| = 1} is the complex circle and

1
mi@) = ——— [] @i/zji Do (3:2)

!
Qmi)"n! I<istj<n
is the g-Sklyanin weight. For the g-Whittaker polynomials this relation reads as
(P, P,u>n = CA(SA,M

and c), is some non zero constant. This property can be exploited to give an indirect
definition of the dual ¢g-Whittaker function Q as

1
—<PA, > P,LQ,L(p)>
C) m n

1
= _<P)\.1 H(‘r )0)>n
i

0,.(p)

(3.3)

An additional remarkable structural feature of Macdonald polynomials is the shifting
property,

Py (X3 q,t) = (x1---x0) Pr(X;5 q, 1),
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where r is a non-negative integer and A +r" = (A +r > --- > A, +r). Combining
this shifting invariance with (3.3), we are allowed to extend the notion of g-Whittaker
functions P, and Q) to the set of signatures

Sign; = {A= (1 >--- > M) Aj €Z}.

This observation is used in [39] to extend the definition of the g-Whittaker processes
on the two sided Gelfand-Tsetlin cone

k) k=1,... ntl k k—1 k
6T, = [N e 2018, <A <A} (3.4)

.....

3.2 g-moments of the corner coordinate

Macdonald polynomials can be constructed as eigenfunctions of the Macdonald oper-
ator D,, ([48], Sect. VI.3-4), whose action on the generic symmetric function F' is

n
X;i —tx;
DyFx) =Y [[=—FGr. ... xj 1. qxj X1, ... xn)

and the eigenvalue relative to the function P is
n
Jj=1

As such eigenvalues are all distinct, the function P, is uniquely identified imposing
the condition

Pux:iq. ) =mu(x) + Y Crumy(X),
<A

where m; is the monomial symmetric function, the summation in the right hand side
is taken over all partitions ;& < A in the lexicographic order and C;, ,, are constants.
In the simple case where the Macdonald operator acts on a product function F(x) =
f(x1) -+ f(xp), it can be written in the integral form

D,F(x) (t_l)_ljg — xj —1z f(q2) dz
Foo 2w Jolx-z f) 2]

being the integration contour a path encircling x1, ..., x, and no other singularity.
This last formula has been used in [13] to determine the g-moments of the observable
)Lf,") in the g-Whittaker process. We report this result in the next
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Clal1]

Fig. 12 A possible choice of integration contrours for (3.5) in the case k = 3

Proposition 3.1 ([13], Proposition 3.1.5) Let p be the specialization of symmetric
functions for which the normalization constant I1 of the q-Whittaker measure (3.1)
assumes the form

M(a; p) = ]_[ i [ ——F A+ Fiay)

i>1 (aiaj; Q)oo
for some sets of non-negative real numbers t, {«;}i>1, {Bi}i>1 satisfying

Z(Oli +Bi) < oo, suploaj| < 1.
i>1 ij

Then, for any non-negative integer k we have

(,,) (- 1)kq(2) i — 2
Ew <qu,, ) T oak % % P—
Qr* Jep  Jewan 1<,<J<k T4z
k 1 +qBizjdz; )
% 1—[ l_[ am r(q Dz; 1_[(1 _azZ/) 1oy "Ly
j=1 \m=1 4m — % i=1 b+hizj 2

where C[al|j] is the integration contour for the complex variable z; and contains
ai, ..., an, each shifted contour qC|a|l] forl > j and no other pole of the integrand
(Fig. 12).

Naturally, under some suitable assumption on the growth of the g-moments, they
completely determine the distribution of Aﬁ,") as they are generated by the g-Laplace

transform (see (A.15))
1
S ——
&q™; @)oo
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This is the case for expressions (3.5), stated only for step initial conditions, where all
qk)‘;n) are positive quantities bounded above by 1.

So far we presented the exact expression of the g-moments of two different observ-
ables of two different stochastic processes. Despite the difference between the Higher
Spin Six Vertex Model and the g-Whittaker processes, expression of the g-moments
respectively of the height function f and of the corner coordinate )\,(1"), given in (2.27)
and (3.5) indeed show similarities. This fact was noticed before in [53], where authors
described the correspondence between these two models under step Bernoulli bound-
ary conditions for the Higher Spin Six Vertex Model. The matching reported in the
following Proposition traces that of Theorem 4.11 of [53]. We consider the unfused
model, granted that a generalization to the fused one can be given simply specializing
spectral parameters in geometric progression of ratio g.

Proposition 3.2 Set parameters of the unfused Higher Spin Six Vertex Model E, S, U
to be as in Corollary 2.6. Moreover let the following bounds

sup{&isi} < 1, sup{s;/&} <1, sup|§siu;| <1, (3.6)
i 14 L]

hold. Then, we have

1
X
Ens (q“’(’“’l’”)) =EBwegy | (™ +a" []5F , (3.7)
j=l

q

where (a + b)ﬁi = Zi:o (,l()qakbl_k and the q-Whittaker measure in the right hand
side is given by

oy [T=1Gisj&i /8 oo
Wasu® = ll] [Tz (1 —uj&isi)

XOn(s1/&1, ..., sx/Ex, —Ut, ..., —Up). (3.8)

a—specializations ~ p—specializations

Py(&1s1, ..., 6x8y)

In (3.8) we made use of the common terminology of «-specializations and S-
specializations, justified by the fact that the g-Whittaker measure Wz g y is obtained
setting in Proposition 3.1 o; = s;/&;, Bj = —uj, T = 0 and q; = &;s;.

Proof Comparing expressions (3.5) and (2.27), after properly substituting parameters
T, o, Bi, a; we see that they only differ by the choice of integration contours. In fact in
(2.27) the contours are C[ES|i] = C[ES|i1Uri~19 D and we see that performing the
integration over the large circle ' ~'3 D corresponds to the evaluation of the residue at
z; = oo. In order to express (2.27) only in terms of integrals over C[ ES]i], we choose
1<ii<---<ijy <lforak e{0,]1,...,1}and for all variables z with indices in
{i1, ..., i1—x} we evaluate the correspoding residue at co. A computation shows that
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for any choice of iy, . .., i the residue is

I—k

* k
) +U=intt=i=) [ 0 TT o2 D" f
q q | |s- -
i / (27T1)k ClES|1]

._ﬁﬁ l—[ ZA —ZIB

[ESIK] | 4 < p<k ZA —49ZB
k X (3.9
%-]Sj 1 S )l_[ qu]Zz le
X — 8 Zi
1’1] 1_[ IR A SR l—ujzi zi
I—k

X
N (i Vot (K
— q(2)+(1 i+ =i_)—(3) q" l—[ sz EWE,S,U (qkkx)_
j=1
In the last equality we used the fact that, assuming the bounds (3.6), the g-moments
of Ay in the g-Whittaker measure Wz g y defined as in (3.8) are written as nested

contour integrals. We can now take the summation over all choices of i1, ..., i;_; and
we express the term depending on these indeces as
gOH=G 3 giemine - g (-(EH-CE (]
|~ l—k) _
1<iy<-ij—x <l q

().

where in the first equality we used (A.5). The proof of identity (3.7) is concluded once
we take the summation overk =0, ..., /. O

Remark 3.3 The same matching discussed in Proposition 3.2 holds if we consider
the fused Higher Spin Six Vertex Model with spin number J. In this case the
B-specialization of the g-Whittaker measure become —u; — (—uj, —quj,...,
—q’lu ;) and subsequently in the right hand side of (3.7) one should substitute
qn N qJn

Remark 3.4 The result of Proposition 3.2 (and [53, Theorem 4.11]) establishes an
equivalence in distribution between a marginal of the g-Whittaker process and the
Higher Spin Six Vertex Model. For the case when all s, = 0 the Higher Spin Six
Vertex Model reduces to the Bernoulli g-TASEP, that was obtained as a marginal of
the g-Whittaker process in [50]. For parameters s, # 0, although this matching is
clear at the level of formulas we are not able to give an intuitive argument to explain
why this should hold.

3.3 Explicit distribution of 1"

By making use of (3.3) and additional combinatorical properties of g-Whittaker func-
tions, in [39] it is shown to be possible to express in a compact form the probability
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distribution of k(") in a two sided g-Whittaker process, which has been briefly defined
at the end of Sect. 3.1. We have the following

Proposition 3.5 ([39], Proposition 3.14) Let p be a specialization of two sided q-
Whittaker functions, such that

n n
1
Ma;p) =] [ —,
(@:0) Ee | e

ij=1
or parameters satisfying |v;| < |a;i|. Then, for any integer I, we have
p ying |y j y integ

_ AN! I1(z; p)
n) _ _ . n—1 - q

(A/Z; @)oo rdzj
l_[?,j=1(6li/Zj; q) oo o1 G

, (3.10)

where A = ay---a,, Z = z1---27, and the integration is performed over the n
dimensional torus T".

With very little changes in the proof of this last proposition one can allow the
normalization constant IT to be of a more general form.

Proposition 3.6 Expression (3.10) also holds for p being a specialization of two sided
q-Whittaker functions such that

e = [T [T 282 1 oo

i1 ((X]auCI)oo j (V]/az;Q)oo,
for non-negative real parameters t, {a;}, {Bi}, {vi} satisfying

D (aj+8)) <o, laiajl <1, |yl < lajl.
j=1

4 Boundary conditions

The aim of this section is twofold. First, in Sect. 4.1 we prove Proposition 1.2, which
characterizes the family of probability measures satisfying a certain translational sym-
metry, which we denoted as Burke’s property (see Definition 1.1). By means of this
property we define the full plane Stationary Higher Spin Six Vertex Model and this is
done in Proposition 4.5. Subsequently, in Sect. 4.2, we give a description of a family
of boundary conditions which one can construct from the step one (2.1) and that will
be suitable to study the model in the stationary case.
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4.1 Burke’s property in the higher spin six vertex model

We like to start this Subsection by giving the proof of Proposition 1.2. First we show
our results for the simpler case where the model has unfused rows, corresponding
to the choice J = 1. Subsequently we extend our proof to the general J case. In
particular, when J = 1, each horizontal edge is crossed by either zero or one path and
therefore random variables j'. are Bernoulli distributed. We also recall the sequential
update mechanism produced by the transfer operator X,,,, which has been described in
Sect.2 (and in [18], Section 6.4.2). Let A(r — 1) = 2y '3 bea configuration
of paths entering the row of vertices with ordinate ¢ and assume that, conditionally to
the value of A(t — 1) and j|, random variables mj, ..., m!_  j5, ..., j'_, assumed
respectively the values mb, ... ,m' _,, ji,..., jL_,. Then we have

P(m; = m! |1t — 1), {m], j;}y<x) = Lug,.s, (m;—l, Jiimt, j;), @.1)

where the definition of L is given in Table 1 and at the boundaries (that is for x = 2
ort = 1), the law of {mg Jx>2, {jll}tzl is assumed to be known. This update is called
sequential since it can be regarded as a sequence of moves propagating from the
leftmost vertex to the right.

The update produced by the fused transfer operator Z{,S{ ) naturally follows the same

rule, with weights L being replaced by weights L) given in (2.17).

Lemma 4.1 Assume that the Higher Spin Six Vertex Model, with J = 1, satisfies the
Burke’s property. Then, setting

pr=P(.=1) and my=P(m},=M) (4.2)
we have
1-— squ_l
T =Ty _—
M x M—1,x Pt 1 — s Eou;
1 — sy&eugM —scEeuy + 52gM
+ 7TM’x |:(1 _ p;) xéx tq + P ng t xq i| (43)
1 — syécuy I — syécu,
—Sx&xlis +Sx€xuth+l

l _
+ 71, — pr) T

foreach M > 0, withmw_y , =0.
Proof From the definition (4.1) of the update rule given by X,,, we have
P(m. = M) =P(m'~' =M —1,j._| = Dlye, 5, (M — 1,1 M, 0)
+Pm =M, j | =0)Lyz., (M, 0] M,0)
+Pm =M, = Dl s (M, 1] M, 1)
+P(MT =M+ 1) = 0)Lye ., (M 41,00 M, 1),

“4.4)
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which becomes (4.3) when we substitute the definition of weights L given in Table 1 and
use the Burke’s property to express the joint law of m;’l and j._, through quantities
M WX P l- O

An interesting feature of the recurrence relations (4.3) is that it admits an exact
solution in terms of the Al Salam—Chihara polynomials ([41]).

Lemma 4.2 Assume that the Higher Spin Six Vertex Model, with J = 1, satisfies the
Burke’s property. Then, for each (x,t) € A1 o random variables m'., j'. have laws

m', ~ gNB(sy, d/(Es)),  Ji ~ Ber(=du, /(1 — duy)), (4.5)

where d is a parameter independent of x or t that satisfies (1.15).

Proof We use results of Lemma 4.1. We claim that

M (2. (—1:‘:"” I;CI)
7TMx_< Dt ) G m \T=p)Eu o 46)

—sy&xu (1 — ; )2 .
xgx t( pt) (q Q)M (—stx(lt—Pr)Mt’q)oo

is solution of the recurrence (4.3). Such expression for s  is relatively simple, so
that plugging it into (4.3) one could easily verify that indeed our claim holds. The
assumption that the probability measure satisfies the Burke’s property implies that
values of 7y , cannot depend on the ¢ coordinate and therefore t dependent quantities
uy, p; must satisty the relation

Y B, 4.7)
—ur(1 = pr)
for some parameter 4 independent on x or ¢, which necessarily has to meet condition
(1.15) as well. By inverting (4.7) and recalling the definition of p; given in (4.2) we
complete the proof of (4.5).

This checking style argument might not be the most elegant, so we now quickly
show how this solution was obtained. Setting sy, = s, £&xu; = u, p; = p and defining
the auxiliary sequence fys as

2.
Ty = ﬁfM—(s )i Iu,
q; m

the recurrence (4.3) becomes

(1= ) 2 4 gz

(1= p)su (1 — p)su
2
Su—Sup —S°P m 2 M _
RN T ]fM —(1-5%") fur1=0. @3
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This last expression has to be compared with the general recurrence relation
2 n n n _
— 171 = g"gn—1 +t1[z+ /2 — (11 + 2)q" |gn — (1 — t112¢") gnt1 = 0, (4.9)

with initial conditions p_; = 0, po = 1, which is known to be satisfied by the Al
Salam—Chihara polynomials ( [41], (15.1.6))
q, 4> .

Equating term by term (4.8) and (4.9) we get, in terms of variables z, t1, f2, B, the
second order system

hz, t/z
tit, O

q—n
gn(z; 1, lq) = 3¢2 < ’

@+ 1/2n = Bl

2_ _p2_p
i =—p (1=p)su’

2
2 _ pSu—sup—s<p
tl +hh = ,3 =pysu_°

(4.10)
t1thh = sz,

whose solution is

— 1—
t=-s i, B =-—s ﬂ, =10, B = s>
(I = pu —sp

With these choices of values the Al Salam—Chihara polynomial assumes a simple

form, so that
)=(aZs)
g9, 49 )=\ —7—= s
u(l—p)

where in the last equality we used the g-analog Chu—Vandermonde identity (see
“Appendix A”). Using the definition of f3; we finally obtain (4.6). O

Il
[

-M _
fM:gM(tz;tlvtﬂCI):Z(pl(q ’ SP/(Z up)

Result of Lemma 4.2 suffices to prove the “only if” part of the statement of Propo-
sition 1.2 in the particular case of a model with J = 1. The next two Lemmas address
the “if”” part of Proposition 1.2.

Lemma 4.3 Consider the Higher Spin Six Vertex Model on A1, with J = 1 and
boundary conditions

m® ~ gNB(s2, d/(Ecsx)),  ji ~ Ber(—du, /(1 — duy)), 4.11)
where mg, mg, mg, . ,j%,j%,j?, ... are independent random variables. Then for all
x > 2 the sequence mg, m2+1, m2+2, . ,j)lc_],jﬁ_l ,ji_l, ... is a family of indepen-

dent random variables and for eacht > 1 we havejﬁcf1 ~ Ber(—du;/(1 — duy)).
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Proof We start observing that, due to the choice of boundary conditions and due to the
fact that paths propagate in the lattice in the up right direction the family of random vari-

ables mY, m2+], mgﬂ, ... is always independent of the family j! |, j2 i3 ,,...
and hence we only need to show that j)lc_l , ji_l , ji_l, ... are mutually independent

and that their distributions follow the law described in the statement of Lemma 4.3.
We prove this claim for the x = 3 case, as the general x case would simply fol-
low by induction procedure. This means that, for all # > 1 and for all choices of
(j1, ..., jr) € {0, 1}, we need to show that

P(z—npqu—ﬁ)zflidwyk 4.12)

bl duy

To do so we follow a rather algebraic approach. Introduce the 2 x 2 matrices

Ap = _ (1 _5252”k> . Bi= ! <—S2$22Mk Szézzuk) ’

1 — s28up \1 —s282uk 1 — s262u 53 s

through which we can express the stochastic weight L, using the classical bra-ket
notation,* as

Leyue,s (m, jlm + j = ', j') = (ejl (Ax +q" Br) lejo),

for each j, j/ = 0, 1. It is not hard to convince oneself that it is possible to describe
the weight of any admissible configuration of paths around a column of two vertices
as

J2 Js . . . .
Z L§2’u1182(m7]1‘ llv]i)sz'Mz,SQ(llv]?' l27]§)

11,1220

L{£27"1a£2’urk}132

J1 7
m

= (e, | ® (ej,| [(A1 +q™B1) @ Ay +q™ (§5) (A1 +q™B1) (1)) © Ba] lej) ® lejy).

More in general, defining the sequence

®k-1) k1)
{T(m) T @ At q™ (60)7 T (61fy) N RE)

" — Ay +q"B),

one can show that, for all admissible configurations of paths around a column of k

vertices, we have
. v
Jk #ﬁ Ji

Lieour. touet o = (e | ® - ® (eg]) - T™ - (legy) @ -+~ ® leg,)).

J1 +j{
m

4 The numbering of rows and column starts from zero rather than from one.
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Define also the vector

Vel = ——(eo] + —H_ (g
vi| = e e1l,
e O T T g !

so that
P(l=jifi=ji) =@ @ Wl le) @@ ej).
Adopting this matrix notation we can translate equality (4.12) into the eigenrelation

Vi@ ® vl Y mPT" =il ®---® (vil, 4.14)

m>0

where we used the shorthand

m (2. .
n;m:p(mg:m):( 4 > (8 @) @/ G50 Doe 4o
Exsx ) (@ @Pm (dsk/Ek: @)oo

We prove (4.14) by induction. When ¢ = 1, we have

1 —d/(s252)

e mEY — iyl
(v an (A1 +4"B1) = (vi] <A1+ T

m=>0

B]) = (v1], (4.16)

where the summation with respect to m was performed using the expression (4.15)

for ¥ and the g-binomial theorem (A.7) and the second equality follows by direct
inspection of the matrix product. We now assume that (4.14) is true for # — 1 and from
this we would like to show that the ¢ case follows. Using recursion (4.13), we write

Vil ® @ (vl > 7 PT™

m=>0

2) 4 (m)
=@ @ Wl | Y 72T ® 4 4.17)

m>0

-1 -1
+ Y 22" (59T (5,9,)% @B

m>0

and we see that the more complicated term to analyze is the second addend in the right
hand side, as the first one becomes

Vil ® -+ @ (vi—1] ® ({ve] - Ayp), (4.18)
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using the inductive hypothesis and the Kronecker rule for multiplication of tensor prod-

ucts of matrices and vectors. From the computation of ¢ moments of the probability

measure n.( ) it is easy to see that

1—4d
anm @ _ 1= d/(28&) quq)mnr(nz)

m=>0 1 o L[SZ/EZ m>0 d—qd
which implies the identity
1 —d/(s282)
domPg T = 7 DL I (4.19)
m>0 2/s2 m>0 d—>qd

where the subscript | i—>qd @ W

substitute every 4 with gd4. Using (4.19) and the inductive hypothesis again, we can
evaluate the second addend in the right hand side of (4.17) as

in the previous two equations denotes that in i,

Vil ® - @ (vi—1] (4.20)

10\®—1) 1 —d/(s262) 2 (m) 1 0 \®C—1)
’ - T -B
(0‘1) 1 —dsy/& n;)ﬂm t—1 (Ol/q) Q (v¢ - )

_ 1 —d/(n28),
—<V1|®"'®(Vzl|®< 1= ds2/82 \a Bt)-

d—qd

So far we were able to transform the right hand side of (4.17) in the sum of (4.18)
and of the right hand side of (4.20). Employing identity (4.16) we recover (4.14) for
the general ¢ case, which completes the proof. O

Statement of Lemma 4.3 implies a certain propagation of the boundary conditions
(4.11) in the horizontal direction. The next Lemma addresses their propagation in the
vertical direction.

Lemma 4.4 Consider the Higher Spin Six Vertex Model on Ajo with J = 1
and boundary conditions as in Lemma 4.3. Then, for all t > 1 the sequence
mt2 ! mg ! mz—l’ N ,jt1+l,jt1+2, ... is a family of independent random variables

and for each x > 2 we have m'”" ~ qNB(s)%, d/(Exsy)).

Proof By similar argument as in the proof of Lemma 4.3 the two families of random
variables m"2 ! mg ! mi ' ... and it Jtl‘H, jtl+2, ... are always independent and
in order to prove Lemma 4.4 it is sufficient to show that, for all x > 2 and for all

(my,...,my) € Zégl we have
X
P(my=my,....ml=my)=[]x¥. (4.21)
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where the quantities n( )5 were introduced in (4.15). Also in this case we follow a

rather algebraic approach. First introduce the operator

L (m, 0| m’, 0) Lgy.5,(m, 0l m’, 1)
o — <sku3k 5k ,
> lem) L, O, 1m0, 0) Loy g, (m, 1], 1y ) (7

m,m’'>0

and vectors

1 1
(wie| = Z”(k) fex, V' = 1—du (_tfl)'

m=>0

Notice that operator /) is the one vertex analog of the transfer operator X, and that
the distribution of m}, ..., m! is given by

IP’(m% :mz,...,m)lc =my)
=v- <®(Wk|) : <®u<">> : (® |emk>> : (}) : (4.22)
k=2 k=2 k=2

By direct inspection we easily see that

wel - 4O = 37 (g™ Bi) il e (4.23)

m'>0
where matrices Ay, By are given by
A 1 1 —du A 1 —&sku dus?
Ay = ——— , Bi=——-— k).
T sk <EkSk/tf —%'kSku> T sk <—§kSk/tf St

By means of (4.23) and of the Kronecker rule for multiplication of tensor products we
see that the right hand side of (4.22) reduces to

v-T] (félk + quBk) : G) x [T~ 4.24)
k=2 k=2

which would prove (4.21) in case the scalar product v - [T{_,(Ax + ¢" By) - (}) is
equal to one. This is a consequence of certain product identities involving matrices
Ay, Bi. In particular, for all k, K’ we have

.:ZlkAk’ = vzlk, vzlkBk’ = 0, Bk./zlk/ = Ckyk’a, BkBk’ = dk’k’Bk’,

where ¢ i/, dy 1 are constants depending on parameters s, &, u and

A 1 —du
C= (1/0{”) -1 )
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Since v C- (%) =v-By- ({) = 0 for all k, we can now compute (4.24) as

. 1 X X
@24y =v- 2o (1) <[] = ],
k=2 k=2

which proves (4.21). O

We can now summarize results obtained so far in this Subsection and extend them
to the slightly more general setting of the model with fused rows.

Proof of Proposition 1.2 The case J = 1 of Proposition 1.2 is obtained combin-
ing Lemmas 4.2, 4.3, 4.4. To prove the general J case we need to show that
j}c_l,j)%_l,ji_l, ... are independent g-negative binomial random variables respec-

tively of parameters (™7, ¢’ u,d) fort = 1,2,3, ..., even when J # 1. Recall that
the fusion of rows is obtained by collapsing together J rows of vertices with spectral
parameters taken in geometric progression of ratio ¢ (see Proposition 2.2). Since, as
a result of Lemma 4.3, for each x > 2, random variables j}cfl,jifl,jifl, ... are
independently distributed, the proof reduces to show that, in the unfused model

. . k(g @ (¢ du; @)oo
P(jl,+- i/ =k)=(q du , forallk >0,
(X ! o ) ( ) @k (du; Qoo

whenu| =u,ur =qu,...,u; = qj’lu, which is the statement of Proposition 2.3.

This concludes the proof. O

Employing result of Proposition 1.2 we are able to extend the Higher Spin Six
Vertex Model to the full lattice Z x Z.

Proposition 4.5 Take paramaters
UZ(...,ufl,u(),M],"'), S=(...,571,S0,S1,...), EZ(""S*]5§07§17"‘)
fulfilling conditions (1.8). Take also a parameter 4 to fulfill condition (1.15). Then

there exists a probability measure on the set of directed up right paths on 7 x 7, such
that, for each choice of (x,t),

to_ ot sty g t—1 o _ o\ _ ) AN
P(mx =m',j,=jIm7 =m,j._, —]) =L,z g (m, jlm', j)
ar.ld /;— 1 j;tll, j;tzl, el m;‘l , m;jrll, m;jrlZ, ... are independent random variables
distributed as

My ~ aNBGZ . d/GeakSxan))s ST ~ gNB(g™ g7 durr), (4.25)

for each k. In other words it is possible to define the Higher Spin Six Vertex Model
on the lattice Z x 7 in such a way that it satisfies the Burke’s property and such
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that, for each choice of vertex (x, t), paths entering the restricted lattice Ax_1 1 are
distributed as in (4.25). We refer to this model as the full plane Stationary Higher Spin
Six Vertex Model.

Proof The procedure we follow to prove this extension result is fairly standard and it
has been utilized, for the translation invariant Six Vertex Model case in [2], “Appendix
A’

We call Py the probability measure of the Higher Spin Six Vertex Model defined
on the lattice A_y, _y with boundary conditions given by

MmN~ ANB(2 i d/E-niks—n+). TN~ gNB(g ™, g7 du_np).

Let Ey be an event involving only configurations of paths in A_y _y. Itis clear, from
Proposition 1.2, that, for each N* > N,

Py+(En) = Py(EN)

and therefore P+ extends Py . By using the Caratheodory’s extension theorem we can
take the limit N* — oo and deduce the existence of a measure P, to finally define
the translation invariant Higher Spin Six Vertex Model on Z. O

We close this Subsection explaining the reason behind the use of the terminology
“Burke’s property” of Definition 1.1. Here we rephrase a generalization by Ferrari and
Fontes of a theorem by Burke [26,32], stated for queuing systems in a language more
familiar to us.

Theorem 4.6 (Burke) Let {y,}.c7 be a totally asymmetric simple exclusion process
where, at timet = 0, y| = —1 a.s. and consecutive particles are spaced independently
with geometric distribution of parameter d. Then, the distribution of gaps is stationary
in time and the marginal distribution of y1 is that of a Poisson process with rate 1 — d.

In the Higher Spin Six Vertex Model on the full plane Z x Z defined by Proposi-
tion 4.5, regarding the generic occupancy number m’, as the gap between the (x — 1)-th
and the x-th particle of a process {y,}xecz at time ¢, we obtain a discrete time gener-
alization of the totally asymmetric simple exclusion process [30]. A consequence of
Proposition 4.5 is that, in this generalized model, when at time t = 0 we set y; = —1
a.s. and consecutive particles are independently spaced with g-negative binomial dis-
tribution of parameters (sf, d/(&x, sx)), then the marginal process y; is equivalent, in
distribution, to a sequence of independent jumps with g-negative binomial distribution
of parameters (g7, g/ du;). This analogy should justify our choice of words.

A concept analogous to the Burke’s property stated in Definition 1.1 appeared
already in literature in the context of random polymers [9,61]. In particular, in [61]
the author considers the log-Gamma directed polymers model with random external
sources. This sort of model is known to be described by the so called o-Whittaker
processes [13], of which the g-Whittaker processes presented in Sect. 3 represent a
“quantized” generalization. Although we do not describe here relations between the
model studied in [61] and the Stochastic Higher Spin Six Vertex Model, we will say
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that the role played by random external sources in polymer models is analogous to that
played by boundary conditions in the Higher Spin Six Vertex Model or to that played
by random initial conditions for totally asymmetric simple exclusion processes.

4.2 Exactly solvable boundary conditions

In the previous Subsection we characterized the family of Higher Spin Six Vertex
Models satisfying the Burke’s property. Here we explain how the study of the model
with double sided g-negative binomial boundary conditions is accessible by properly
specializing parameters E, S, U starting from a Higher Spin Six Vertex Model with
step boundary conditions.

For later purpose we now introduce the quantities

. _ v M
e (%) = () (

(2. 0a™:q),,  (vwa™si/eiv/Es0ia)

vgMsi /& q; q)M (U@qﬁ/(gisi)v vsi /i CI>OO
(4.26)

3

which are families of probability mass functions (in M), provided M is a non-negative
integer and parameters , v satisfy one of the two conditions

vasin(l.11) and g <1, 4.27)

or

K

v<0 and p=g ", for K e€Zy. (4.28)

In case v, g are taken according to (4.28), Zg?v(o; V) is supported on the set {0, K —
MY}, whereas when they are taken as in (4.27), expression (4.26) takes positive values
for each M € Zx(. In both cases the sum-to-one condition in M is guaranteed by the
g-Gauss summations (A.8).

The next definition is rather technical and aims to describe the most general set of
boundary conditions we will cover in the remaining part of the paper.

Definition 4.7 Consider a random variable m ~ gNB(g, v/d), with 4 > max (0, v).
We denote with the symbol Py, , s the probability measure of a coupling of m with
a Higher Spin Six Vertex Model on A1 g, in which j; ~ gNB(g™7, ¢’ u,d) fort =
1,2,3... are independent random variables and mg, mg, mg, ..., conditionally to
m, have law

X i—1
IE”K‘,,U,,[(m(Z) =my,...,m) =m|m= m1> = H(g?v m;; ij . (4.29)
i=2 j=1
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For this particular model we introduce the shifted height function
H(x, 1) = H(x, 1) —m. (4.30)

When parameters g, v are taken as in (4.27) and o = 0, m and the Higher Spin
Six Vertex Model become independent processes and in this case we use the notation

Po,v,4 = PHS(v,d)@m-

Indeed the probability measure Py, , , introduced in Definition 4.7 represents a
generalization of the double sided g-negative binomial Higher Spin Six Vertex Model.
The reason why the choice g = 0 decouples m, m(z), mg, ... comes from the exact
expression (4.26) of weights €g?v. In fact, for any k, the law of m2 depends on the

outcome of mg, mg, e, m,?_ | and m only when the factor qu is different than zero.

By setting g = 0 we see that mg, mg, ... become independent g-negative binomials
of parameters respectively (s,%, v/(&sk)) for k = 2,3, ..., whereas m becomes a
q-Poisson random variable of parameter v/4 independent of the rest of the process.
The reason why we consider a coupling between the Higher Spin Six Vertex Model
and the random variable m becomes clear with the construction we present next. We
claim in fact that the measure PPy, ,, s is obtained as a marginal process of a certain
specialization of the Higher Spin Six Vertex Model with step boundary conditions.
We give the following

Proposition 4.8 Let K € Z>1 and consider the Higher Spin Six Vertex Model on the
lattice Ao, g with step boundary conditions (that is ji, = 1 a.s. fort = —K + 1 and

m;K = 0 a.s. for x > 1). Spectral parameters are taken as
ﬁ:(q/v,qz/v,...,qk/v)UU, (4.31)
where the set U = (uq, ..., qJ’lul, Uz, ..., ql’luz, ...) refers to vertices with

positive abscisse. Here v < 0 and at x = 1, &1, 51 are given setting
s1=1/N, & = dN and taking the limit N — oo. (4.32)

Then, the marginal process on the lattice A1 o is described by the law Py, , 1, presented
in Definition 4.7 with parameters v, g as is (4.28).

The proof of Proposition 4.8 boils down to finding the following simplified expres-
sion for the fused vertex weight (2.17).

Lemma4.9 We have

LK)
Equ—ls -
=<1>’2 g, (g /6 v/(E5). oo

£s) (vqg=1s/E, q;q)i, (vg7/(E8), VS/E: @)oo

O, jiliz, j1 —i2)

(4.33)

where, remarkably, the right hand side is independent of K.
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Proof From the exact expression of the weight LX) in (2.17), setting the number i1 of
paths entering the vertex from below to zero, its rather complicated formula simplifies
to

" (s% q), (4707 q)i s2I g8/ (v9): 9)-in
Ls o150 g1l i, j1 = i2) = — : ‘ . ’
q (q: @i, (g&s/v; q)j,

By multiplying and dividing this last expression by

ir—1

n(s Jl 12+1+1/v)

and taking out of the product all factors depending only on j; we get a term proportional
to

<1)i2 (s2;q)iz(qf’";q)i2 . (4.34)
&s) (q:@)i(vq™'s/E: q)iy

Result (4.33) is obtained normalizing (4.34) so that its sum over all i5 is one and this
is done by means of the g-Gauss summation (A.8). ]

Proof of Proposition 4.8 First we observe that choice (4.32) generates ¢g-negative bino-
mial random entries in the vertical boundary of the lattice Aj ¢. By substituting the
values of &1, 51 in the definition of transition probabilities L, we have

_MZL[
1-— MtL[’

lim L, ¢y 1nm, 11m, 1) = (4.35)
N—o0

which also implies, using Proposition 2.3,

1. q), (a' duss q)

hm L)
(q:q)1  (dus; @)oo

wan N Jim+J =1 1) = (quuz)

(4.36)

This procedure of obtaining independent random entries at column {(2, ¢)};>1 is alter-
native to that presented in Sect. 2, where in (2.5), (2.6) a result analogous to (4.35)
was achieved setting m(l) = oo a.s. Here the value of m(l) depends on the process on
the strip Z>1 x {—=K + 1, ..., 0} and it is in general not infinite. From (4.31) we see
that the first K spectral parameters (those related to non-positive ordinates ¢) are in
geometric progression of ratio g and therefore we can use the notion of fused transfer
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operator xK) /v formally given by (2.15), to calculate the probability

P(m?zmlv-“’mg:mx): Z %;I;B(K,Qjal'"lzmz...)
M1, Mx 42,5
K . K 4.37)
- L(fl)v ! vl(o’ Klml?h)‘l—[l-(g)v L
=2

x (0, ji—1l m;, ji),

where j; = K —mj —--- —m; fori = 1,...,x. In the last expression we took
account of the boundary conditions and we let no path enter the axis Z>1 x {—K + 1}
from below and exactly K paths entered the region Z>; x {—K + 1, ..., 0} from the
leftmost column of vertices. All factors in the right hand side of (4.37) are of the form

LS 0, K—-M, M, K —M— M),
Equ,s

for some integers M, M, so that using result of Lemma 4.33 and expression of weights
lé,j?v we obtain

X

i
0 0 0 i .
[P(m]=m1,m2=m2,...,mx=mx)=l_[l’,g?v mi,ij ,
i=1 j

which completes the proof, after identifying m with the random variable m(l). O

Result of Proposition 4.8 opens the door to study the measure Py, ,, s, at least when
¢ = g~ K, using integral formulas for g-moments presented in Sect. 2.4. We recall
that results like (2.5) are available only for the particular choice of step boundary
conditions and following construction presented in Proposition 4.8 they are extended
to boundary conditions given by Definition 4.7. We remark that at this stage we are
not yet ready to study the Higher Spin Six Vertex Model in the case of double sided g-
negative binomial boundary conditions, but only when the distribution of m2, mg, .
is of the form (4.29) in which probability weights Z(’) are considered with g, v as in
(4.28). We devote the remaining part of this Subsectlon to extend integrability results
of the measure Py, ,, s also to the region of parameters g, v in (4.27). The strategy we
follow is an analytic continuation of the probability distribution of the shifted height
function H.

Following the construction provided in Proposition 4.8, we recover the equality

hx +1,1) — K 2 H(x, 1), (4.38)

for all meaningful x, ¢, where the left hand side refers to a Higher Spin Six Vertex
Model on Ag,—k with step boundary conditions and employing relation (4.38) we
write the one point probability distribution of H using that of f. Following techniques
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analogous to those used in [2,23], we now provide a description of the probability mass
function of H(x, t) when the probability measure is considered both with choices of
parameters (4.27) or (4.28).

Proposition 4.10 Consider the probability measure P, ,, ¢ introduced in Definition 4.7
and assume that parameters 8, S, U satisfy (1.8) and the additional bounds

sup{isis;j/§j} < 1. suplsi/&i} < 1. el < [1/v] x inf{&s;}.

Then, we have

where ES/Z = d([Ti= &s) /(T2 20 m is the q-Sklyanin measure (3.2) and the
the factor Tl is given by

X X t
fi(ze7's.u) =[] (]‘[(z,-si/a; O [Jiu: cm) L (440)

j=1 \i=2 i=1

The proof of Proposition 4.10 makes use of the matching of g-moments between
the height in the Higher Spin Six Vertex Model and the corner coordinate in a g-
Whittaker process stated in Proposition 3.2 and is based on a result of [53]. We have
the following.

Lemma4.11 Consider the probability measure P, ,, 1 as in Proposition 4.10 with
parameters @, v as in (4.28). Then, we have

B,k y.q <ql(H(x,t)+K)> =Ew_,, (qlxx) ’ @A)

where the right hand side refers to the q-Whittaker measure (3.8) specialized as in
(4.31), (4.32).

Proof We know, from Proposition 4.8 that the probability measure P,-x , 41sobtained
as a marginal process from a Higher Spin Six Vertex Model on Ag _x with step bound-
ary conditions and parameters specialized as (4.31), (4.32). From this equivalence of
models relation (4.38) follows and we see that (4.41) is obtained as a corollary of
Proposition 3.2, since choice (4.32) annihilates the term ¢” ]_[;:1 sjz in (3.7). O
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Lemma 4.12 Consider the probability measure Py, ,, s as in Proposition 4.10 with
parameters g, v as in (4.28). Then, we have

M(z; 7'S, U)

X
_ dz;
— 1) = (q: o)) J
P,k 0 (Hox, )+ K =1) = (q:9)% /Tx /l—ll Z—jrm(l)m

= . =29\/
(ES/2: 9) <u_S) w

X
H;C’jzl(sjsj/Zi;‘I)oo Z

where BS/Z = d([[}_, &s)/([1/; zi), m¥ is the q-Sklyanin measure (3.2) and the
factor T1 in the integrand is given by

X X t
Mz E7'8,0) =[] (H(zjsl-/&; D | [@juis 9)itaz)/v; m) . (443)
i=1

j=1 \i=2

Proof The matching of g-moments reported in Lemma 4.12 implies that the g-
Laplace transforms ]Eq_x’v’d(l/(qu(x”)“‘K; q)oo) and Eyy_ SlAj(l/(iq)‘*‘; q)oco) are
equal. This implies that -

Pyk yg (Ho, )+ K =1) =W g g0y =1) (4.44)

for all / in Z, from which (4.42) follows after specializing (3.10) according to (4.31),
(4.32). O

Proof of Proposition 4.10 Lemma 4.12 established the claim of Proposition 4.10 for
the choice (4.28) of parameters , v, so in order to conclude our argument we need to
extend such result to the region (4.27) as well. We will show that both sides of (4.39)
are analytic functions of the variable v in a neighborhood of zero. Expanding in Taylor
series the equality (4.39) can be written as

D Pu(pv" =) Ru(p)v". (4.45)

n>0 n>0

where the radius of convergence of both series depends on the magnitude of g and it
is given by conditions

iSi

iSi

max < 1. (4.46)

1

<1, max
1

In particular, for any compact set C C C, there exists a small enough neighborhood of
v = 0 such that both sides of (4.39) are well defined for all g € C. For all n, we will
prove that P, and R, are polynomials in the variable . We can therefore set

dy = max(deg(P,), deg(Ry))
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and take v small enough so that the Taylor expansions in (4.45) hold for all g in a disk
of radius greater than g% ~! and centered at the origin. As a result of Lemma 4.12,
P,, R, assume the same value when p = ¢~!, ..., g% !, since for these particular
choices (4.39) holds. This means that P, — R, is a polynomial of degree d, with
dy + 1 zeros and hence P, and R,, are the same function. Since n is generic we can
conclude that all Taylor coefficients of the expansion of left and right hand side of
(4.45) coincide and this concludes our argument.

We come now to verify the claim that all expressions we deal with are analytic in
v and that P,,, R, are polynomials. We treat separately the left and the right hand side
of (4.39).

lhs of (4.39): first we write down the probability of the event {(H(x,t) =1} as

Pyy.s (Hx, 1) =1) = Z ]_[e“) MY M | Py, (Hx, 1) =1).

where the families of weights Zg?v have been defined in (4.26) and the notation
Py,....m, (E) is a shorthand for Py, , s(Elm = M;,...m% = M,) for any event
E. Naturally the probabilities Py, .. m, do not depend either on v or e as these are
probabilities of events in the Higher Spin Six Vertex Model with deterministic bound-
ary conditions given by occupation numbers M1, ..., M, and v, g only pertain factors
Zg?v. Set a small positive number € such that

v

&isi

PUS;

i

<1—¢€ forali=1,...,x

<1—k¢, ‘

With these conditions it is easy to see, from the definition (4.26) of the weight (’,(’)
that a bound as

M (— Isi I, —Isoqﬁl,q)oo
(|U6961M5i/§i|, q; 11)00
(= lvpa™si/sil ~Iv/ sl q)

X x <

(1owa™ /Gsil 1vsif&iliq)

v

&si

[e®, (m:31)| <

v |Mi

&isi

/

holds for a constant C' = C’(g, €, &;, s;). The lhs of (4.39) is therefore an absolutely
convergent series of analytic functions in v and the analyticity in the region (4.46)
follows. The Taylor expansion at v = 0 of the weight Z(’) is easily seen to be of the
form

> B M. M, (4.47)
n>M
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where p(') (¢, M, M) is a polynomial in g. Alternatively we can rewrite the right hand
side of (4.47) as

> . MM,

n>0

where p(')(g,), M, M) is again a polynomial in g, which is zero when L < 0. With
this notation the lhs of (4.39) admits the expansion

i—1
> I] > o MY M| Pagy e, (H(x. 1) = 1)
j=1

My,..., My>0i=1 \n;>0

= 2 |2 X l'lp")Muo,MuZlM) "
J

My,..., M.>0 | n>0 \ni+-+ny=ni=l1

m, (Hx, 1) =1)

.....

i—1
=S > Pu.. w, (Hx. 1) = 1) ]"[p“)M(so,Ml,ZM) v,
j=1

n>0 \ ni+--+ny=n
My,..., M>0

where one can see that in the last equality the coefficient of v” is a polynomial in g
as the generic summation in the M; terminates when n; — M; < 0.

rhs of (4.39): the analyticity in the variable v is evident, so we look at the Taylor
expansion around zero. Using the g-binomial theorem (A.7), the term in the integrand
depending on v and g can be expanded as

PV v . §isi. Zj .

( VEs;0 q)oo § n 1 En : ( Zj C]) (E./’s!' ’ q)n—m (%9
_—_— v —n _—
(éﬂi v, ) = \42 @GOG Du-m §js;

§8j7

) (4.48)

By means of simple inequalities as

%-JJ

zj

R e R
§jsj

‘l—qkéjsj <1+

Zj

‘1_qki

£jsj

we see that the coefficient of v" in the right hand side of (4.48) is a polynomial in g
and can be bounded by nC"", where C” does not depend on v. By taking v sufficiently
small we can bring the summation outside of the integral in the rhs of (4.39) and obtain
a summation of the form

> Ru(p)v"

n>0

with R, () polynomials as promised. O
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The statement of Proposition 4.10 establishes the exact solvability of the coupled
measure P, ,, ;. Naturally, P, ,,  isn’t a particularly interesting object per se, but
rather its specialization g = 0, which describes a double sided g-negative binomial
Higher Spin Six Vertex Model coupled with an independent random variable m ~
qPoi(v/4). Unfortunately, due to the presence of m, the measure Py ,, s+ = PHs v, 5)om
is only well defined when v < 4 and this condition prevents us to study the stationary
model directly from Pys(y, 4)@m- In order to consider the case v = &, in Sect. 5 we
will decouple the Higher Spin Six Vertex Model from m, expressing the probability
distribution of H rather than that of 7. This will allow us to consider a different family
of double sided g-negative binomial boundary conditions, where parameters v, 4 will
be subjected to the less stringent bound (1.18) as explained below in the proof of
Theorem 1.4.

5 Fredholm determinant formulas for double sided g-negative
binomial boundary conditions

The main content of this section consists in the proofs of Theorems 1.3, 1.4 presented
in the Introduction. We do this by first considering the coupled model Py, , s, which
in Sect. 4.2 was proven to be integrable, and then considering its degeneration g = 0.

5.1 Fredholm determinants in the coupled model P, ,, ,

In this section we give a Fredholm determinant expression for the g-Laplace transform
of the probability mass function of the shifted height function H defined in (4.30).
Results given in Proposition 5.1 hold for the coupled measure Py, , «, for a general
coupling parameter g. In Sect.5.2 we will consider the meaningful choice g = 0
and hence the model with double sided g-negative binomial boundary conditions. The
proof of Proposition 5.1 is based on calculations involving an elliptic version of the
Cauchy determinant that were developed in a previous work by two of the authors
[39] and it is therefore omitted.

Proposition 5.1 Assume conditions on parameters &, S, U, g, v (1.16), (4.27), take
v<dandt € C\ g% Then we have

Epv.s (W) = det( — [K)p), 5.1)
where
fy=— 5.2)
1—q"/¢
K(nm) = 3 rm ) + (& = D)D), (5.3)

=1
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dw 1 (qv/w; q)oo
= — , 5.4
i ’(”)/D 2mi wr i H (W — Eaiser)  F(w) oH
Eiy18141 [ dz. e F(z)
— - —_— 5.5
vin = =05 | e H(z Bsk) (5.5)
R 1 (qv/w; )
o, = , 5.6
(n) = T(n)/ me”“w—({gw—éksk F(w) (5.6)
— F(2). 5.7
Uxln) = o / e /Z o 1_[2(z Eest) F(2) (5.7)
The contour D encircles {d,&ysy, ..., Ecsy} and no other singularity, whereas C
contains 0 and vg*, for any k in Z>o. Finally, t(n) is taken to be
n
=0 IO (5:8)
A" ifn <O,
with
v<b<d< mf{&ls,} <sup{éisi} <c < 1nf{§,/s,}
i>2
and

(qz/Ersi); @)oo
. P ’ 92/ GkSk)s d)oo 5.9
(2) = (vp/z.q92/d: q) jl_II(Z”J ‘1)’1_[ (z8k/Ek: @)oo 69

Proof From Proposition 4.10 we can apply, with minor changes the same argument of
[39], Theorem 4.3. More specifically, using the notation used in [39], we need to set

= Sk+18k+1, ifk #x o = S v
k L{’ ifk:x’ k k,x ’

and substitute ¢’ with the expression

[Tie) Guis @) g
[Tizi @sk/6k: @)oo’

vp/7; o

as a result of considering a more general specialization of the g-Whittaker measure as
that presented in Proposition 3.6. O
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An alternative expression for the kernel K is given defining an auxiliary kernel A
as

x—1

A(n,m) = Z(ﬁz(ﬂ)lﬂz(m) (5.10)

=1
of which we report the explicit form.

Proposition 5.2 (Double integral kernel) The discrete kernel A admits the following
expression

) 1 L wjz;q)y

Al m) = 2o @i /Dd"’/cdz Wt ,1:[1 <<u,~w; cm)

5 1—[ ((z/@ksk), wsk/sk;q>oo) (qu/w, v /2, 92/d; Qe 1
(w/ sk, 25k /6 oo ) (qu/z, v /W, qw/d; @)ooz — W'

(5.11)

k=2

Proof All it takes to show (5.11) is to perform the summation

x—1
> iy (m),

=1
using the rather tricky identity

-1 X x—1 -1 !
1 w"ll—[z—ak | _Z aj+1 wlll—[z—ak
z—w | z*7! w — ag w—ay 7 w—ag

k=2 =1 k=2

which can be proven by induction. We see that the addend (z — w)~! in the left hand
side doesn’t give any contribution to the integral as integrating over the variable z it
only leaves an integral in w over a path containing no singularities. O

Before moving to the analysis of the stationary case we show that the Fredholm
determinant expression (5.1) makes sense. We need the following.

Proposition 5.3 The kernel f K defined by Egs. (5.2) to (5.7) is trace class.

Proof From fK being a finite sum of products of operators of rank one, it is
enough to show that each one of these operators is of Hilbert-Schmidt class. This
is essentially proven in “Appendix B”. In fact the generic terms f (n)¢;(n)y;(m) and
f(n)®, (n)W¥,(m) are bounded in absolute value by quantities exponentially small in
|n| 4 |m|, thanks to Proposition B.1, and therefore the double summation

D 1K @, m)?

n,mez

is indeed convergent. O
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We close this subsection by offering the proof of Theorem 1.3, presented in Sect. 1.5.

Proof of Theorem 1.3 This is a trivial consequence of Proposition 5.1, after setting
0 =0. O

5.2 The double sided g-negative binomial case and the stationary specialization

In this Section we give a proof of Theorem 1.4, that characterizes the probability distri-
bution of the height function H in the Higher Spin Six Vertex Model with double sided
g-negative binomial boundary conditions. Our starting point is the Fredholm determi-
nant formula stated in Theorem 1.3. Removing the effect of the independent g-Poisson
random variable m from expression (1.17) we find that determinantal expressions we
obtain are well defined in the region (1.18). In Corollary 5.7 we specialize the result
of Theorem 1.4 to the relevant case of the stationary Higher Spin Six Vertex Model.
Before we begin the proof of Theorem 1.4, we like to state some regularity properties
of the integral kernel f A defined by (5.2), (5.10) that hold for parameters v, 4 in (1.18).

Proposition5.4 Let ¢ < 0 and take f, A as in (5.2), (5.10). Then 1 — fA is an
invertible operator. Moreover both fA and (1 — fA)™! are well defined, bounded
operators in the region (1.18).

In the proof of Proposition 5.4 we use the following biorthogonality property.

Lemma5.5 Let v, d be such that v < d or (1.18) holds. Then we have

> )Y () = 81.m. (5.12)

nez

Proof This is a simple consequence of the contour integral expressions (5.4), (5.5).
The generic term in the summation in the left hand side of (5.12) is

dwdz nw! =TT, (z — &s) G(w)
G () Ym(n) = §m+]sm+1/ /; (27_“)2 ) Zm+1 1—11+1 (W — &sp) G(Z)

where, in the function G, we gathered together the factors independent on n or [, m
as

(qv/u; CI)oo.

G = u*F(u)

We see that in order to take the summation over all integers inside the integrals we
need |z/w| to be suitably defined depending on the positivity of z itself.
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Consider the contour C being a circle of radius r such that max; |§;s;| < r <
min; |&; /s;|. We can write

> 1) Ym(n)

nez

s Z/ /‘ dwdz z n w! = T, (2 — &sk) G(w)
= Sm+15m+1 c (27.“)2 zm+l I—II—H (w — Esi) G(2)

+Zf / dwdz n w1 [T,z — &se) G(w)

P (2m)2 zm+‘ i (w — &sp) G
. / </ _/) dwdz 1w T,z — &sk) G(w)
= Sm+15m+1 s \Jz 7 Jo) @iz —w gl 1—[1+1 (w — &sp) GQ@)

[// dwdz 1w [TV — &se) G(w)}
= Ent1Smt1 A

(2].[1)2 Z—w Zm+l 1—[l+l (w _ gksk) G(Z)

where, for the last equality, we deformed C into an union or the two contours C and D,
with the latter being a curve encircling D and no other singularity for the z variable.
Performing the z integral we get

I+1

dw ; 1
€m+lsm+1f ﬁwl " 1<]1m=1+1 + 1< 1_[ S
D

fom W &Sk

+1Ln>142 l_[ (w — Sksk)) .

k=[+2

Naturally, when m > [ there is no pole inside D and the integral vanishes. On the
other hand, if m < [ we can evaluate the residue at infinity and obtain the result. O

Proof We want to show that I fAll2@z) < 1, so to define (1 — fA)~! through the
geometric series

DAk

k>0

Afirstobservationis that || A|| = 1 and this follows from the biorthogonality relation
(5.12). Forthisset V = span{y;|i = 1, ..., x — 1} and notice that, by biorthogonality,
we also have V = span{¢;|i = 1,...,x — 1} (if U = D_ ¢;¢; such that v L V, then
v =0).Forany h € 02(Z) write the orthogonal decomposition & = hy + hy1 where
hy € Vand hy1 € V<. Then we have Ah = Ahy = hy for all & since Ap; = ¢;

foralli =1,...,x — 1 and we conclude that
|Ahv||
Al = sup ———— =
wyev lhvl
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To show that the operator norm of fA is strictly smaller than 1, consider the
following bound for the function f, defined in (5.2),

fn) = (A —e)f(n+no)+eby n),

with P, (n) = 1,>p, and &, ng, ny, suitably chosen. In particular, taking ng large
enough and & small we can let n be an arbitrary big number. Moreover, the fact that
f is a diagonal operator implies the simple estimate

IFAl = @M =IfIIAIl+ el Poy All = 1 — &+ &l Po, All-

Let’s consider now an element 7 in the unitary sphere of /2(Z). By simply using the
definition of the kernel A and the Schwartz inequality we have

Lz $1(n) Y yr(m)n(m)

mez

N2 1/2
) <> il (Z |¢1(n)|2) :
=1

nzni

Il Py Anl sxi (Z

=1 \neZ

which, thanks to the bound (B.1), can be shown to be geometrically small in n;.
Therefore || fA] < 1.

Finally, we remark that for sequences ¢; or ¥; the bounds (B.1) hold true also in the
region (1.18), so A is analytic in this domain, so are its powers and so is (1 — f A)_l
as one can show the geometrical decay of derivatives of (fA)" as well. O

The following lemma offers a tool to decouple a generic process from the contri-
bution of an independent g-Poisson random variable.

Lemma 5.6 Let m ~ qPoi(p). Then, for any bounded function B, we have

1 (_1)kq(§) .
B(z) = § Em(B(z — m —k)). 5.13
@) (P; oo = (q; P P Em(B(z = m = k) ©-13)

Proof To verify identity (5.13) we simply open up the average in the right hand side
with respect to m, as

1 (P @)oo

Em(BG—m—0)=> <=

>0

B(z—1—k).

We can now rearrange the double summation in the indices k, [, naming L = [ + k,
as

hs of (5.13) Z B( L) XL: (—1)kq(§)
rhs of (5. = _ _ EDe®
L>0 ’ = @ Dig; @)k

which completes the proof, after recognizing, in the right hand side, the g-Pochhammer
expansion (A.3) (with z = 1) that is one for L = 0 and zero otherwise. O
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In the remaining part of the paper we will use the following decomposition of terms
D, ¥,

@, (n) = D)+ P ), (5.14)
W, (n) = YD) + v (n), (5.15)

obtained separating from the integration (5.6) (resp. (5.7)) the contribution of pole
w = d (resp. z = v) from that of other poles. The exact expressions are

W T 71 (qu/di @)

@y () = gn+l 1—[ d — Exsk F(d) ’ (5.16)
L1 @u/wids

2)

P (n) = r(n)/ 2mwn+1w_£[!"[2w_m Fay 0 G1D
F(v)

wh - 5.18

Dn) = (n) H( Eist) [ (5.18)

n—1 x
W= [ LT [[c-&s0F@, (5.19)

t(n) Jo, 271 (V/25 @)oo k=2

where F was given in (5.9), contour D; contains {&;s;};>2 and no other singularity
and C contains {qu}kz 1 and no other singularity.

Proof of Theorem 1.4 Using Lemma 5.6 setting B : 7 — IEHS(U![[)(I/(gqﬁHZ q)oo)
and expressing the g-Laplace transform ]EHS(U,L{)(I/(qu_m; q)oo) as in (1.17) we
obtain formula (1.19). Therefore we only need to show that expression (1.19) is well
posed in the region (1.18).

Using basic properties of Fredholm determinants, along with the regularity of the
kernel f A proved in Proposition 5.4, we can write

det(1— fK) =det(1 — fA — (4 — v) f®, )
=det(1 — fA)det(1 — (4 —v)(0f Dx)Vy),

where we called o = (1 — fA)~!. This allows us to express V., ¢(¢) as

Viiv, () = det(1 — fA (1 —(d—v) Z(Qfd)x)(n)‘lfx(n)) . (5.20)

nez

—v/d
We turn our attention to the term

D @fP)MWn) =Y fF)P (W) + Y (fAoP) (M)W (n),

nez nez nez

(5.21)
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that we rewrite, using Egs. (5.16) to (5.19) as

G2 =Y fmePmePm+ Y Y rmemwd ()
nez i,j=1,2 neZ
@, H#A.1
+Y (fAf P ()W (). (5.22)

nez

We easily see that, thanks to bounds stated in “Appendix B”, the second and the third
terms in the right hand side of (5.22) are geometrically convergent summations in the
region (1.18). On the other hand, the generic term of the summation in the first addend
of the right hand side of (5.22) takes the form

1 1 (E)” ﬁ v — &k (qu/d; @)oo F(v)
1 —q"/¢t d \d k:2d—§ksk (q; oo F(l{)

We can perform the summation over n through the Ramanujan | formula ( [41],
Theorem 12.3.1) as

Z;G)" _ /(d9),q¢4/v,9,4: @)oo
I—q"/¢ \d (v/d,qd/v,1/¢,98; @)oo

nez
which itself leads to the expression

X

1 @/(d8), q8d /v, q; g)oo F(v) 1—[ v — &Sk
d (v/d,1/5,95 Qoo F(d) L 2 d — Exsic
(5.23)

Y rmePmw® () =

nez k=2

Combining the explicit formula (5.23) with (5.22) and (5.20) we see that V., s does
not in fact present any singularity in v = 4 by virtue of the Taylor expansion

1 1
ths of (5.23) = — + = Vo(1/¢) —vo(gg) + 2v0(q)

t
txho(d) = Y ao(d; j) | + O —v),  (5.24)
j=1
where we used the g-polygamma type functions vy defined in “Appendix A”, their

combinations ag, ko presented in (1.20) and the notation ag(d’; j) stresses the depen-
dence on the spectral parameters u ; as

ar(ds j) = vi(q’ujd) —ve(u;d).
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Therefore V., « is an analytic function of both parameters v, 4 in the region (1.18)
and this concludes the proof. O

Calculations performed during the proof of Theorem 1.4 can be exploited to obtain
determinantal formulas for for the stationary Higher Spin Six Vertex Model.

Corollary 5.7 Consider stationary Higher Spin Six Vertex Model with parameters
d, 8,S as in (1.16). Then we have

1
Ense,4) (m) (5.25)

1 “1ykg®
= G : (q.)qq): g* (Veca™ = Vagg™h),
’ o0 kzO )

with the function Vy = V. 1 4 being
Vi (2)

t
=det(1— fA) ( —vo(1/8) +vo(g8) — 2vo(g) — xho(d) + Zao(tf: D)

j=1

—d )y Zf(nmff)(n)wi”(n)—dZ(fA@febx)(n)wx(n)). (5.26)
(‘i,_])';ziZI)neZ nez
l’.] 9

Proof All it takes to show (5.25) is to take the limit v — & of both sides of equality
(1.17). We exchange the limit sign in v — 4 and the summation sign in the right
hand side of (1.17) and this can be done as, in the proof of Theorem 1.4, the function
Vy.v.« Was shown to be uniformly bounded in a neighborhood of v = 4 and its limit
Viw.d = Vy.a ¢ 15 readily computed using (5.24). This is enough to prove that

- 1 1 (—1)kg® »
lim Eps o = Vi . (5.27
oy HS@.D) <(§qH(x,t); q)oo) @ Do g @ D (&q™). (5.27)

Finally, substituting V, (g ~%) with ¥V, (¢¢ ™) + (1 — ¢*) V, (c¢ %) and rearranging
the summation in the right hand side of (5.27) we obtain (5.25). ]

6 Asymptotics along the critical line
In this section we discuss the time asymptotics of the stationary Higher Spin Six Vertex
Model. First we give some details on the general conjecture concerning scaling limits

of models in the Kardar—Parisi—Zhang universality class and subsequently we confirm
these conjectures in this particular case.
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6.1 The KPZ scaling for the higher spin six vertex model

Before we enter the discussion it is appropriate to recall the definition of the Baik—Rains
distribution [8], which will ultimately describe long time fluctuations of the stationary
height function H under a suitable scaling. Rather than showing the original definition
given by authors in [8], formula (2.16), we present an equivalent expression first found
in [38] (see also [33]).

The building blocks for the construction of the Baik—Rains distributions are given
in the following

Definition 6.1 (Airy function and Airy kernel) The Airy function Ai is given by

1 e%"oo Z3
Ai(v) = —/ . exp{— —zvpdz,
271 Jom 37 oo 3

where the integration contour is any open complex curve having the half lines
{Re%”|R > 0} and {Re’%”|R > 0} as asymptotes.
The Airy kernel® K Airy 18 defined as

KAiry(‘% 0) = [ o — — — —wv+z0

%”ioo oo 3 3
€ dz [ dw 1 w z
5 - | . — ex .
e 3o 27l Jo Bl 2miz—w 3 3

6.1)

where again integration contours are non intersecting complex curves whose asymp-
. i i2
totes are half lines {Re*3™|R > 0} for w and {Re ™3™ |R > 0} for z.

We come to the next

Definition 6.2 (Baik—Rains distribution) Let @ € R and define the one parameter
family of functions

o0 : .
xm(r)ze(r)(r—wZ— > / T, WYY wdv
i,j=12 °T
(@, N#D) (6.2)

o0 o0 o0
- / 40T (v) / dr / dngmry;rw,xl)KAirym,Az)Tw(m)

where terms F2, Qairy;r Tg), Y, are given by:

e F,(r) is the GUE Tracy—Widom distribution [66]

F>(r) = det (1 — ]l[r,oo)KAiry)EZ(R) ; (6.3)

5 Sometimes the equivalent expression K ajry (v, 8) = fooo Ai(A 4+ v)Ai(A + 0)d 2 is found in literature.
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® Qairy;r (v, 1) is the kernel
-1
QAiry;r(V’ A) = (1 — 1,00 KAiry) (v, A); (6.4)

e auxiliary functions Tg), Tg) are

Zix 3
o3 €370 du exp{—% + wv}
YO =e777, YOW) = / — 3 6.5
w V) =e ) 3o 2mi o+ o 6.5
where the integration contour passes to the left of —w;
e lastly
To () = TP W)+ TP ). (6.6)
The Baik—Rains distribution Fy; is
a
Fo(r) = — X (r). 6.7)
ar

Remark 6.3 The equivalence between Fz; of (6.7) and an analogous expression found
in [33] is discussed in the Remark at the end of Section 5 of [39]. Further, in Appendix
A of [33] the authors prove that their definition of the Baik—Rains distribution is
equivalent to the original one introduced in [8].

We now possess all the ingredients to give a brief explanation of the KPZ scaling
theory, which gives a precise conjecture to describe stationary (asymptotic) fluctua-
tions of the height function of models in the KPZ universality class [63].

We start considering a properly rescaled version of our model, where, for conve-
nience we interpret the vertical spatial coordinate as a time direction and where we
regard space and time as continuous parameters. In this case the height function H,
defined for the Higher Spin Six Vertex Model in (1.12), still contains every information
on the random dynamics thanks to relations

H(x,t) — H(x 4+ dx, t) = #of paths in [x, x 4+ dx] at time t, (6.8)
H(x,t +dt) — H(x, t) = #of paths crossing x during the time interval [z, t + dt].
(6.9)

For the sake of argument assume that the average of space and time infinitesimal
increments of H are regular enough to define the deterministic density p and current
j as

EMHx +dx,t) —H(x, 1) ~ —p(x, t)dx,
EH(x,t +dt) —H(x,t)) =~ j(x,t)dt.
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The system is autonomous, or, in other words, its evolution depends on space and time
only implicitly, therefore the current j must only be a function of p and the continuity
equation linking these quantities reads

dp(x, 1) + 0 j(p(x, 1)) =0. (6.10)

At this stage the height H remains defined, through (6.8), (6.9), only up to a global
constant and to remove this ambiguity we fix its value at the reference pointx = 0, ¢ =
0 to be H(0, 0) = 0. With this choice the average profile of H at the generic space
time point (x, #) can be expressed as

X 1
n(x,t)=—/0 p(y,O)der/O J(p(x,5))ds (6.11)

and the study of fluctuations of the height is, by definition, the study of the random
quantity

H(x,t) —n(x,t). (6.12)

Assume now that the system has reached its steady state, or equivalently assume
that at time zero the measure is stationary. Qualitatively, the randomness of (6.12) is
affected by two different contributions. One is coming from the stochastic evolution of
the system and the other is given by initial conditions. For growth processes in the KPZ
universality class, when initial conditions are deterministic and sufficiently regular,
fluctuations in the long time scale are expected to present with size of order ¢!/3. This
conjecture goes back to the seminal paper [44], where authors argued such property to
hold for the solution of the one dimensional KPZ equation itself. On the other hand,
from our knowledge of the stationary measure of the Higher Spin Six Vertex Model
displayed in Proposition 1.2, we certainly expect fluctuations in the space direction to
have size of order x /2, as a result of the Central Limit Theorem applied to independent
occupation numbers m? at each site. This means that the information we have about
‘H, which is the choice H(0,0) = 0, will be transported by the random dynamics
along the direction of growth of the surface and along this line we can observe the
emergence of the 1/3 exponent. Along all other lines, the distribution of (6.12) will
be affected very little by the process, and asymptotic fluctuations remain of gaussian
nature. An earlier evidence of this last fact was found in [31] (see also [6], Appendix
D).

The direction along which nontrivial fluctuations are observed is given by the char-
acteristic line of partial differential equation (6.10). This is the curve (x;, t), where x;
is set to be the solution of the differential equation

{)'cz = j'(p(x:. 1)), (6.13)

xo = 0.

When the system is in its stationary state, equation (6.13) loses its dependence on
time and the x; is only function of the stationary density profile pg. In case the model
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does not present space inhomogeneities the characteristic curve is simply the line
(j'(ps)t, 1), but when the stationary density is not constant, this is no more true. We
use the explicit parametrization (x, f,), rather than (x;, #) and by integration of (6.13),
we obtain

1= /X _b (6.14)
o J'(pst(y))

To reiterate what we just explained, consider diverging x and ¢. Assume first that
It —1,] = O(x2/3+5),

for some § > 0. Then, asymptotically (6.12) obeys the gaussian distributions and its
size becomes of order x!/2. When on the other hand, (x, t) is taken in the vicinity of
the characteristic curve, say

0= 1] = 0(+*?),

then fluctuations become of size x!/3 and their law is described by the Baik—Rains
distribution.

We can be more precise. Take at first # = t,. The convergence result, in this case,
is

H(-xvtx)_n(-xvtx) D
yx1/3 x—00

Fo,

where, calling o2dy the variance of the number of paths lying at time 0 in the infinites-
imal segment [y, y + dy] and its mean

_ 1 rx
02 = lim _/0 ayzdy,

X—00 X
then the constant y is given by

1 — 5t
y?=—lim =" (ps)(02)*=. (6.15)
x—>00 2 X

The explicit parametrization of a fan of size x>/3 around the characteristic line can be

still expressed in terms of macroscopic quantities. Consider a perturbation of z, of the
form

Ezj//(pst) 2/3

6.16
i (o2 (6:16)

tx,m =1y —
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with @ being a real number. The resulting effect on the expression of n reads, up to
order x!/3, as

=2 -1 . 2N\2 =11
1
o] (Pst)](Pst)xz/3__w2(0' )°Jj (pSt)x1/3.

, . (6.17)
v J'(ps)? 2 Y2J' (ps)

Nx, o0 = 77()6, Iy) —@

In this case, the convergence result for fluctuations along the line (x, #, 5 ) becomes

H(x, tx,w) — Nx,o D
yx1/3 X—>00

Fo. (6.18)

The same kind of results are conjectured for discrete time systems, where the
characteristic curves can be again explicitely expressed through relation (6.14). In the
next section we will establish result (6.18) for the stationary Higher Spin Six Vertex
Model. For this model, the scaling parameters ko, 174, ¥ wWere defined in Eqgs. (1.21)
to (1.23) and it is a simple exercise to verify that they match with expressions given
in Egs. (6.15) to (6.17).

6.2 The Baik-Rains limit

This subsection is devoted to the proof of Theorem 1.5, that characterizes the asymp-
totic fluctuations of the height function in the stationary Higher Spin Six Vertex Model.
Throughout the proof we will assume that the model presents only spatial inhomo-
geneities and hence the spectral parameters U are taken as

U= (u,u,u,...). (6.19)

This simply implies that the transfer matrix X/) stays the same at each time step.

Our strategy relies on taking the large x limit of the g-Laplace transform of the
height functions H given in (5.25). The computation of such a limit for the right hand
side of (5.25) might look complicated, but the expression will simplify after the right
change of variables (discussed in detail below in Sect. 6.3). Motivated by the KPZ
scaling theory discussed in Sect. 6.1, we fix parameters 7 and ¢ as

t=kx and ¢ = —q mHrxlr, (6.20)
Here and in the rest of the Section, for the sake of a cleaner notation, we set
n=1nNw, and K =Ky,
dropping the explicit dependence on the real number @ from 74, k5 introduced in
eqgs. (1.22) and (1.23). The first choice in (6.20) means that we are considering the
behaviour of the height along the critical line, while the choice for ¢ reflects the fact that
we study fluctuations of size y x !/ around the expected value 7 of the height function.

We assume the parameter » of (6.20) to be fixed throughout the entire section and it
will ultimately represent the argument of the Baik—Rains distribution, as in (1.24).

@ Springer



988 T.Imamura et al.

The asymptotic analysis of expressions given in Corollary 5.7 will be performed
via a rigorous steep descent method. Although we postpone the details of the analysis
to Sects. 6.4 and 6.5, we now fix hypothesis on parameters ¢, &, S, that will hold true
throughout the rest of the Section.

Definition 6.4 (Conditions on parameters) Take a, o suchthata > 4 ando € [0, 1).
Parameters ¢, 4, 2, S are assumed to satisfy (1.8),(1.16) and they are spaced so that
there exist R4, R, Ry, with the properties that

a<é&sg<a+ Ry, o0<st<o+R,, forallk, 0<qg<R, (621

and

2
a4 Ry < —2 < q/q. (6.22)
l1+o
Numbers R;, Ry, R, are strictly positive, yet small in the sense given by Proposi-
tion C.3.

The first and the second conditions in (6.21) are not too much prohibitive and
they essentially say that we can consider perturbations of a general homogeneous
model, since parameters a and o can be chosen freely. The strongest assumption in
Definition 6.4 is indeed the third one in (6.21) and it says that the parameter g has
to remain reasonably close to 0. The reason for such restrictions in the choice of
parameters lies in the perturbative approach we used to prove Proposition C.3. There,
we showed the steep ascent property (for the function g defined below in (6.42)) of
integration contour D, in the case where g = 0, &s; = a, s,% = o for each k > 2.
Subsequently, through a continuity argument we concluded that the same property
must hold also when parameters are taken in suitably small neighborhoods of our
original choices, hence (6.21).

Although numerical checks show that a steep ascent contour D indeed exists also for
q reasonably greater than zero (yet not too much close to 1), obtaining sharp bounds
for parameters becomes difficult due to the complicated expressions we encounter
setting g > 0. More precisely, to prove Theorem 1.5 when ¢ is taken far from 0 would
mean constructing an explicit closed contour D on which one would be able to show
that the function g assumes a global minimum in a neighborhood of . This is indeed
possible in principle, but obtaining explicit bounds for parameters g, &, sy becomes
prohibitive.

The first inequality in (6.22) is also technical and not very restrictive. It is used
in the construction of the explicit steep ascent contour D in Proposition C.3. On the
other hand the assumption 2a/(1 + o) < d/q, reported in (6.22), is used to ensure
the exponential decay of rear tails of f®, W, in Propositions 6.8, 6.9.

Remark 6.5 Conditions stated in Definition 6.4 are far from being optimal and they are
essentially consequences of our choice for the representation of the integral kernels
K, @, ¥, in (5.3),(5.6),(5.7). In particular these technical assumptions are conse-
quence of the fact that D is a closed contour.
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We will now present limiting expressions of terms entering the definition (5.26) of
function V4 (¢), for x — oo. The proof of the next Proposition is reported in Sect. 6.4.

Proposition 6.6 We have

det(1— fA)p g = F(r) + RV, (6.23)

yx1/3

where F; is defined in (6.3) and the error term R)(Cl) satisfies the following properties

1. For each r* € R, there exists My« > 0 such that, for all x,

RV )| < My (6.24)

2. There exist € > 0, such that, for all r* € [r — €, r], we have

1
- (1) (1) _
lim <Rx r*) — RV (" — yx1/3)> =0, (6.25)

X—>00
uniformly.

Let’s now see what is the asymptotic behavior of remaining terms of (5.26). The
proofs of the following three Propositions are given in Sect. 6.5 below.

Proposition 6.7 Recall choice (6.20). Then we have

1
17 (1a0(d) = o(1/6) = 200(q) +v0(42) = xho(d))

(6.26)
—r ot — RO
= yx1/3 s :
The error term R)(Cz) satisfies the following properties
1. for each r* € R, there exists M+ > 0 such that, for all x,
RO ()| < Mys; (6.27)
2. there exist € > 0, such that, foe all r* € [r — €, r] we have
1
; @)y _ p@) % _ _
xli)néo <Rx ") =R (r A7 )) =0. (6.28)

uniformly.

Lastly we state the convergence result for terms CIDJ(Ci), o, \IJ)Ej ), ..
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Proposition 6.8 We have

d . ‘
—5 2 2 Sl m (6.29)
yx ez i,j=1.2

(i, )#(.1)
RN ;
= > / T8 WYY (w)dv + x1/3R§3>(r),
i,j=12 T Y

@ N#A1)

where functions YW, Y@ are defined in (6.5) and the error term R)(C3) satisfies the
following properties

1. foreach r* € R there exists M+ > 0 such that, for all x,

‘RS) ™)

< M, (6.30)
2. there exists € > 0, such that, for all r* € [r — €, r] we have
1
; G p* 1 = N pBxy )
xli)n;o <RX r* 4+ yx1/3) Ry (r )) =0. (6.31)

uniformly.

Proposition 6.9 We have

d
2T 2 AeS @x) )W)

nez

o0 o0 o0
- / VY (V) / di / 320 irr (v, 11) (6.32)
r r r

S KxAiry()"la )Y (A2) +

“
yx1/3 Rx (r),

where the integral kernel g airy;, and the function Yo were defined in (6.4), (6.6) and

the error term R)(C4) satisfies the following properties

1. for eachr* € R there exists My« > O such that, for all x

< Mys; (6.33)

2. there exists € > 0 such that, for all r* € [r — €, r], we have

1
; @ (k) _ p@® (% _ —
lim_ (Rx (") — R¢ (r yx1/3)> —0. (6.34)
uniformly.
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Using convergence results reported in the Propositions 6.6, 6.7, 6.8, 6.9 we are
now ready to prove our main Theorem.

Proof of Theorem 1.5 Using a rather elementary argument, detailed in Secion 5 of [34],

it is possible to show that proving (1.24) is equivalent to showing that

1
( _ qH(x,Kx)fr;x+ryx'/3; q)

lim EHS(:[,:[) = Fgp (7).
X—00

e @]

To do so we use formula (5.25) to express the g-Laplace transform on the left hand
side. We want to evaluate

k+1

lim — Z(_(Iq);kf];kz (vi(ca™) = ve(ea ™). 639

¥=00 (45 q)oo =5

and to do so we aim to bring the limit inside the summation symbol. We start by fixing
a small number € and we split the summation in (6.35) into two different contributions.
One comes from the sum over k ranging in the region [0, € x!/3] and the other is given
by k in (eyx'/3, 00). For each of these terms we can use different estimates.

We start with the latter, that is we take k > eyx!/3. A general inequality that can
be deduced from the definition of V, = lim,_, 4 V,., « and from Theorem 1.3, in case
¢ is a negative number, is

1 1
Vi(cg™") = lim ——F
x(&qg™") UITI% = o/ HS@dsm (gq_qu_m. q)
x
< lim Eusw.« ! =V, (Cq_k*)
Turd 1l —v/d (v 4)@m (Cq_k*qH—m; q) * '
o

which holds for every k* < k. By taking k* = eyx!/3 and r* = r — € we obtain the
estimate

a3 (Vg™ = vicg™h)

<2¢(D) v, (gq "

4
= 2q(k;1) (Vxl/3)(w(r*) + Z S(i)(r*)R)((i)(r*) + @(x_1/3)> .
i=1

(6.36)

In the right hand side of (6.36) we used results of Propositions 6.6, 6.7, 6.8, 6.9 to
provide the approximate expression of V. Function yx, was defined in (6.2) and
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terms S@)’s are explicit, bounded functions which for convenience we do not report
explicitly. We can therefore write

;Z

(@: oo Pty (@ D

(_1)kq(k;—|) —k —k—1 _2/3
I (Vi ™ = Vieg ™) = 0,

(6.37)

for some positive constant c, since, from (6.36) we see that the right hand side is a

quantity exponentially small in x%/3, due to the presence of the term ¢ (kJZr]).

We now consider the contribution of the summation in (6.35), when the index & is
smaller than ey x!/3. Once again, using results of Propositions 6.6, 6.7, 6.8, 6.9 we
have

VeCg™") = Vigg™*

— yxlf3 Xw<r_ L) —y (r_ kj)
yxl1/3 @ yxl/3

4 X X k41 (6.38)
(@) @) (@)
+;Sl (r - yx1/3> (Rxl (r - yx1/3) - RY (V - yx1/3>>
+0x™15),
which immediately implies
Ve(cqg™) = Vi(cg™* )| < const, (6.39)

after expanding y, around r — Lw
yX
We can finally evaluate the limit (6.35). Using the bound (6.37), we write

Jaiy (~1)5q () . -
6.35) = li — = (Ve(¢qg™) = Vu(tg™*
(.39 = 1, kZ:O +k Zm (q;q)oo(q;q)k< €a ™ (¢a )>
N Zeres (6.40)

—1k “th
=0 s qd)oo\q,

and following estimate (6.39), we can employ the bounded convergence theorem to
exchange the limit and summation symbols in the right hand side of (6.40). Here the
pointwise convergence

ad
Jim Vi(eqg™) = Veleg ™ = (1)

can be established through the expansion (6.38), using the fact that the differ-
ence between remainder terms R)(f)’s converges to zero, as reported in Proposi-
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tions 6.6, 6.7, 6.8, 6.9. We can therefore write

©35=Y" (~D%2) 3 I
o =0 (@ Do (d3 Ok oy X7\ = 5 X (1),

which concludes the proof. O

6.3 Scaling form of determinantal formulas
In this Section we present expressions of kernels f(n), A(n, m), ®© (n), ¥ (n),
o(n, m) one finds in the definition of function V, given in (5.26), that are amaenable

to rigorous asymptotic analysis.
We fix a parametrization of integer indeces n, m as

n=n, =—nx+vyx1/3, m = my =—nx+9yx1/3. (6.41)
here v, 6 belong to the set of rescaled integers
Z={veR|—nx+vyx'? ez}

and we will use the symbol Y _ to denote a summation where the index ranges over Z
rather than Z. We also introduce the scaling function

g(2) = —nlog(z) + ka—1(z) — h-1(2), (6.42)
where

1 o 5 4 )oo
a_1(z) =log(zu; q); and h_1(2) = - Zlog <—(§Z/Sé_/?).q;) ) )
¥Sy)s q)oo

y=2

Functions ag, hy, for k > 0, were defined in (1.20) and they satisfy the properties

d d
z2—ax(z) = ary1(z) and z—hi(z) = hiy1(2),
dz dz

forall k > —1.
The combination of the KPZ scaling (6.20) and of the change of variable (6.41) is

summarized in the following:

Proposition 6.10 Assume (6.20), (6.41) and fix a real number L such that
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Define the sequence

vyx!/3 . —L
Ty =1s" - Yv>-L (6.44)
t(ny), ifv<-—L,

where ¢ is a number in a neighborhood of order x~'/3

in given below in (6.48). Define also

of d and its exact expression

N 1
ooy = Fom = m (6.45)
A(v,6) T(v) / dz 27" &89 (qd/w, qz/d; oo 1
vV, = =< 1 ,
T0) Jp 2miw Jo 2mi worx'? ex8W) (qd /7, qw/d; @)oo 7 — W

W (v) = Lf—””‘”—le—xg“) 3P )

/ dw w_vyx &) @d/w; @)oo 1
D, 2miw Qqw/d; Qoo w — &’

ﬂzm RG] (qz/d; )00 1
| 27 (qd/z; @)oo 7 —
®,1) =3P+ 3P W), T,()=IDw)+TP @) (6.46)

\AI;)EI)(U) — [[nyl/3€xg(d)’ @)(CQ)(U) :/
C

Then formula (5.25) for the q-Laplace transform still holds if we substitute, in the
expression of Vy (5.26), f, A, oW, \IJ,EJ),JDX, W, with f, A, 0 IV & T, and
we change the summation signs y_ with ) _.

Proof We can easily see that the tilde notation corresponds to applying to functions
in (5.26) the change of variables (6.41). The Fredholm determinant det(1 — f A) 12(Z)

is clearly not affected by the multiplication of A with the gauge factor ;E;; Tt((’;’")) ,
nor by the change of variables and it is therefore equal to det(1 — f A) 12(7)- Similar
considerations are true also for the remaining functions in (5.26). m]

The function g was used to simplify the expression of integrands of quantities
A, O W) TIts crucial feature is that, in a neighborhood of size x~ 13 of 4, it admits
the expansion

_ iz (z §)3 -1/3
g2) =g(c)+¢ (§)6—+O(x ),

where ¢ is another point in a neighborhood of size x~!/3 of 4. In other words g
has a double critical point ¢ in the vicinity of 4 and this will enable us to analyze
the asymptotic form of A, ®@ W) through saddle point method. This is precisely
stated in the following:
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Proposition 6.11 With the choice w = 0, the function g has a double critical point at
d,thatis g'(d) = g"(d) = 0. When w # 0, there exists a point ¢ = ¢(w) such that

3
g)=g"(c)=001/x), §"()= —2% + 013 (6.47)

and g (¢) < O for x large enough. Moreover, such ¢ admits the expansion

w 1 w2
c=d |1+ WTE +§y2x2/3 (1

a%h3 —ayaxhy + Za%hl —ajaszhy

ai(axhy — arhy)

)) +0(1/x*3),  (6.48)

where ap = ay(d), hy = hx(d) are as in (1.20).

Proof Equalities reported in (6.47) can be verified by direct inspection making use of
the approximate form of ¢ (6.48). Therefore the only thing we are left to prove is that
y is a positive quantity. From expression (1.21) we write

-t (hz(tf) - hl(‘{)az(nf)) (6.49)
2 a(d) ) '

Functions ay, ap have the explicit expressions

J-1

. J_l . .
. —duq’ B —dug’ (1 + duq’)
SO T dgr PO L gy

that can be recovered using the form (A.13) to compute v, V2. On the other hand,
expressing the vg’s in A1, k> using (A.12) we can write, after some algebraic manip-
ulations, the right hand side of (6.49) as

112’C:Z d "k(l—sﬁk)g —udq! _(,_1+udg]
X %-ysy k = (1-— l,tchj)2 1— udqj ’

y=2 k>1 I—q

that is a sum of positive terms since u < 0. O

6.4 Proof of Proposition 6.6

In this Section we present the proof of Proposition 6.6 that establishes the convergence
of the Fredholm determinant det(1 — fA) to the GUE Tracy—Widom distribution.
Rather than using the original expressions (5.2) and (5.10) for f and A we will use
their riscaled forms f A discussed in Proposition 6.10. Before we move to the more
rigorous part of the presentation we like to outline the strategy we will follow:
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Step 1 We first establish the pointwise convergence of the kernel A (v, 6) to the Airy kernel (6.50)
K Airy (v, 6) and this is done in Lemma 6.12. Our analysis relies on a saddle point method
and because of this we can control the error term up to order x~ 13 for (v, 6) lying in an
enlarging rectangle [—L, x%/312 with 8 € (0, 1 /3). This corresponds to the red region in
Fig. 13. The reason why we consider the convergence on rectangles that grow with x is that
this will allow us to control the difference between det(1 — f/I) and F> as a function of x
(see also Remark 6.17).

Step 2 We estimate the decay of the kernel A (v, 6) for (v, 0) in the set
[—L, c0]? \[-L, x8/312, corresponding to the yellow region in Fig. 13. This is also done
through a saddle point analysis; see Lemma 6.13.

Step 3 Combining the exponential decay in x of fN (v) for v < r and the fact that terms A (v, 0)
are bounded in modulus by 1 (see Lemma 6.14), we can estimate det(1 — }T X) 27 with

~~ 1/3
det(1 — fA)ﬂ(Z>_L) up to an error of order e ~ONSt-¥ " This is the result of Lemma 6.15.
Step 4 As a result of the - exponential decay of front tails of the kernel A (v, 6) we can further
approximate det(1 — fA)lz(%z—L) with det(1 — fA)lz(Zﬂ[fL,foB)) up to an error of order

1/3
e=constx!® i i the result of Lemma 6.16.
Step 5 We can finally evaluate the convergence of det(1 — fA)lz(Zﬂ[—L 13/3y) O the
Tracy—Widom distribution and we can verify the “continuity” properties of the remainder

R)((l)(r*) in a neighborhood of r.

Let us now start.
Step 1 we have the following Lemma.

Lemma 6.12 (Convergence on moderately large sets) Let § be a number in the interval
(0, 1/3). Then for (v, 0) € [—L, x%/31> we have,®

¥ 1 1 25/3—1
A 0) = 5 Kaig(0.0) + 5 5500.0) + 0 ((P771) 65D

and the error term satisfies

PO — o, (6.52)
X—> 00
uniformly in the sequence of sets (v,0) € [—L,x%31?. Moreover the exponential

estimates,
1K airy (v, )1, | Q(v, 0)] < ce™ 200, (6.53)

hold for all (v, 0) € [—L, x*/31?, for an opportune choice of positive constants c, c»
which do not depend on x.

Proof The definition itself of scaling parameters is functional to perform a saddle
point analysis. In particular we want to show that, when v and 6 are relatively small
quantities, compared to x'/3, the integrals in (6.46) are dominated by the value of the

6 For motivation on the choice of sets [-L, X8/ 3] see Remark 6.17.
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Fig. 13 We estimate the kernel A(v, 6) in the red the region (see Lemma 6.12) and in the yellow region
(see Lemma 6.13). Because f(v) converges to the indicator function 1, ) and —L < r, the contribution

to the Fredholm determinant of f; of integrations in the blue region is negligible (see Lemma 6.15) (color
figure online)

integrands at the double critical point ¢. To do so we suitably deform contours C, D
in such a way that, for x large enough, the following properties hold:’

1. max:ec Refg(2)} = g(c(1 — 5775

max:ec |2l = ¢(1 = 3 175);

minyep Re(8(2)} = g1 + 5 77)):

minyep |wl = g (1 + 573).

Sl e

The idea is to take paths like those depicted in Fig. 14. Based on results of
“Appendix C”, we now construct the steep descent contour C. The same procedure
can be applied to provide an exact expression for D as well and therefore we will omit
this in the discussion.

Fix an arbitrarily small positive number € and consider C to be the union of two
curves Cp, C; such that

G, =D (0, c(1—€) N {z € C| Re(z) < %(3 +V1 =8+ 462)] . (6.54)

7 For the sake of the uniform convergence over compact sets conditions 2,4 are not necessary, but we still
state them as they will become useful later in Lemma 6.64.
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» 442022 3
Cr = {ﬂ[o,wzm]ﬂm)s‘ (1 T T g A tizp

lpl .3
+1[W21/3,OO)(|,0|)§( ——+1—,0 Dpl = —(1—V1—8€+4€ )

2
(6.55)

where dD(c, R) indicates a circumference of center ¢ and radius R. To put it in simple
terms C is a circle of radius ¢ (1 — €) up until it intersects for the first time (from the
left) the two complex lines exiting from ¢ with slope :I:ZT” (as in Fig. 14b)). After
C meets these intersection points, denoted with py, it becomes 52, a regular curve
which coincides with such lines for a while and passes strictly to the left of ¢.

We claim that the contribution of the integral in the z variable in (6.46) are given,
up to an error which is exponentially small in x, by the integral along the contour C.
To show this, we first notice that from Proposition C.1, if € is small enough we can
assume that, along C) the real part of g(z) is a decreasing function. Therefore, the
contribution of the term e*¢ () can be estimated by its values at the extremal points of
Ci,

_%(3+\/1—86+462>ii?g(l—\/l—86+4e2)%g(l—eii\@e).

Let us evaluate the quantity Re{g(p+)} — g(¢) through a Taylor expansion. By using
(6.47), we have

8¢"(5)s?

Al e+ R(e)e4,

Refg(pr)} —8(c) =
where R(¢) is the Taylor remainder and it is a regular, bounded function in a neigh-
borhood of zero. The factor ¢3g”’(¢) is strictly negative, as stated in Proposition 6.11
and therefore we obtain the bound

8@=8() < p=X  foreachz € Cy,

which holds for some positive constant c.

Through an analogous argument we can deform the D contour too and separate it
in an umon of two curves D] and D2 (see Fig. 14). As for the C contour case, we can
take Dz to be a curve that follows the two complex half lines {¢ + eH5 p:p>0}ina
neighborhood of size € of ¢ and that passes strictly to the right of ¢. For € small enough,
but still of order 1, the remaining contour Dy can be chosen so that the contribution
of the w integral over D to the kernel A are exponentially small in x.

We also remark that curves Cz, Dz are kept at a distance of size x —1/3 from <
(and hence from each other) due to the presence in the integral expression of Aofa
singularity at z = w.
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(b)

(a)

0y

.
.
.
.

Fig. 14 a Choices of integration contours in Lemma 6.12. The red contour C encircles the sigularities
{ch[ }k>1, is contained inside a circle of radius ¢(1 — €) and joins the point ¢ (1 — W) with slope

l from above (resp. —1 from below). The green contour D contains the singularities {£;sg}x=2,.. » and
torms at the point ¢ (1 + 1 73 ) acusp of width 2 57, symmetric to that of C. b A representation of contours

C and D in the 1mmed1ate vicinity of the cr1t1cal point ¢ (color figure online)

We can summarize discussion made so far expressing the kernel A as

A@v,0) = g / dw/ v
v,0) =
5‘0)/)51/g (27'[1)2 Dy Cy Vyx1/3

9 exp{xg(2)} (gd/w,qz/d;q)o0 1 L o)
expixg(w)} (qd/z, qw/d; @)oo 2 — W ’

(6.56)

where we notice that, with respect to (6.46), the integration contours have become
C> and D; and the remainder is a quantity which decays as an exponential in x. We
can now safely employ the saddle point method to give an estimate of the integral
expression in (6.56). The only significant contribution to the double integral (6.46) is
given when variables z, w are separated from ¢ by a distance of order x~!/3. For this
reason we like to apply the change of variables

= 1 Z = 1 W
=g —m s w=g —m ,

and we write, through simple Taylor expansions, different terms of the integrand
function in (6.56) as
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Znyl/3 g9yx1/3 e—0Z 1 VW2 972
wvyx1/3 - gvyx1/3 e—vW + 2 2
O<Z39 w3y Z%6? W4v2)]

yx1/3

x2/3° x2/3° x2/3° x2/3 (6.57)

xg(2) z’/3 1 78 w8
¢ ¢ [1+ <E124—E1W4)—|—(’)( )]

esw) — GWi/3 yx1/3 253 323
(6.58)
(qd/w, qz/d; @)oo 72 w?
(gd/z, qw/d; q)oo yx x50 x
(6.59)

In these expressions, coefficients E, E», naturally possess exact expressions, which
we do not report as they are irrelevant for the computations. ~
Thanks to (6.56),(6.57), (6.58), (6.59) we obtain an expansion of A in the infinitesi-

mal quantity 1/(yx!/3). Collecting together terms of order 1/(yx'/3) and 1/(yx1/3)?
we obtain
2 . Y
1 3" 0 dW [¢ 3o dz ez3/3—0z 1
Koo = [ Sn [ e
yx/3 [ 57 2mi [ 5  2mieWP/3—vW W — Z
1 -
+——— 0. 0) + O(x>F7). (6.60)
(vx'7)
with the kernel Q being given by
27i - 3
0, 6) — /e7 X JqW € 300 d7Z ez /3—-0Z sz 622
DIE ) an 2mi Jai, 2miewssoow T2 2
1
FENZY = W + ExZ = W) . 6.61
1 ) EAZ = W)) (6.61)

By recognizing the expression of the Airy kernel (6.1) in (6.60) we write A as in
(6.51).

All we are left to do is to prove the exponential bound (6.53) for Q, since the
same type of estimate for K ajry follows from well known decay properties of the Airy
functions [1]. To do this consider the following parametrization of the integration
variables

~

. . b . .
7 = + |Q1 le— mgn(gl)m/S’ W = _5 + |Q2|e_ 31gn(gz)12n/3’ (6.62)

| S
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for p1, p2 € Rand Ebeing a positive real number. Applying the substitution (6.62) in
(6.61), we straightforwardly obtain an inequality like

[Q(v,0)] <e z<9+”>

dQ] sz 101 P5(p1)

+ [v|Py(p2) + SZ;(.Ql) + Sg(gg)) (6.63)

) , .
Fed—(4-F) (35 )
9

where Py and Sj are polynomials and by making use of elementary estimates on the
integrals on the right hand side of (6.63), we can finally show (6.53).
The error term O(x2%/3~1) in (6.51) is obtained taking into account quantities

730 W3v z%? wt? VAR 72 w2
o(Z0.n 2 W) o( 2 W) 0 £ W) o
X2/3° 3273 \2/3° x2/3 X273 3273 X273 3273

from (6.56) and (6.57), (6.58), (6.59) in the saddle point integration. Due to the pres-
ence of the exponentially decaying term ¢Z°/3=W*/3=Z0+Wv we can formulate bounds
like (6.63) for these remainders as well, to finally show (6.52). This concludes our
proof. O

Step 2 the following lemma establishes the exponential decay of A (v, 0) in the yellow
region in Fig. 13.

Lemma 6.13 (Exponential decay of front tails) Let L’ be an arbitrary large positive
real numbers (possibly of order x raised to some power). Then there exists X, such
that for all x > x, the bound

yxPAW,0)| <e ™’ (6.64)

holds for each (v, 0) € [—L, c0)? \ [-L, L'1%

Proof We use again suitable deformations of contours described in Lemma 6.12 to
estimate, for large x, the contribution of the factor

1/3
Zny

wvrx'

to the double integral (6.46). Let’s first prove (6.64) in the case 6 > v. When this is the
case, we take the contour D exactly as in Lemma 6.12 and we modify C = CiU Gy,
where

~ 2¢ 3
C1=8D(O,g 1/3)0{16C|9‘{e(1)<§(1— el
~ 3 . ~ ~
Cr=¢(1—- —1/3) +i[—ga, ca]

yx
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1002 T.Imamura et al.

and a is given by the intersections of the vertical complex line {¢ (1 — %/; )+iyly € R}

with the circle 9D (O G — == /3) We can also write down its exact expression as

2 5 [2 1 '
[ — Y S — - /3
yx13 T 2523 Y x1/6 + O™ ).

From Proposition C.1, dD (0, c(l— #)) is a steep descent contour for Re(g) and

N

we can assume that
1— 3

To evaluate the real part of the function g on the complex segment C> we use the
parametrization

I SR 2 6.65
=g —)/)Cl/3+1yx1/3 . (6.65)

In this case Z is a real number ranging in an interval which, up to corrections of order
x13is [—«/Zyxl/G, «/Zyxl/ﬁ]. Expanding g in Taylor series around ¢ and recalling
(6.47), we have

/// 4 (4)
() 2 5§78 (S) 4
Re{g(2)} — (o) = 3!—3( +9Z+ Gy
ZZ Z4 Z6
+0 (W A x—z) : (6.66)

where the presence of terms of order higher than three takes into account the fact that
Z can be of order x!/®. When Z/(yx'/3) = @, (6.66) becomes

3 ~ 1 /// —
%eig(g(l—m—l—ia))} g(s) = 22/3< 38"(9) + - gg<4><g>>+0(x b

and the term on the right hand side of order x~2/3 is negative. This can be shown

either directly computing the derivatives of g or simply recalling that the point ¢ (1 —
# + ia) lies on a steep descent contour. These calculations imply the estimate

e"(g(Z)_g(g))‘ < e_”m, foreach z € 51, (6.67)

for some positive constant c. On the other hand, when z belongs to Cs, (6.66) gives
us that

ex(g(Z)_g(g))‘ < 69_522, for each |Z| < y5x1/3, (6.68)
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Fig. 15 Choice of integration
contours of Lemma 6.13. The _
red contour C is the union of C1,
an arc of the circle og center 0
and radius ¢(1 — W—IB), and

52, a vertical segment g)assing
for the point ¢(1 — m) on
the real axis (Fig. 15). On the
other hand D, in the vicinity of
the critical point ¢, stays close to
the lines exiting from ¢ with
slope :I:% (dotted lines) (color
figure online)

for some other positive constant .

To complete the list of preliminary estimates for terms depending on z in the inte-
gral formula (6.46) of the kernel Z, we need to address the factor zeV"l/S. First
we notice that, since the contour C lies inside the circle centered at O with radius
c(1— 2/()/x1/3)), we have

‘5
S
as a result of the simple inequlity log(1 + y) < y, valid for all y > —1. Moreover,
when z is on C», using the parametrization (6.65), we have

1/3
Oyx 2

<explOyx'Plog(1— —= )t <e ™, foreachzeC, (6.69)
yxl/3

Oyx1/3 B . 1/31 | 3 iz
E = exp 2 og — m + m
9+ 22

To evaluate the kernel A we also need to provide some estimates for quantities involv-
ing the variable w. The choice of contours C, D implies that

1 S d (gd/w,qz/4; ¢)o

-

— an
z—w ~ yx!s3 (qd/z,qw/d: q)o

‘ <Ty,
(6.71)

for some constant I';. In addition, since v > —L and |w| > ¢, combined with the fact
that D is steep ascent for the function PRe{g}, as proved in Proposition C.3, we have
that
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1004 T.Imamura et al.

¢ pyx's3 ¢ |—Lyx'P3
=7 epteee) —sn =[] T explx(e() —gwi) < T

(6.72)

for some other constant [',. Combining together inequalities (6.70), (6.71), (6.72), we
can write

/ / dw 227" explxg(2)} (qd/w, qz/d; @)oo 1

vyx
A, 0
1A, 0)] = 9yx1/3 2w wovr'? explxg(w)} (qd/z, qw/d; @)oo 7 — W

T l(D)
T @m?2yxlB Je

Z

oyx!/3
dz (E) exp{x(g(z) — g(sN}], (6.73)

where /(D) is the length of the curve D. The integral over C is naturally split into
different contributions coming from contours C; and C;. On C1, utilizing (6.67) and
(6.69) we have

J:
whereas on 52, from (6.68), (6.70) we obtain
J:

ayx!’? 94 72 ~D
< dZexpyi—01{3— a5 )T 9—cZ";. (6.75)
—ayx\/3 2y x1/

To estimate the integral on the right hand side of (6.75), set a large integer N and split
the integration segmant into |Z| < N and N < |Z| < @yx'/3. When |Z| < N the

fyx!/ ~
d (é) exp{x(g(z) — g} < e P " IC)).  (6.74)

z Oyxl/
dz (E) explx(g(2) — g(g))}'

term 29;:5/23 is small and we can denote it with O(N?/x'/3). On the other hand, when
N < |Z| < ayx'/3, since 3 — 9+%/3) > 2, the integrand becomes very small due to

the presence of the exponential of —¢Z2. We can therefore write

260 6(1—O(N?/x'/3 N 9-cz?2 9-cz?2
rhs (6.75) < e™ (e (-OWN"/x ))/ e ¢ dZ+/ dZe ¢ )
-N N

— 2 <e—9(1—(9(N2/x1/3))F3 + O(e_ENZ)) ’ (6.76)

<|Zlayx1/3

with I'3 being a constant coming from the integration of the exponential.
We can now plug (6.74), (6.75), (6.76) into the right hand side of (6.73) to finally
obtain
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I T2l(D)
(27r)2yx 1/3°
(6.77)

The term inside the parentheses can be made smaller than I‘(F—Z(D) taking x >> 0 and
L’ > 0 (remember L’ < 0), so that (6.77) reduces to

7 —26
‘A(v,@)‘ <e —yx1/3’

which implies (6.64) since —260 < —0 — v.

The complementary case v > 6 can be studied analogously, deforming the contour
D, instead of C, symmetrically with respect to the critical point ¢. O

Up to this point we estimated the kernel Aina region where both 6 and v are
bounded from below. When this is not the case the saddle point method cannot be
applied any longer as the contribution to the integral (6.46) of the term

1/3
Zrx 0

wyx3y

is no more negligible. In the following Lemma we show how to control the rear tails
of A.

Lemma 6.14 The kernel A defines a trace class operator on 12(%) with ||;4V|| =1.1In
particular we have the bound

|A(v,0)| < 1. (6.78)

Proof Since A is obtained from the kernel A through a simple change of variable and

a multiplication by a gauge factor ;E;; fr(&”)) , we can still write the expansion

x—1

x—1 ~
A= (( ))m ) f( (;)Wz(me) = L HORO,
1

where §;(v) = T0561(ny) and Y1 (8) = g8y (mo). Functions . v, like ¢, v,
are still a biorthogonal family and to prove this we only have to check that the
summation ), ¢1(v)1pk(v) is absolutely convergent. This can be done establishing
exponential decay of tails of ¢1 l/fk For the rear tails this is done as in “Appendix B”
for functions ¢y, ¥; (for the real tails), while front tails are estimated using a saddle
point analysis as that performed for the kernel A in Lemmas 6.12, 6.13. Such expo-
nential bounds imply that A is trace class for each x, following the argument in the
proof of Proposition 5.3. Also, the biorthogonality of ¢[ 1//k implies that ||A||_ 1 as
shown in the proof of Proposition 5.4. O

Step 3 we can now start the evaluation of the Fredholm determinant of the kernel fg
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Lemma 6.15 There exist constants ¢, x* such that, for each x > x*, we have
~ ~— _ 1/3
[det (1= FA) ) — det (1= FA) gy oo <" 679)

Proof First we set constants ¢y, ¢z such that the estimate

o=~ M cre 977, if0,v e [-L, 00),
cz(mm(Q —L)+min(v, 7L))yx else,

holds, for each x sufficiently large. This is always possible as a result of Lem-
mas 6.12, 6.13, 6.14 and from the fact that f(v), given in (6.45), decays exponentially
in x!/3 when v « 0. In particular we can easily deduce the additional bound

'\/ FFO) AW, 0)

true for any 6, v, for some constant c3. We have

e =~
lhs of (6.79) = Z( ) Z(w sOdl-L ooy i det <,/f(vi)f(vj)A(vi,vj))

s

Z(l(c —1)1)v2m< L Z ’det (\/f(Tf(vj)Z(w,vj)N.

,,,,,

—161—[v]

1
< C3yx1/3e

(6.80)

Thanks to the Hadamard’s inequality we can estimate the determinantal term in the
sum as

1/2

k k

K NN N ~ 2

‘i,d,-i‘l (x/f(w)f(v,-)A(vi,v,-)> =[T| 22 Fonswp [Aw vy
i=1 \j=1

k/2

k/ czulyx1/3 k IHe \v,

(yxl/z)k
so that, using this bound in (6.80), we obtain our result. O

Step 4

Lemma 6.16 Take constants L, § suchthat —L < r and § € (0, 1/3). Then there exist
constants C, x* such that, for each x > x*, we have

~ ~~ _ .83
‘det (1= FA)pg. ) —det (1= FA)pgry_pomy| < Ce™. (681
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Proof The proof of (6.81) makes use of the exponential bound (6.64) choosing L' =
x%/3 and it is similar to that of Lemma 6.15, therefore we omit it. O

Step 5 we can finally combine all previous preliminary Lemmas and give the proof of
Proposition 6.6.

Proof of Proposition 6.6 To prove this result we first use Lemma 6.15 and Lemma 6.16
to restrict our attention to the Fredholm determinant of fA in [*(Z N [—L, x*/37).
The error we make while considering this restriction is exponentially small in x and
hence it is irrelevant when it comes to a decomposition like (6.23). Using results of
Lemma 6.12 we have

AW, 0) = — 7 Kaiy(0.0) + — 7575 0, 0) + O(x*171),

1
(yx!/3)
f(l)) = 1,000 (V) + Ar(v),

1
x1/3

where the term A, is simply expressed as

s 1””]_/3, ifv <r,
Ar(‘)) = q(v —r)yx 1/3 .
—q
o3 if v >r.
1+q(v r)yx
We can saparate the terms of the product f (U)Z (v, ) based on their order in x /3
as
BOW,0) = Lo () Kainy 0,0, BOw,0) = — 11, o0)(1) O(v, 6)
V,0) = L[r,00) (V) R Airy (V, 0), V,0) = X173 [r,00) (V v, 0),
3 ) 1
B (Uy 9) = AF(U)KAiFy(U79)5 B (V, 9) = TAI‘(]")Q(Ua 9)7
yx!/
(5) 2(6—1)/3
Bi,j(v,Q) = (’)(x @=1/ )
In this notation we write the Fredholm determinant of fK as
Dk 1\ ok
det (1 fA)zz(Zm[ Loy =1+ ; A Zwe Lx 573 (m) i,(ljzl
(BVwr v+ + B i) (6.82)
and our goal is to separate the contribution of higher order terms B®, ..., B® from

that of B, To do so we use a formula that expresses the determinant of a sum of
matrices B) + ... + B™) in terms of sums of determinants of matrices having for
column i, the i-th column of exactly one of the B!V, ... BW) More precisely we
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have
det (B<” ot B<N>) = Y de (B(“"'”’N)> , (6.83)
UN Ii={1,...k}
LNL=0ifi#j
where
Ity In) _ p) ¢
B\ = B ifi e 1.
This expansion holds for generic k x k matrices BV, ..., BY) and it follows directly

from the multi linearity of the determinant. Using (6.83) can rewrite the determinant
in the right hand side of (6.82) as

det (BV 4+ BO) =det (BV)+ 3 det (B,

U Li=(1,....k}
LiNli=Pifi#j

h#o
(6.84)
The Hadamard inequality provides the bound
5 ' 1/2
der(gUnr sty < TTTT | 18P0 v |
I=liel; \j=1
while exponential inequality (6.53) allows us to write
BWD i, vi) < cre=, BP(v,v)) < b cre
1y V] 1 s vy J/_xl/S 1 ’
B, vj) < Clqlv"_rlyxl/a,
4 cigli v 5 26-1)/3
BW (v, vj) < T BO (v, vj) = O~V
yXx
Integrating the generic term of the summation in (6.84) we obtain
B 1 ¢ (11,1, 13,14, 15)
szi[z—lfjfj(“] (yx1/3> ’det(B I )‘
— kK20 (x—llz\/3—|13\/3—2|14\/3—\15|(2/3—8)) ’ (6.85)

where the exponents —|I3|/3 and —2|14|/3 appear due to the fact that the function

q\v—rlyxl/ —-1/3

s exponentially small in x outside of a neighborhood of size x of r.
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Because at least one among I, .. ., I5 is not empty, we have proven that
det (1= FA) pgin_p o)

1
_ Y )
= det (1— lllr,oo>KAlry)12<zm[—L,x5/3]> + yx1/3 87 (6.86)

1
= det (1 — ]l[r,OO)KAiry)KZ(R) + m (S)El)(r) + S)(CZ) (r)) .

In the right hand side the error S’ comes from contribution to the Fredholm
determinant of matrices B® ... BO while S® comes from substituting discrete
integrations Y with integral symbols. Both these quantities are explicit and clearly
bounded due to the exponential estimates (6.53) and this proves (6.23), (6.24).

The continuity of the remainder term (6.25) can be proven following the same
strategy used to prove its boundedness. In fact for any r*, S,(Cl) ™), S,(Cz) (r*) are sums
of determinants of kernels depending on r* and to evaluate the differences

SOy — SO (r* — 1/yx'3)

we can first expand these kernels around r* and subsequently analyse the contributions
of terms of order zero and one in x~!/3 using an expansion of the form (6.84). We
don’t discuss these details any further. O

Remark 6.17 The statement of Proposition 6.6 not only tells us that
det(1— fA) — Fa(r),
X—> 00

but also it gives us an estimate of the error depending on x and this will be essential
in the proof of Theorem 1.5. To measure such error term, namely ﬁ R)(Cl) in (6.23),

we approximated the kernel f Aonl 2(Zz) with its truncated version defined only on
(ZN[—L, x%/31)2. The choice of the supremum of the segment [—L, x%/3] is actually
very relevant and possibly differentiate our analysis of the Fredholm determinant from
that of earlier works, such as [16]. Had we considered the convergence of f A only on
compact sets like [—L, L'], with L’ being some finite constant, we would have ended
up, in Lemma 6.16 (replacing every x%/3 with L’), with a bound like

Ihs of (6.81) < Ce™L'. (6.87)
This clearly would have not been enough for our purposes, as the right hand side

of (6.87) has no dependence on x and in particular does not decay when x becomes
infinite.

6.5 Proof of Propositions 6.7, 6.8, 6.9

In this Section we carry out proofs of Propositions 6.7, 6.8 and 6.9, that were stated in
Sect. 6.2 and used in the proof of our main result Theorem 1.5. As in Sect. 6.4, rather
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than the original expressions of f, A, ®® W) we will make use of their rescaled
forms f, A, ®9, W) discussed in Proposition 6.10. First we present the proof of
Proposition 6.7 and the argument we follow traces that given in Lemma 5.12 of [39].

Proof of Proposition 6.7 First we see that the term

n n+1
q"/c 4o 4 )

Uo(l/{)‘i‘sz(q):Z(l_qn/; 1_q"+1

n>0

plays no role in the limit as it is a bounded quantity in x for each fixed r.

Less trivial is to calculate the limiting form of vo(g¢), which is a summation like
qn+1—X
1+ qn+1—X ’

n>0

for X being large. The kicker here is understanding that the main contribution to the
sum is given by terms where m runs between 0 and 2[X7.% Coupling the (k — 1)th
and the (2[ X7 — k — 1)th addends and using the simple inequality

1 —¢q? - 1 1
- 1+ g2 + gk X 4 gX—kt2 = 1 4 gX—k + 1 + gX-20XT+k

=1

we see that

1

Y 7 =X+ 00).
X—n—1

n201+q "

We are interested in the case when X = nx — yx!/3r, so that, plugging this result into
(6.26) we are left to calculate

i 1
lim Y (Kxa()(tf) — xho(d) — nx +ryx1/3>

X—> 00 )/
(23
=r+ lim —dg'(d),
X—> 00 y

which gives (6.26) and (6.27) after expanding g’ around its critical point ¢ as

2
g/(,{) gW(g)(‘{ g) i/zg///( )W —I—O( _2/3).

This procedure also proves the boundedness of the remainder R ;3) due to the generality
of r.

8 Here [1 is the ceiling function.
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Result (6.28) follows from expression (6.26). We have

q"/¢ q"t'¢
RO () = —yx'"Prr — ,; (1 —c 1= q"“;) + (terms independent of r*),

where ¢ = —g~ " 7x"*r* 1n this way the difference R () — RZ (r* — 1/(yx'/3))
becomes

1/3 % 1/3 %
nx X r —nNx+yx T

- 1+ qnx—yx‘/3r* + 1+ q—nx+yx1/3r*’

which converges to zero exponentially as x goes to infinity. O

Next we present the proofs of Propositions 6.8, 6.9. Our approach follows a saddle
point analysis analogous to that showed in Sect. 6.4. The only difference between the
argument we present next and that used for the evaluation of the Fredholm determinant
of f;f consists in the proof of the exponential (1§:£ay of rear tails of ]7 (v) EIVD,(f) (v) 7 )Sj ) v).
In fact in Sect. 6.4 the decay of rear tails of f A was implied by the bound (6.78) and
by the convergence f — 1(;,00)- Below to obtain similar estimates we use more direct
computations and hypothesis (6.22).

Proof of Proposition 6.8 By making use of the saddle point method it is easy, at this
stage, to obtain a convergence result as

S i~ o '
@ Y JoR0T ) — Y LegOTL 0TV 0)
i.j=1.2 i,j=12
@)D @ DALD

(6.88)

and to estimate the error term depending on x and r. This holds for v in relatively large
sets of the form [—L, x5/3] for some fixed L > 0 and é € (0, 1/3). Also, assuming a
suitably strong decay of tails of summands in the left hand side of (6.88), this easily
leads to an expansion of type (6.29).

Using suitable deformations of contours in the integral expressions of CT))(CZ), \II)EZ),
such as those seen in Lemma 6.13, one can also establish an exponential type decay
for the front tail (v > 0) of (6.88).

The exponential decay we have in the left hand side of (6.88), when v goes to
—oo is slightly different from what seen previously and in particular, here we make
use of the hypothesis li_aa < g~ 'd stated in (6.22). We evaluate separately each one
of the three summands in the left hand side of (6.29), when (i, j) is either equal to
(1,2), 2,1 or (2, 2).

We start with the (i, j) = (1,2) term. From expressions reported in Proposi-
tion 6.10, we write
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4P WP ()

_ 1 / dz (E)yxl/%ex(g(z)—g(a[)) (Gz/d: q)oo (6.89)
1 4 qvx'"P0=n o, 2miz \d (45 @)oo

We take Cp to be a circle of center in 0 and radius ¢(1 — h/(yx1/3)), where & is
chosen so that |z]| < & forall zin C; (e.g. take h > @). When x is large enough, such
C1 is a steep descent contour for PRe{g}, as proven in Proposition C.1. This, along with
the fact that ¢ is a double critical point for g allows us to state the bound

|exp{x(g(z) — g(d))}| < const forall z € Cy. (6.90)
Moreover, the choice of C; also allows us to write

yx!'Pv 1 h w
— /3 _ _ -
_exp{yx v (log (1 yx1/3) log (1 yx1/3)) +O(1)}

<exp{v(w —h)+ O()}, (6.91)

7

having used the simple logarithmic inequality 1+Lv <log(l+y) < y,validforall y >
—1. Despite the right hand side of (6.91) is a quantity which diverges exponentially
when v — —oo, its contribution is easily balanced by the term 1/(1 + ¢¥* (=)
in (6.89), which, for v < —L, decays as g~ ="/D7x'"*v Following (6.90), (6.91) we

come to the estimate

[(6.89)] < const—l(cl) e(hfw)”qf(lfr/””m”
21

where in the right hand side the constant term also includes a trivial bound for the
factor %. This is enough to show that for L large enough, we have

1(6.89)] < ¢1e2"*"*V forallv < —L, (6.92)

where c¢; and ¢; are two suitably chosen positive constants.
We now want to establish a type of bound similar to (6.92) for the term (i, j) =
(2, 1) of the left hand side of (6.29). Again, from (5.17), (5.18) we write

-~ - 1 dw [\
df )PP TP ) = f (—)
D

1+ gv<'"P0-n Jp 27iw \w

ot @@ —gwp YL/ W oo 4
qw/d; @)oo w —d

(6.93)

As acontour D1 we can simply take the contour D described in Proposition C.3. Since
we can always deform the integration contour in a neighborhood of size x /3 of ¢,
without loss of generality, we assume that 4 lies strictly at the left of Dj. With this

@ Springer



Stationary stochastic Higher Spin ... 1013

choice, we know that D is a steep ascent contour for PRe{g} and this, along with the
fact that ¢ is double critical point for g implies the bound

|exp{x(g(d) — g(w))}| < const forall w € Dj.

Another consequence of the choice of contour D; is that

2a

max |w| < ,
weD 1+0'

as reported in (C.4). This immediately gives us the estimate

yx1/3y

1/3

gy 1 d
‘— 5‘% forall w € Dy,
w a

since in this case v is taken to be negative. In expression (6.93), the contribution of

the factor & /(w — ) is bounded, in absolute value, by a quantity of order x!/3 and
therefore we come to write
(D) 15| +0) el
1(6.93)| < const——2 x1/3 g~ 1=r/D g . (6.94)
2 2a

When L is large enough, the assumption 2a/(1 +0) < ¢~ ' 4 of (6.22) guarantees that
the right hand side of (6.94) is bounded by an exponential function in y x!/3v whenever
v < —L and this concludes our analysis of the rear tail of the term (i, j) = (2, 1).

To obtain the same type of result also for the case when (i, j) = (2,2) one can
reproduce, with minor adjustments, the same argument we used for (i, j) = (2, 1)
and therefore we omit details on this part.

We have, at this point proved a bound for the summands in expression (6.29) of the
form

~ ~ ~(; . 3
Z f(v)dD)(C‘)(v)\ll)EJ)(v) < cle‘”’x” Y forallv < —L,
i,j=12
@ )#AD
for suitably chosen positive constants c1, ¢2. This concludes our argument. O

We conclude this Section presenting the proof of Proposition 6.9.

Proof of Proposition 6.9 First we expand the expression in the left hand side of (6.32)
as

d S ~ o~ - ~ o~ ~
Ty ] AW ADEC1 1 FODB 02T 0). (699)
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We can split the summation (6.95) as

[ = —~
yxl/3 (Z(v,kl,)q)e[fL,x‘SﬂP + Zv,kl,kzgé[fL,x‘sB}%)

(FO AW, AT, 22) F () (h2) Wy () .

Using estimates already encountered in the proofs of Propositions 6.6, 6.8, we know
that the contribution of summation where indices do not belong to [—L, x%/3 ]3 is
exponentially small in some power of x. On the other hand, when all v, A1, A, belong
to [—L, x%/3], we can safely employ the saddle point method to estimate the summand
terms in and obtain their expansion in power of x~'/3, as done in (6.51) for A. This
would ultimately lead to the convergence result (6.32) and to a verification of properties
(6.33), (6.34) for the remainder term. The procedure is analogous to what explained
throughout the rest of the section and therefore we do not describe its details any
further. O

7 Specializations of the higher spin six vertex model

In this section we take a look at the most relevant degenerations of the Higher Spin
Six Vertex Model. Letting parameters vary and considering different scalings we can
study models which could be discrete or continuous both in time or space.

7.1 Stationary g-Hahn particle process

First we will consider the g-Hahn TASEP, a space-time discrete particle process intro-
duced in [56] as a dual counterpart of a general chipping model solvable by coordinate
Bethe Ansatz. As a consequence of exact results obtained in Sect. 5 we will establish
here determinantal formulas describing the position of a tagged particle for the model
in the stationary regime and under certain assumptions on parameters we establish
Baik—Rains fluctuations.

The g-Hahn TASEP is a three parameters dependent simple exclusion process
where particles, at each time step, move in a predetermined direction with jumps
distributed according to a g-deformed Beta binomial law. This means that, recording
the position of particles in the lattice at a specific time ¢ in a strictly decreasing sequence
y(t) = {yr(t)}xez, then after a time unit, y(¢) is updated to a new sequence

Yy + 1) = {ye(0) + 1 ez,

where the values of jumps J,t(‘H are chosen with probabilities ]P’(Jf{+1

by

= Jjly(1)), given

/@) (1 @gi—j (45 D
(v Qg (@04 D g—j

0g.uv(J18k) = 1 forj=0,..., g

(7.1)
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g0 (2]93) ©q,uv(3lg2) ©q,puv(2]00)
/\ /_\
Y3 g3 Y2 g2 Y1

Fig. 16 A visualization of the dynamics of the g-Hahn TASEP

and gr = yx—1(t) — yx(¢) — 1 is the gap between the (k — 1)-th and the k-th particle
(Fig. 16). The fact that, provided

O<v<wu<l1 and 0<gqg <1,

®g4,.0,v 18 a probability distribution is is consequence of the g-Gauss summation (A.8).

The case when the system possesses a rightmost particle, say the one labeled with
1, can be considered ideally placing particles with labels 0, —1, —2,...infinitely far
away. Here, when we are interested in the evolution of y1 (¢), . . ., y,(¢), we can reduce
to study a model with only x particles. This is due to the fact that the dynamics of
particles x + 1, x +2, ... cannot influence the motion of the ones to their right. In this
case, Bethe Ansatz techniques are available (see [23,29]) and, for the special initial
conditions

() =—k as. fork=1,...,x

the distribution of the single particle y.(#) exhibits a determinantal structure. This
particular property was used in [68] to establish Tracy—Widom fluctuations for the
integrated current.

Our goal is to study a different class of initial conditions, where particles fill, with
different densities, expressed in terms of two parameters 0 < d_, 44 < 1, the regions
respectively at the left and at the right of the origin. More specifically, these are given
setting

y1(0) = —1 as,,

31 (0) — 3 (0) — 1 ~ JINB ) L= 72

gNB(, d_) if k>1,
and we refer to these as double sided q-negative binomial initial conditions. In words,
at time ¢+ = 0, consecutive particles occupying the negative half line Z<_; (those
with labels greater or equal than 1) are spaced with g-negative binomial distribution
of parameters (v, 4_) and those in the portion of the lattice Z>_; are spaced with
g-negative binomial law of parameters (v, 4} ). An important particular case of initial
conditions (7.2) is given setting

d_=dy =4d. (7.3)
As proven in Proposition 7.1, with this particular choice, the dynamics of the g-Hahn

TASEP preserves the distribution of gaps between consecutive particles and therefore
(7.2), (7.3) are regarded as stationary initial conditions.
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The reason behind the exact solvability of the model with initial conditions (7.2)
is that the study of evolution of coordinates y;(t), ..., yx(¢) (with x > 1), can be
reduced to the study of the same quantities in a system including only finitely many
particles. Indeed the presence of infinitely many particles (spaced with distribution
gNB(v, 4)) at the right of the first one can be mimicked by simply slowing down y
by a quantity depending on 4 . This is a consequence of the fact that the dynamics of
the g-Hahn TASEP preserves the spacing between y1, yo, y—1, ... and of the simple
identity

PO =) =D 0qun(F18)7s = 0g,ut.04(j100), (7.4)
80

where

_ u Vi Dm (4,9
(@ Pm ;@)oo

v (7.5)

This can be proven expanding terms ¢, ., v (j|g), 7 and using the g-binomial theorem
(A.7). Equality (7.4) shows that, when yo(¢) — y1(¢#) — 1 is distributed according to
gNB(v, 4} ) at each time, then the effective distribution of jumps of y; is given by

®q.udy v, (8]00).
We now come to prove the claim that, with initial conditions (7.2), (7.3), the dynam-
ics preserves the distribution of gaps.

Proposition 7.1 Ler y(t) = {yi(t)}kez be the array of positions of particles of a q-
Hahn TASEP having initial conditions

Vk—1(0) — yx(0) — 1 ~ gNB(v, d), forallk € Z,
and d is a fixed parameter in the interval (0, 1). Then, for each t > 0
Vk—1(t) — (@) — 1 ~gNB(v,d), forallk € Z.

We start stating a simple summation identity

Lemma 7.2 For any complex numbers a, b, c and integer M > 0, we have

e b: @k (cPDm—k 1 [ (ab; @)oo (2¢; q)oo dz 7.6)

= (@G Ok (@ Du-k - 271 Jey (859D (2 qoo 2T

where Cy is a sufficiently small contour encircling 0 and no other poles.

Proof For z sufficiently close to 0 we define the functions

(b;q)1  (zab; q)so (c;q)i
F(z) = ! = , G(z) = (R SR
@) g(za) (q:9) (za; q)o @ g ¢ (q: 9
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and we see that their product can be written as

_ G Dk (€ Pm—k\_y
PG = Z (Za (q; Dk (61;61)M_k)Z ’

M>0 k>0
so that
b; c; _ 1 dz
Z“k( Dic (Dt _ 5= P F@OGR@ 3y
= @GOG Pu-k 27 g, z
and we have our result. O

Proof of Proposition 7.1 We proceed with a checking style argument. We will show
that

=Y m Y PUH =M —k+Dgg .l k),
k>0 >0

or, equivalently, expanding all terms, that

M(v 9m X M—k+1 (V5 @) M—k+1
d d -
(g5 9)m g ;(M ) (5 @ m—k+1

y (du; Qoo W/ 105 @115 @r—1
(dv; @)oo q; i(q; k-1

; (1.7

where we made use of a summation like (7.4) to express the probability of the (x — 1)-
th particle making a jump of M — k + [ steps. In the right hand side of (7.7) we can
exchange the summation order noticing that the sum in the / index is nontrivial only
for [ < k. Therefore this can be written as

(d 145 9)oo 10 WD e M—te—1) W/ 15 D m—k—1) (3 @r—1
d
(dv; Poo Z (q: 91 Z (d) (G Dm—=) (G5 -1
e W/ @ p—w (s Qi
_ ML{M k
o Z G Dm—w(q; P

>0 k>1

k'>0

The summation can be evaluated with (7.6) settinga = 1/u, b = pandc = v/u. We
get

S W/ Du-r e 1 [ @/ Qo dz uM (v Pum
= @ Du—w(@ D 271 Joy @/1; oo 21 @ Dm’
which combined with the previous identities completes the proof. O
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The fact that (7.2), (7.3) constitute a family of translation invariant initial conditions
was originally argued in [29]. There the author speculated the stationarity property
starting from the fact that they are an infinite volume analog of the factorized steady
state measures of the g-Hahn zero range process in the ring geometry [56]. Our proof
is of some interest as it is elementary, in the sense that it only makes use of notable
g-binomial identities.

Although the g-Hahn TASEP was introduced in [56] with no reference to stochastic
vertex models, it is indeed possible to obtain it as a degeneration of the Higher Spin
Six Vertex Model, as it was observed first in [30]. The natural way to construct a
simple exclusion process from the Higher Spin Six Vertex Model is to interpret the
vertical axis as a time direction and to read the number of paths vertically crossing
vertices as the evolution of gaps between consecutive particles. More specifically,
given occupation random variablesj{, j%, .., jpandm}, mf, ..., m! defined in (1.2),
(1.3), we construct a configuration of particles y(¢) = {yx(¢)}x>1 such that

yi() =—1+ji+---+j and ye_1(t) — yx(t) — 1 =mi forallk > 2.

In this way, horizontal occupation numbers jtl, j5, ... are interpreted as jumping dis-
tances of particles during the update at time ¢ and the Markov operator describing
the stochastic dynamics is given in general by the transfer operator .'{,(4{ ), as in (2.15).
Although the exact form of the fused weights L), reported in (2.17), appearing in the
definition of %,(4{ ), looks rather complicated it is possible to degenerate it and match it
with an instance of the ¢ deformed beta binomial distribution (7.1). This fact was first
observed in [12] and in our notation, Proposition 6.7 of the same article implies that

J L s
Lf,,gk,xk @1, Jil i2, J2) —>Sk=s Lis+ji=int o Ljn<in g7 52,52 (2101). (7.8)
§k=1/s
u,:s2

Expression (7.8) suggests us the right specialization to turn the transfer operator
%5{ ) into the Markov generator of the g-Hahn TASEP. On the other hand, thanks
to arguments carried in Sect. 4.2, we also know how to employ analytic continuation
techniques to describe the probability distribution of the model for certain random
initial conditions, which indeed would correspond to (7.2).

We like to summarize this discussion concerning the matching between g-Hahn
particle processes and Higher Spin Six Vertex Model in the following.

Proposition 7.3 Consider the (non stochastic) Higher Spin Six Vertex Model on Ao -1
with boundary conditions

ml =0 a.s., forallx >1, 18 =K a.s, j6 =J as, forallt >1,(7.9)

X

transfer operators %;I/(}J Xg), }fg), ... and parameters

E=ELs LsThol), S=(s1,8.8,...). (7.10)
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Then, for each l, the signed measure P(H(x,t) — m(l) = 1) is an analytic function of
w=q’s*and p = q~X. Moreover, setting

s1=1/N, & =d; N, and taking the limit N — oo, (7.11)
O0<d <dy <1, s2=v, O<v<u<l, =0, (7.12)

we obtain

P(H(x, 1) —mi) =1) = Pgu(a_.dpyomx (1) +x —m = 1),

foreachl € Z, x > 1 and t > 0. In the last equality, both sides are probability
measures, Pyus_, 4 )om refers to a product measure of a q-Hahn TASEP with initial
conditions (7.2) and of a qPoisson(d_ | dy) random variable m (independent of yy).

Proof We start considering expression (4.39), which is stated for a model with
boundary conditions (7.9), J = 1, transfer operator .’{;I/{g, Xu,, Xy, ... and generic
parameters u;, &, s,. The fusion of rows procedure, as explained in Sect. 2.3, allows
us to substitute X with X/ and it simply consists in specializing spectral parameters
in geometric progressions of ratio g. We therefore operate the substitution

2 2 272 J—1 2
W Ima1, Wymg2s - Ugmt1) —> (87,987,977, ..., ¢q ) form >0

(7.13)

and, as a result, in (4.39), we change the factor I in the integrand into

fiz 2"'s, U)—>l_[ ( >1< (S2ZJ~'q)oo )t
(2j5% Qoo @'s%2ji ) |

As long as the quantity g7 s2 is smaller than 1 in absolute value, no new pole is created
for the integration in zi, ..., z, on the torus T* and therefore we can analytically
prolong P(H(x, ) — m? = e) to the region s> = v, u = ¢’s>,0 <v < pu < L
Choice of parameters (7.11) implies that jt1 ~ Qq.d,n,d,.v(#]00) as it was observed in
(4.36) and together with conditions on v, u, it turns the transfer operator %5(‘2’) into a
Markov generator describing a g-Hahn TASEP where the rightmost particle is slower
of a factor 4 compared to the others. This is a basic consequence of (7.8).

The analytic continuation in parameter p = ¢~ X is treated as in Proposition 4.10.

As a result of choice p = 0, random variables m(l), mg, ... become independently
distributed as

9~ gPoi(d_/dy), and m® ~ gNB(v, L ).

This passage is explained more extensively in Sect. 4.2. Recalling the definition of H,
given in (4.30), interpreting m; as the gap between the (k — 1)-th and the k-th particle

@ Springer



1020 T.Imamura et al.

and j; as the jumps made by the k-th particle during the update at time ¢ we realize
that

@) +x—mE2H@, ) —m? forallx>1,1>0,
where the equality holds in distribution. So far y, is the position of the x-th particle
of a g-Hahn TASEP with a slower particle, but as a consequence of identity (7.4),
this is equivalent, in distribution, to the position of the x-th particle in a model with

infinitely many particles at the right of y; spaced with g-negative binomial distribution
of parameters (v, 41 ). This concludes the proof. O

We come now to state our main results on the double sided g-negative binomial
g-Hahn TASEP.

Proposition 7.4 For d_ < d., we have

EgH(d .4 )@m ( TG J:C_m; q)oo> =det(1 — fKqn)p2 () (7.14)

where
fn) = ﬁ, (7.15)
Kgu(n,m) = Agu(n,m) + (d — d_)®gu x(m) Wy x (1), (7.16)
Agu(n, m) = ;((:1)) % %wil 5((;)) : ! - (7.17)
Dyy,x(n) = r(n)/ i w”+2 (@/ui Do F(lw) (7.18)
Wo,x(n) = % ; %z"z_;d_(thﬂ; oo F (2). (7.19)

The contour D encircles 1,d; and no other singularity, whereas C contains 0 and
qsz_, for any k in Z>o. Moreover, t(n) is taken to be

bn ; > O
= |2 Unz (7.20)
c", ifn <0,

withd_ <b<dy <1 <c<1/v,and

. t . x—1 .
F(z) = ((VZ, Q)oo) ( (z; ‘I)oo ) (‘IZ/‘{—H Q)oo. (7.21)
(125 @)oo (vz; @)oo (qd-/z; @)oo

Finally, m is a qPoi(d_ | dy ) random variable independent of yx.

Proof We only need to specialize results of Theorem 1.3 to the same choice of param-
eters adopted in Proposition 7.3 and ultimately to perform the analytic continuation
in parameter u = ¢’ 5. O
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It is now safe to apply techniques developed for the Higher Spin Six Vertex Model
to describe asymptotic fluctuations of the position of a tagged particle in the stationary
g-Hahn TASEP. In order to fix the parameters describing the scaling of the g-Hahn
TASEP we introduce the families of functions

(zp; @)oo

1@ P ) =log <(zi5' 9)
94! o

d
) and a4 1(z; p, p) = Zaak(z; P, D),

for all k > 0. When k > 0, ax(z; p, p) is expressed in terms of g-polygamma like
functions (A.12) as vi(pz) — Vi (pz).

Definition 7.5 (Scalings for the stationary g-Hahn TASEP) For numbers 4 € (0, 1)
and w € R, we set

1 [ a(d;v, 1) 173
VgH = Y <m02(1f§ v, 1) — am(d;v, 1)) )
_a(dsv, ) a(dsv, Da(dsv, w) —ai(d;v, Do(d; v, n) @
KA = (v, ) a1 (d: v, )2 Yorx 173’

NgH;o = KqH;waO(‘{§ v, u) — aop(d; v, 1)
a(d; v, Day(d; v, 1) — ai(d; v, Dap(d; 0, 1) @2
" an (& v, 1) NRTE
9 bl qH

By means of quantities k44, n¢H, ¥Y4H We are now going to confirm the KPZ-scaling
conjecture for the stationary g-Hahn TASEP, result that in our notation reads

Yx (KqH;wx) - (an,w —-Dx
qux1/3 xX—00

Fw"

where Fy, is the Baik—Rains distribution introduced in Definition 6.2. For the sake of
a rigorous procedure in the asymptotics we need to establish technical conditions on
parameters defining the model. As for the Higher Spin Six Vertex Model, the main
technical issue is to guarantee the existence of steep descent/ascent contours C /D for
the real part of a function g4y, which in this case is given by

8qH(2) = —NgH,» 10g(2) + KgH,wa—1(z; v, 1) — a—1(z; v, 1). (7.22)
Function g,y possesses a double critical point ¢ in a neighborhood of order w/x'3
of 4 and the construction of contours C, D enables us to perform a saddle point
analysis to evaluate the Fredholm determinant of the kernel K,y. The expression
of the critical point ¢ can be given explicitely and it is identical to (6.48) once we
substitute y = yyH, ax = a(d, v, u) and hy = g (d, v, 1).

We find that, in the g-Hahn TASEP case, the analysis of g,y slighlty differs from
that of the homologous function g for the general Higher Spin Six Vertex Model. In
particular, the problem of the existence of steep contours was already considered in
[68] and we can take advantage of results obtained by the author in the same paper,
which we summarize in the following Proposition.
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16.56
14.72
12.88
11.04
9.20
7.36
5.52
3.68
1.84

Fig. 17 In the picture we see the contour plot $e{g(z)} for the particular choice of parameters ¢ =
0.7, » =0.7,v =04, g = 0.3, x = 20. Here z lies the complex rectangle [—1, 2] + i[—1.5, 1.5] and, as
the legend shows, to darker shades correspond greater values of 2Re{g(z)}. The black and the white circle
are respectively C and D and they intersect in the critical point ¢

Proposition 7.6 ([68], Prop. 6.2, 6.3) Define the curves
c= {gei”| 9 €0, 2n)}, D= {1 —(1=9)?| 9 €0, 271)}. (7.23)
Then, assuming
O0<g=<v<pn=<l1/2 (7.24)

we have, for x large enough

1. Re{gyu} assumes, on the contour C, a unique global maximum in ¢;
2. Re{ggu} assumes, on the contour D, a unique global minimum in ¢.

Condition (7.24) appears to be technical, as it could be argued through simple
numerical tests. As an example we report in Fig. 17 the plot of the real part of g,n
for a choice of parameters g, v, i, 4 not included in (7.24) and from where it appears
evident that, also in that case steep contours C, D can be constructed. We do not
attempt here to loosen hypothesis on Proposition 7.6 and we simply use such results
to adapt our asymptotic analysis of the g-Laplace transform in the stationary g-Hahn
TASEP setting.

We come to the following
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Theorem 7.7 Consider the q-Hahn TASEP with parameters q, v, i as in (7.24) and
stationary initial conditions, where d satisfies

2
- (7.25)
14+g¢

Then we have

o X) — 1
Y (kg7 X) (IT%H’W ) > —r> = Fyp (7). (7.26)
YqHX

lim P
Jim B (

Proof We see that from the Fredholm determinant identity (7.14), employing the same
procedure detailed in the proofs of Theorem 1.4, we can decouple the quantity y, from
the random shift m. This leads us to an exact expression for the g-Laplace transform

Eguce.q) (€O )3 ) as

Y

(¢ @)oo (25

(~Dkg®
(q; Dk

(veea™ = vateg™™h). (7.27)
where the function V, takes the form

Vi(§) = det(1 — quH)< —vo(1/%)

+ vo(g¢) — 2vo(g) — xap(d; v, 1) +tag(d; v, w)
-d Y X f (”)q’gl)q,x(")‘l’;jn),x(n) (7.28)

i,j=12 neZ
@, )H)#,1)

- cfZ(quHQqu%,x)(n)qu,x(n)).
nez
Here ggp = (1 — quH)_1 and terms dD((I'IZLx, \IJ;‘Q,X are obtained from @4y x, WyH,x
separating the contribution of pole 4 on integral expressions (7.18), (7.19), analogously
to Egs. (5.16) to (5.19).
Result (7.26) now follows evaluating the large x limit of (7.27), (7.28) after setting

= —q_”qH:wx+Vqu1/3’, I = KqH;mw X
and this can be done through methods developed throughout Sect. 6. We want to
remark that the main tool used to compute the asymptotic behavior of the g-Laplace
transform is the saddle point method, applied to the complex integral expression of the
kernels AgjH, ®4H,x ® YyH,x. This procedure is rigorously justified by the statement
of Proposition 7.6 which guarantees the existence of steep integration contours C, D.
The additional hypothesis (7.25), we made on the density parameter & is analogous
tocondition2a/(140) < q_1 d stated in (6.22) for the Higher Spin Six Vertex Model.
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Table2 Weights Lg ¢ s, (i1, j1| 2, j2) in the continuous time scaling u = & ~ 0

g g—1

g9

9 g9

Leoose || 1= Euse(1—¢%e [ Euse(1 =% | 5367 + Euse(1 = s3¢%)e | 1= s2q? — Euso(1 = s347)e

g9 g9

In particular (7.25) implies that, for x large enough,
q
= x max |w| < 1,
d weD

where the contour D is defined in (7.23). This fact can be used to establish the expo-
nential decay of rear tails of terms

= > fmol W (1) = (f Agrogn f Pgn) (1) Wgn (1),
ij=1.2
@, )H#A.1D

in the expression of V, analogously to what is explained in the proof of Proposition 6.8.
O

7.2 Continuous time processes

There are mainly two possible scalings giving rise to meaningful continuous time
versions of the Higher Spin Six Vertex Model (here we only treat the unfused model,
therefore / = 1) and the aim of this paragraph is to briefly define and make a few
comments on them.

Possibly the naivest way to proceed is to simply scale the spectral parameteru = —¢
along with the discrete time ¢ = [¢~'t] and then let & go to zero. In this limit the
vertex weights L¢, , 5, become, up to order &, as shown in Table 2.

Using standard arguments one can rigorously show the convergence to a Markov
process X which evolves according to the following rules

e paths move on the quadrant Z>> x Rx>¢, where at each discrete x-coordinate is
associated a Poisson clock with rate & s, (1 — g*{paths travelling the x-th lane}

e cach path travels vertically with unitary speed, possibly temporarily sharing with
others the same route. When the clock at the generic position x rings, one of the
paths occupying this lane is immediately diverted to its right and placed at the
random location x + k with probability

S2

2 .s§+k7]qh(x+1)—b(x+k)<l _ s§+kqh(x+k)*h(x+k+l)) (7.29)

and from there it continues its upward movement. If at the moment the x-th clock
rings no path is occupying position x, nothing happens.
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e paths randomly emanate from the boundary {1} x R with exponential law

P(a path is generated from the segment {1} x [¢,1 4 ¢]) = &;s16 + 0o(e).
(7.30)

If a generation happens at ordinate ¢ the path travels horizontally to the random
location (k, t) with probability

$2. 52 "B (] 2ghE—blkD) (7.31)

and subsequently proceeds turning upward.

In our description we assumed, as before, the definition of the height function h(x) at
a specific ordinate 7 to be the number of paths strictly to the right of x — 1.

A possible relevant degenerations of this model is the g-TASEP. This is obtained
setting s,% = 0 at each location while keeping the &;s;’s finite positive quantities, to
be interpreted as speeds of particles.

Other than the procedure we just described, one can possibly consider the ASEP
scaling of the Stochastic Six Vertex Model. In this case we set

=0, —&151>0, & =1, sc=q 2 forx>1, (7.32)

=gt (1l+(1—qe), t=7[e1,

while, at the same time we shift the position x to x + ¢. With the choice (7.32),
when & becomes small, we see that paths tend to have diagonal trajectories and the
displacements from these diagonals have to be read as the movement of particles in
an ASEP dynamics. The coefficient —&;s;, which previously determined the rate at
which paths entered the system now has to be interpreted as a density parameter. More
specifically, the initial conditions given by this specializations are half-Bernoulli, in
the sense that they describe an ASEP having, at time t = 0, the positive half line empty
and each remaining location independently filled with a particle with probability

1
—&151972

1—&s147%

The asymmetry here is governed by g and one interprets the height function of the
Higher Spin Six Vertex Model as the integrated current of particles through a specific
location.

By making use of analytic continuation techniques as those considered above,
one can extend these initial conditions to the so called double sided Bernoulli initial
conditions, where particles fill locations also in the positive half line independently
with Bernoulli law. In this setting, in [2], the author was able to study asymptotic
properties of the integrated current JJ of the stationary ASEP. As one could expect, also
in this case determinantal structures were found considering the g-Laplace transform
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1
<(€q3; q)oo>' 739

An interesting observation is that determinantal expressions for the g-Laplace trans-
form (7.33) obtained in [2] are similar yet different from the ones we would get
employing elliptic determinantal techniques utilized in [39] and in this paper. In a
future work we plan to shed light on relationships between these two different deter-
minantal structures and there we will provide a more detailed analysis of the Stochastic
Six Vertex Model, which therefore is here omitted.

7.3 Inhomogeneous exponential jump model

This continuous time/continuous space degeneration of the (J = 1) Higher Spin
Six Vertex Model was recently introduced in [19], where authors were able to study
asymptotics and phase transitions of the model with step initial conditions. Here we
will apply our results to take into account its stationary state.

The emergence of a continuous space structure in the Higher Spin Six Vertex Model
can be recovered considering a particular scaling of the Markov process ¥ defined
in the Sect. 7.2. For its description we need the following

Definition 7.8 In this Section we denote with B C Rx¢ (set of roadblocks) a fixed
discrete set, with no accumulation point and for any arbitrary small positive number
€ we set

B® = {|¢"'b]|b € B).
To the set B we associate a weight function
p:B— [0,1].

Moreover we set v, k to be positive functions and we refer to them respectively as
speed and jumping distance function.

In light of Definition 7.8 we now specialize the continuous time process X"° setting

2 fekio it ez, \ BE
" lew).  ifieZenBe’ 7y

&si =v(ie) fori >2, x= [e_lx].

When ¢ goes to zero the half continuous Higher Spin Six Vertex Model xhe converges
to a process ¥ which we are yet to describe. To do so we need to degenerate expres-
sions (7.29), (7.30), (7.31) according to the scaling detailed in 7.34 and take the limit
& — 0. In this case we make use of the zero range process language, where the paths
at location (x, 7) are interpreted as a stack of particles at location x and time ¢. As
particles randomly move on R ¢, we describe the process through the quantity
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e*K(y’yH)q‘Lp(b)

T

[ d
[ ] [ ]
Y

(N

b y+1

Fig. 18 A graphic visualization of the dynamics of the Exponential Jump Model. In the example exactly
one particle at location y is attempting a jump of length greater than /. The probability of this event involves
the presence of other particles in the term q4 and the presence of a roadblock at location b in the term p(b)
other than the exponential factor e KO-y +1)

Hx. b = —# { particle in the interval } { particle moving to the right }

(0, x] at time O of x during the interval (0, t]

that is clearly the analogous of the height function H (1.12).
Given alocally finite configuration of stacks of particles on R..q, they evolve accord-
ing to X&' as follows:

e at any location y hosting a stack of particles, independently of the rest of the
system, a Poisson clock rings with rate v(y)(1 — g*{number of particles at v}y A the
clock rings, exactly one particle of the stack becomes active

e an active particle at location y and time t performs a random jump to its right of
length Ay taken with law

P (Ay > I the jump started at y) = e~ KO3+ g90+.0=-907+.0 H p(b).
beB:y<b<y+l

Here K(y, y +1) = fyy+l k(t)dt and the difference $(y4, t) — H(y + [, t) is the
number of particles lying within the interval (y, y 4[] at time t.

e active particles are injected at position y = 0 according to a Poisson process with
intensity v(0).

The mechanism is clear. When a particle decides to jump, it chooses a distance Ay
with exponential distribution and, as it flies to reach the targeted destination, it might
get captured by a stack of other particles with probability 1 — g#{ particles in the stack} .
blocked by a roadblock b with probability 1 — p(b) (see Fig. 18).

To discuss continuous degenerations of the Higher Spin Six Vertex Model with
random boundary conditions considered above we give the following.

Definition 7.9 Assume we have positive piecewise continuous function £ possessing
left and right limit at each point, a family of probability distributions {¢ }yer on Z>
2 C R. We define the marked Poisson process mg 4, as the process which picks a set
of points {y,}, on € according to an inhomogeneous Poisson process with rate given
by £ and assigns to each one of the y,’s, independently, a mark chosen with law ¢, .
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The definition of the marked Poisson process comes in handy when we take the
scaling form of the double sided g-negative binomial Higher Spin Six Vertex Model.
The basic limit

M

—EU. .
uw @ (05D (50’M+w P
@ PDu (€7%p; Qoo ¢~0 1 -

7 ) (14 gavg(p) ™" + O(e),
implies that, with the scaling (7.34), the half continuous Higher Spin Six Vertex model
with q-NB(siz, v/(&;s;)) entries at location i in the horizontal boundary becomes the
Exponential Jump Model with initial conditions described as:

e on R.¢ \ B places stacks of particles according to an inhomogeneous marked
Poisson process mg ,, Where

k
o,k = & (f])) Vo)™ and £() = K)o (w/VG));

e on each b € B places a stack of M, particles with probability

P®):;m, @/VDb); g

b))M '
(v/v(b)) (@ 9)m, PEBV/NVD); @)oo

(7.35)

We refer this process with the symbol P(v, v, k, p). We report a simple property of a
general Marked Poisson process on the line.

Proposition 7.10 Consider a marked Poisson process mg o, as in Definition 7.9 and
consider the random variable M(a, b) to be the sum of marks contained within the
interval (a, b). Then, we have

E (ZM<“~b>) — exp {fb £0y) (Eq,y M) - 1) dy} : (7.36)

where Eg (zM) is the generating function of the random variable M counting the
marks at the generic location y.

Proof First we see that, from the definition itself of the inhomogeneous marked Poisson
process we can write the probability distribution of M(a, b) as

b 5
PM(@b) =Ny =20 S Sy b]‘[ﬂ(y,)wy,(n,)dy/
A=Y <Y2<:<Yk=

k>0 pubEN v~p
)=k
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where the notation n ~ p means that n is a permutation of the partition u. The
generating function can now be evaluated as

b ] )
B(Men) = lizon S 35 ITﬂka%Amww
asy|<yz<- <yk<b

k>0 w:l(u)y=k v~u

k
_ effa”my)dv (Z / L£y)z" <py(n)dy) ,
k>0

nzl1
which gives (7.36). O

Below we report a proof that the process P(v, v, k, p) indeed admit the stationary
measure as a particular case.

Proposition 7.11 Assume that v(0) < v(y) for all y > 0. Then, the process
P(0), v, k, p) is stationary for the Exponential Jump Model.

Proof The proof of this fact, in the homogeneous case, was already given in [19]. One
could simply regard it as a continuous space modification of the argument we used in
Sect. 4. Nonetheless it might still be interesting to explicitly work out the calculations
in this particular case as well.

We aim to prove that at any location L the process which counts particles jumping
from the region [0, L] to (L, co) is a Poisson process with rate v(0), and hence the
current is constant and the density is stationary.

Since the set B has no accumlation points we can write BN [0, L] = {b1, ..., b,},
for some finite n and subsequently we partition [0, L] as a disjoint union of intervals

0, L1=1y)uLU---UlI,,

where Iy = [0, b1], I) = (b1, b2], ..., I, = (b,, L]. In the infinitesimal time interval
(0, At) we assume that, up to the terms quadratically small in At, we can write

{ a particle crosses L } _ Xn: { a particle crosses L during

during (0, At) (0, At) jumping from I } +o(AD.

(7.37)

Now, let’s consider the single term in the summation in the right hand side of (7.37)
and after cleverly using the definition of the model we can easily see that

pld particle crosses L during
(0, At) jumping from I

b n
=v(0)At/ a0 050y TT pes))
be 1= v(0)/v(y) AT
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(b)) (1 — v<0)/v(bk+1))) 50:0-5L.0 T
0At(1- E(g™™ 0 bj).
+v(0) ( 1 — p(br+1)v(0) /v(bi+1) @ ),»112 Pen

(7.38)

At this point we can split the difference $(y, 0) —$(L, 0) in two independent contribu-
tion: one coming from the marked Poisson process which we baptize as M(y, L) and
the other coming form particles encountered at roadblocks which we call Mg(y, L).
Using expression (7.36) and ¢ summation identities concerning the measure (7.35),
we obtain

E(qH(y’O)_H(L’O))

— E(qM(y‘L))]E(qMB(y’L))

v(0) /v(w) } 1= v(0)/v(b))
= k .
exp{ / T V0w’ b;yLLL1—P<bf>V<0>/V<bf>

Substituting this last identity in the left hand side of (7.38) we get

L p(b)(1 —v(0)/v(b))) { /L v(0)/v(w) }
0)At — k(w)——22272 g
vOst I S monen 1 b, T=vomm ™

li[ p(b;j)(1 —v(0)/v(b))) { /L v(0)/v(w) }
_ exp i — ——dwy |,
b,

k
1= p(b)v(0)/v(b)) T 0w

j=k+1

from which we deduce that the sum on the right hand side of (7.37) telescopes to
v(0)At. o

We now state a result analogous to that of Theorem 1.3 in order to characterize
the distribution of §) in the Exponential Jump Model with initial conditions given
by P(v, v, k, p). In order to apply techniques developed throughout Sect. 5 we will
assume that the speed function v is of the form

Vo, ify =0
v = 7.39
=11 ity =0, (7.39)

where vo < 1 and that the system presents no roadblocks. This means that the spatial
inhomogeneity is all encoded in the jumping distance function k, on which we do not
make any particular assumption. We will refer to an Exponential Jump Model with
initial conditions P(v, v, k, p = 0) with v as in (7.39) with the shorthand EJ(v, vg; k).

Proposition7.12 For 0 < v < vy < 1, we have

1

M) = det(1 — fKED2z), (7.40)

EE500,vp:00@m (
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where

1
fn) = T=g"c
Kgy(n, m) = Agy(n, m) + (vo — v) Pgy x (m) WEy x (1),
m _ Xk

Agj(n, m) = / ;Z_w ﬁ Z+1 P {tz L0 fox (y)dy}

p 27i Jo 2mi wH exp {tw — vo(w) [y k(y)dy}

(qv/w, qz/vo; @)oo 1

(qu/z, qw/Vo; @)oo 2 — W'

dw 1 x (qu/wigloo 1
@ _ —t k(y)d )
Erx (1) /D S exp{ w + Vo (w)'/.0 ) }’} @W/V0: D)oo W — Vo

X . N 1
Py x(n) = / %z” exp {tz — Vo (Z)/ k(y)dy} (‘IZ/VO., q) .
¢l 0 (qv/z;q)oo 2—V

3

The contour D encircles vy, 1 and no other singularity, whereas C contains 0 and
g*v, for any k in Z>o. Finally m is a qPoisson random variable with parameter v /vy
independent of the particle process.

As usual the way to obtain formulas useful for the analysis of the stationary state of
the exponential jump model is to set v = vq. This degenerates the quantity ) — m and
subsequently the right hand side of (7.40). Therefore we might proceed with removing
the dependence on the independent random quantity m with an argument equal to that
of Lemma 5.6, obtaining an expression as

1 1 (—Dkg® ( v )k
EEjcovo: = 3 v
BIwvoiko <(¢qﬁ<X~f>; q>oo> W/V0: Doo = (@ )k \Vo

k>0

1
X Beiwwbem ((Kqﬁ("")‘m"‘; q)oo> '
(7.41)

Both left and right hand side of (7.41) can be proven to be analytic functions of both
vo and v in a neighborhood of v = vy which unlocks the mechanisms developed
in Sects. 5.2 and 6 to study asymptotics. In this case, instead of considering large
time/space asymptotics, we let the jumping parameter k grow along with the time.
This corresponds to watching the system evolve with particles moving at a slow speed
for long period of time. When this is the case, the scaling we adopt is

t= KEJ;ZD"I and k(y) = k,(y)(j’

where kgj.4, along with other scaling parameters is fixed in the following
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Definition 7.13 (Scaling parameters Exponential Jump Model) Set 0 < vo < 1 and
K (x) = [y K(»)dy. Then, we set

1 1/3
YEI = 5773 ((L3(vp) —V2(v0)) K(x)) ',
1 1
KB = —V2(V0) K(X) + — (03 (Vo) — V2V K () —oz,
Vo Vo yx /3

2
w
NEJLw = KEJ,mVo — V1 (Vo) K(x) + (L3(vp) — vz(Vo))K(X)m-

As a last result we can establish Baik—Rains fluctuations of (X, ngj,J) around
NEJ ;WT-

Theorem 7.14 Consider the stationary state of the inhomogeneous exponential jump
model and let g be in a sufficiently small neighborhood of zero. Then, we have

(X, KEJ;w‘T) - nEJ;wT
VEJTI/S

> —r) = Fg (r).

lim Pgy,,vo, 76 (
T—00
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A Preliminaries on g-deformed quantities

Along the course of the paper we largely made use of g-deformed quantities, such
as g-Pochhammer symbols and g-hypergeometric series. The reader might consider
these as fairly common and established notions, but, for the sake of completeness, we
still like to dedicate this appendix to recall their definitions.

Assuming ¢ is a parameter in the interval [0, 1), we define the g-Pochhammer
symbol

(1= —zg)-- (1 —zg""), ifn e Z-o,
(T @n =11, ifn=0, (A.D
(1—2zgM 1 —zg" H7t o (1 —zg)7Y, ifn e Z,

for every meaningful z € C. We also denote the product of multiple g-Pochhammer
symbols of the same order in the compact notation

G @ @ P = @15 -5 2% P (A2)
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When n is positive, the g-Pochhammer symbol (A.1) is a polynomial in z and it admits
the expansion

@ n =Y (~2kq® (Z) , (A3)
k=0 q

where we introduced the g-binomial

<n> _ (45 Dn (Ad)
kg (@ @@ @n-k '

The the g-binomial admits the combinatorial expansion

(Z) = Y g, (AS)
q

I1c{l,...,n}

with I = {iy, ..., i }and |[I|| = i1 +--- + ig.
When we let the integer n grow to 400, we see that the product in the left hand
side of (A.1) is convergent and hence we can define

@ @)oo = [ [(1 —2g7). (A.6)

Jj=0

An important result concerning g-Pochhammer symbols is the summation identity

Z (a; @k, (a3 q)oo

"= fora e C,|z] < 1, (A7)
(q; Dk (z @)oo

k>0

which can be found in [41], Theorem 12.2.5. and it is usually called g-binomial
theorem. A slightly more general version of summation (A.7) is the so called g-Gauss
summation ([41], Theorem 12.2.4)

, for|c/(ab)| <1, orb e g%,

Z( c )" (a,b;g)n _ (c/a,c/b;q)oo

n>0 ab (¢, q;@n (¢, c/(ab); @)oo

(A.8)

The g-hypergeometric series

ai, az, ..., Gry @r, ... ar1: Ok g
z) = z5, A9
’+1¢r<b],b2,"'7br q ) kg:o(bl,...,br,CEQ)k (A2
is defined for generic parameters ay, . .., a,41 € C,by, ..., by € C\gZ?<"and|z| < 1.

In the case when at least one of the a; is of the form g%, for some non-negative integer
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k, the g-hypergeometric series (A.9) becomes a finite sum and its definition holds also
for more general complex numbers z. The regularized terminating g-hypergeometric
function is also defined as

—n
i q y ALy v vvy
r+1¢r ( blv b27 e r

) sz(q DT (0 ety
j=1

(g5 Dk
(A.10)

In Sect. 4 we used the g-analog of the Chu—Vandermonde identity ( [41], (12.2.17))
that we report as

S (aa), ) Claian,
2¢1<C 61,61>— D a.

In the paper we also made use of functions v, defined as

(A.11)

ki
Vi@ =3 (A.12)

_ gk
kzll q

They are related to the more classical g-polygamma function [69]

qn+0
¥,(0) = —log(l — q) +log(q) Z T_gn+o’

n>0

since

1 log(z)
1 1-— A.13
W@ = e [Og( DY (10g(q)>i| A1)

and

d 1
Evj (z) = Zijrl (2). (A.14)

The inverse of the infinite g-Pochhammer symbol (A.6) is often called g-exponential
and through it one can define a g-deformed notion of the common Laplace transform.
For a given f € £!(Z) the function

f@y=3 ———— f() for¢ € C\¢” (A.15)

nez ( n§

is the g-Laplace transform of f. As for the usual Laplace transform, the operation
f f admits an inverse. This is discussed, for example, in [39] and we do not report
the exact form of the inverse g-Laplace transform as we do not explicitly make use of
it during this paper.
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B Bounds for @, y;, Py, Wy

We collect here some useful bounds for the quantities ¢y, ¥, ®,, Wy defined in eqs.
(5.4) to (5.7). Terms ®,, ¥, can be further decomposed as

@, (n) = P (n) + P (n),
W, (n) = ¥V n) + wPm),

obtained separating from the integration (5.6) (resp. (5.7)) the contribution of pole
w = d (resp. z = v) from that of other poles. Their exact expression was given in eqgs.
(5.16) to (5.19).

Proposition B.1 Letv < d. Then, for all fixed x, there exist constants "1, I'2, '3, T4 >
0, such that

i), [P ()], | Dy ()], [P ()| < Tye 2 foralinez — (B.1)
and

F]E_FZW ifneZ-o

V. (n)| <
| x( )| F3e—r4|n‘ lanZzO-

(B.2)

Moreover ', I'y can be chosen so that their relative bounds also hold for v, d in
the region (1.18) (in this case the parameter b appearing in the definition of T (5.8)
satisfies qu < b < d).

Proof We start with the terms ¢;, ®,(n), <I>)(C2) . Evaluating the complex integrals as
sums of residues it is straightforward to get the inequalities

ﬂnZO
|1

g1 ()], |Dx ()], |®P (n)| < const.t(n) ( + Tn<o ma;usisn)'"')

S Fle_FZ‘nl’

for some constants I'1, I'> depending on the integrand functions but not on #.

To obtain a similar bound for the term y; (n) we distinguish two cases. When n is
positive we take the contour C to be a circle of radius ry so that gv < r4 < b. On
the other hand, when # is negative we take C to be a circle of radius r_ strictly bigger
than ¢, not containing any of the numbers &; /s; (we remark that the definition itself of
7(n) and of numbers b, c is tailor-made for these conditions to be possible). With this
choices we easily get

1 i 1 —Tan|
|'(ﬂ](l’l)| < COHSt.m (1n>0l"+ + ﬂn<OE < F1e .
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An argument equivalent to that used for v; can be carried to show (B.2). The only
difference here is that the radius r4 has to be chosen so that v < r; < b and hence
we cannot extend this bound to the region gv < b < v. O

Proposition B.2 Let v satisfy (1.11) and v < d or possibly (1.18). Then, for each x,
there exist constants I'1, 'y > O such that

g1 ()W ()], |02 ()W, (n)] < Tye T2, (B.3)

Proof From Proposition B.1 we see that we only have to prove (B.3) for positive n’s.
When this is the case we see directly from the integral expression (5.7) and (5.4) that

we can bound both |¢; (n) ¥, (n)| and |CD)((2) (n)W, (n)| with some quantity proportional
to

lv+el”

_ B.4
ming>> |Exsk|” B

by simply taking the C contour as a circle of radius v + €, for € being sufficiently
small. Due to the condition

v < min | &Sk,
k>2

we see that € can be chosen so that (B.4) decays to zero and this completes the proof.
O

Proposition B.3 Let v, d satisfy (1.18). Then, for each fixed x, there exist constants
I't, 'y > 0 such that

‘f(n)(l))((l)(n)\p)?)(n)‘ < Fle—F2|n|.

Proof We use the integral expression (5.19). When 7 is positive we take the integration
contour C| to be a circle of radius gv + €. A bound we can easily obtain is

1 ) (qu +e)t
ree®mePm)| < const. L2 forn = 0.

On the other hand, when 7 is negative we chose the contour C; as a circle of radius
v — € to get a bound like

‘f(n)QD(l)(n)lIJ(z)(n)‘ cconst— =" <0
! ! 1—g"/¢ 4" '

In both cases condition (1.18) allows us to select € small enough to guarantee expo-
nential decay in |n|. O
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C Construction of contours

Here we discuss the construction of the steep descent contour C and that of the steep
ascent contour D which were used in the asymptotic analysis of the Stationary Higher
Spin Six Vertex Model in Sect. 6.

Proposition C.1 Consider fixed real numbers
O<v<yg, 0<g<1
and assume that

¢ < ’i(nfz{fksk} < sup{éxsk} < oo and 0 < s,% <1, forallk > 2.

k>2
Take also a number p < ¢ and define the contour
C, = {pe” ¥ € [0, 2m)}.

Then, for p sufficiently close to ¢ we have
d i
%%e{g(pe )} <0 for0< 9 <m, (C.1)

where g is given in (6.42).

Remark C.2 The result of Proposition C.1 implies that C,, is a steep descent contour
for SRe(g) and in particular

1. max.ec, Re{g(2)} = g(p);
2. maxzec, |z| = p.

This easily follows from (C.1) and from the fact that g(z) = g(z), which implies that
MRe(g) is symmetric with respect to the real axis.

Proof Evaluating the derivative we have

d .
E%e{g(pe"’n

J—1 i
. q'up
=sinv k - -
<i2(; 1+ q%u2p? —2q'up cosz?)

9/p a'sip

RS & B
+Sin19* kSk _ k Sk
XZZ N2 2

x q/p qlp i 2 P2
=25z 14 (£2) - 282 cosw 1+<qfw) 00 s

EkSk xSk

(C.2)
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Each term

q'up
14 q%u?p? —2qiupcos®’

has a maximum in ¢ = 0 due to the fact that # and p have opposite sign, and so does
each single one of the summands in the double summation in (C.2), since the generic
function

a ao
1+a%2—2acos® 1+4a%062—2ac cos?®

is decreasingin0 < ¢ < m,providedthatO < a, o < 1. Now, if p is taken sufficiently
close to the critical point ¢, in a neighborhood of ¥ = 0, the derivative of SRe{g( ,oeiﬁ)}
is negative by construction and, thanks to considerations we just made, it stays negative
along the whole half circle. O

The construction of an explicit steepest descent contour D for a general choice of
parameters ¢, &, S becomes more complicated. Therefore we use the next Proposition
both to exhibit a contour in a rather simple setting and to implicitly deduce conditions
on g, &, S under which our arguments of Sect. 6 are perfectly well posed.

Proposition C.3 For each choice of
0<g¢<a, u <0, O<o <1,

there exist constants Ry, Ry, Ry > 0, such that for each choice of parameters
{&li>2, {Sk k=2, q satisfying

¢ <infléesi), |Gk —al <Ray  Isi—0l <R, g <Ry

we are able to construct a complex contour D encircling the set {§sk}k>2, for which

1. mingep Re{g ()} = g(<);
2. mingp |7| = ¢,

where g is given in (6.42).

Proof To show this result we essentially make use of a continuity argument. We start
studying the case when

q=0, & sk=a s,%zo for all k > 2.

With this choice of parameters the function g becomes

g(z) = —nlog(z) + k log(l — uz) + log (aa_ GZZ> +0(x™h, (C.3)
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where we can neglect the contribution of the O(x~!) term as we are interested in this
result only in the limiting case of x — co. We define the contour D to be the level

curve
Dz{z: %e{log(a_z)}zlog(a_g)},
a—oz a—og

which is a circle and admit the parametrization

{§+,0+,oew|l9€[0,271)],

with the radius p being

a? —ag —ago +g20

p= a+aoc —2go

We also report that the leftmost and rightmost extremes of the contour D are respec-
tively ¢ and ¢ + 2p and one can easily find that the latter satisfies the inequality

¢+2p < (C4)

T 140

Along the curve D we are able to calculate

—9% Hg(g + 0+ pe‘”)]

and to analytically show that its only critical points are § € Zmn. More specifically,
substituting in (C.3) the correct expressions of coefficients 1, « given in (1.21)

ag2(1 —o)(a— a*u +ao — 2¢0 + gzuo)
(a—¢)*(a—go0)?
_a(l—cuw)*(1 —o)(a® — ¢%0)
 u@—9)*a—go)?

; (C.5)

) (C.6)
we get

d
—NRe {g(; +po+ pe‘”)] =sin ¥ (1 + cos ¥)

1
dv P(cos®)’

In the last expression P is a polynomial of degree two in the argument and we see
that zeros are only achieved on the real axis for & = km for k € Z. We can at this

point readily verify that, along D the real part of g assumes a minimum at z = ¢ and
a maximum at z = ¢ + 2p as the function

—nlog(y) + k log(l — uy)

@ Springer



1040 T.Imamura et al.

isincreasing for y > ¢, and one can check this by direct inspection of its first derivative,
by making use of expressions (1.21) for n and «.

We can now use the fact that g is continuous in the parameters E, S, ¢ for z belonging
to D and the fact that, by construction, it will always have a critical pointin z = ¢, to
state the existence of neighborhoods respectively of @, o and 0 in which every choice
of &;s, s,? and g will preserve the steepest descent properties 1 and 2. O
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