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Abstract
Goal-directed behavior has been shown to be affected by consciously and subliminally induced conflicts. Both types of con-
flict conjointly modulate behavioral performance, but the underlying neuronal mechanisms have remained unclear. While 
cognitive control is linked to oscillations in the theta frequency band, there are several mechanisms via which theta oscilla-
tions may enable cognitive control: via the coordination and synchronization of a large and complex neuronal network and/
or via local processes within the medial frontal cortex. We, therefore, investigated this issue with a focus on theta oscillations 
and the underlying neuronal networks. For this purpose, n = 40 healthy young participants performed a conflict paradigm that 
combines conscious and subliminal distractors while an EEG was recorded. The data show that separate processes modulate 
the theta-based activation and organization of cognitive control networks: EEG beamforming analyses showed that varia-
tions in theta band power generated in the supplementary motor area reflected the need for control and task-relevant goal 
shielding, as both conflicts as well as their conjoint effect on behavior increased theta power. Yet, large networks were not 
modulated by this and graph theoretical analyses of the efficiency (i.e. small worldness) of theta-driven networks did not 
reflect the need for control. Instead, theta network efficiency was decreased by subliminal conflicts only. This dissociation 
suggests that while both kinds of conflict require control and goal shielding, which are induced by an increase in theta band 
power and modulate processes in the medial frontal cortex, only non-conscious conflicts diminish the efficiency of theta-
driven large-scale networks.
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Introduction

The ability to exert volitional cognitive control is an impor-
tant faculty that allows humans to control their behavior. It 
is needed to direct response selection in a goal-directed man-
ner, using explicit knowledge and expectations (Diamond 

2013). Yet, volitional response selection is prone to errors, 
because relevant processes can often not be sufficiently 
shielded from interfering processes/distractors (Goschke 
and Dreisbach 2008; Keye et al. 2013; Beste et al. 2017). 
This is not only the case when interfering information is con-
sciously perceived, but also when it is unconsciously and/
or automatically processed (Eimer and Schlaghecken 2003; 
Schlaghecken and Eimer 2004; McBride et al. 2012; Parkin-
son and Haggard 2014; Ulrich et al. 2015). More recently, 
it has been shown that consciously and unconsciously pro-
cessed information evoke different kinds of conflicts and can 
conjointly modulate response selection processes (Boy et al. 
2010; Stock et al. 2016). But even though some progress has 
been made to elucidate the neurophysiological mechanisms 
underlying the conjoint modulation of response selection 
processes by subliminal and consciously processed dis-
tracting information (Stock et al. 2016), these mechanisms 
are far from being understood, especially with respect to 
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a perspective on the involved functional neuroanatomical 
structures and ‘neurophysiological networks’.

This network perspective is important because executive 
functions and mechanisms of cognitive control are con-
jointly generated by a complex network of frontal, parietal 
and subcortical brain areas (Schiffer et al. 2015; Hampshire 
and Sharp 2015; Battaglia-Mayer et  al. 2016) and thus 
need to be understood in terms of dynamics in a network 
(Miller and Cohen 2001). Cognitive control mechanisms 
have been suggested to be implemented via oscillations in 
the theta frequency band originating from medial frontal 
structures (Cavanagh et al. 2012; De Blasio and Barry 2013; 
Harper et al. 2014; Cavanagh and Frank 2014; Cohen 2014; 
Mückschel et al. 2016; Chmielewski et al. 2016), which 
are thought to reflect decision processes during response 
selection in many response conflict situations (Cohen and 
Donner 2013; Cohen 2014). More specifically, the power 
in the theta band has been shown to increase in situations 
where conflicting information or uncertainty about the cor-
rect response increases the need for cognitive control (e.g. 
Botvinick et al. 2001; Cavanagh and Frank 2014). Based 
on these findings, it can be assumed that theta band activity 
reflects the behavioral effects of the conjoint modulation by 
subliminal and conscious conflicts (compare Boy et al. 2010; 
Stock et al. 2016), i.e. it should be increased when either 
kind of conflict is present and potentiate when both kinds of 
conflict are combined. The neuroanatomical sources of such 
differences in theta power may be identified by means of 
beamforming (Bauer et al. 2006; Hoogenboom et al. 2006; 
Schneider et al. 2008). In contrast to other source localiza-
tion techniques, the Dynamical Imaging of Coherent Sources 
(DICS) beamforming used in this study allows to separately 
estimate the sources of a given neurophysiological signal 
in different frequency domains. This is possible because 
beamformer-based source reconstruction relies on a spatially 
adaptive filter that is subject to unit-gain constraint. Due to 
the filter characteristics, the amount of activity at any given 
location in the brain can be estimated while activity from 
other locations is maximally suppressed. Given that medial 
frontal brain areas such as the middle and medial frontal 
gyrus, as well as the superior frontal gyrus have been shown 
to underlie cognitive control, conflict monitoring and the 
generation of theta oscillations (Cavanagh et al. 2012; Cohen 
and Donner 2013; Cavanagh and Frank 2014; Cohen 2014), 
activation differences in those brain areas should underlie 
differences in theta power evoked by either conscious or 
subliminal conflicts.

From a network and biophysical perspective, it is also 
important that the medial frontal cortex can be considered 
as a hub region (Cavanagh and Frank 2014) and that low-
frequency/high-amplitude oscillations are ideal for coor-
dinating activation across large spatial distances (Buzsaki 
and Draguhn 2004). Also, conjoint effects of subliminal and 

conscious processes may affect different processing levels 
(Stock et al. 2016). Against this background, it is possible 
that not only the strength of theta band activity, but also 
a large-scale network comprising of several of the brain 
regions is modulated by conjoint effects of subliminal and 
consciously processed distracting information on response 
selection (Cavanagh and Frank 2014; Cohen 2014). In direct 
contrast to this assumption, it has, however, also been sug-
gested that processing of conflicting information depends 
on microcircuits in the medial frontal cortex (Cohen 2014). 
This concept proposes that conflict detection is a function of 
cortical layers 2 and 3, which generate theta bursts in these 
circuits (Cohen 2014). It is thought that conflict processing 
might be implemented by a specialized microcircuit in the 
medial frontal cortex (MFC) that produces theta oscillations 
measurable with EEG (Cohen 2014). As theta oscillations 
during conflict processing may also reflect a property of 
more narrow networks in medial frontal cortical regions, it is 
possible that conjoint effects of subliminal and consciously 
processed distracting information on response selection are 
not related to modulations in large-scale networks, but more 
narrow networks.

In the current study, therefore, we examined the role of 
theta oscillations during the conjoint modulation of response 
selection processes by subliminal and consciously processed 
distracting information. In this context, a special emphasis 
was put on the functional neuroanatomical structures and the 
scale of the associated neuronal network being in charge. For 
this purpose, we identified the underlying functional neuro-
anatomical structures using an EEG beamforming approach 
and investigated the scale and efficiency of the functional 
neuronal network using a graph-theoretical approach. We 
hypothesize that theta oscillations are modulated across 
subliminal and consciously perceived response conflicts. 
Given that the impairment of behavioral performance has 
been shown to potentiate when the two kinds of conflict 
are combined (Stock et al. 2016), theta band activity should 
be largest in cases where both kinds of conflict are present 
and intermediate if just one kind of conflict is present. With 
regard to functional neuroanatomical structures, we hypoth-
esize that medial frontal structures are associated with these 
effects. This may, however, be equally possible via a large-
scale network or by more narrow networks.

To further analyze the size and architecture of the 
involved networks, we quantified their “small-world” prop-
erties and examined in how far these properties are modu-
lated by conflicts induced by subliminal and consciously 
processed information. When analyzed with graph-theo-
retical concepts, most real-world networks develop “small-
world” properties (Bassett and Bullmore 2006; Achard 
and Bullmore 2007; Bullmore and Sporns 2009; Jin et al. 
2012). Such networks show a dense local interconnectivity 
and short path length linking individual network nodes in a 
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short and efficient way (Bullmore and Sporns 2009). These 
properties enable us to optimally balance local processing 
and global integration to achieve high information transfer 
with comparatively low energy expenditure (Rubinov and 
Sporns 2010), which is necessary for efficient separation and 
functional integration of information (Salvador et al. 2005; 
Bassett and Bullmore 2006; Achard and Bullmore 2007). 
Importantly, small-world properties are mainly indicators for 
large-scale networks as small-scale local networks are deter-
mined by a low density of near neighbors and a low amount 
of network nodes. In the brain, small-world properties have 
been found to contribute to the efficiency and stability of 
both anatomical connections and the synchronization of 
cortical areas as well as the efficiency of cognitive control 
processes (Sporns et al. 2004; Yu et al. 2008; Langer et al. 
2013). Based on these findings, these “small-world proper-
ties” in large-scale networks may be modulated by conjoint 
effects of subliminal and consciously processed distracting 
(conflicting) information during response selection. The effi-
cacy of theta-based cognitive control networks (i.e. the small 
world properties) might be more severely compromised by 
subliminal conflicts than by consciously perceived ones, as 
a recent study suggests that the theta-based synchronization 
of cognitive control brain networks may be especially com-
promised by unrecognized conflicts (Li et al. 2015).

Materials and methods

Participants

A group of n = 40 healthy young participants (mean age 
23.7; SD 3.02; range 19–31 years; 20 females) participated 
in the study. All participants were right handed, had nor-
mal vision or corrected-to-normal vision, and had been 
recruited using flyers and online ads at the local university 
(TU Dresden). None of the participants reported any psy-
chiatric disorders or neurological diseases. Each participant 
gave a written informed consent and was reimbursed with 
either 25€ or course credits for taking part in the study. The 
study was approved by the ethics committee of the Faculty 
of Medicine of TU Dresden and conducted in accordance 
with the Declaration of Helsinki.

Task

The task was based on a paradigm developed by Boy et al. 
(2010) and identical to the experimental set-up used in a 
previous study of our group (Stock et al. 2016). Combining 
the target stimulus with a subliminal prime as well as with 
flankers, this task allows to investigate conflicts evoked by 
consciously and subliminally perceived distractor stimuli.

Participants were seated at a distance of 57 cm from 
a 17-in. CRT monitor and were asked to respond using a 
Cherry keyboard. Participants had to rest their fingers on the 
response buttons during the experiment. “Presentation” soft-
ware (Version 17.1 by Neurobehavioural Systems, Inc.) was 
used to present stimuli, record the behavioral responses and 
synchronize with the EEG. Before the start of the experi-
ment, subjects completed a supervised task practice. Dur-
ing the practice, feedback was provided about the accuracy 
of the response. The experiment/data collection did not 
comprise response feedback, but it was not started until the 
subjects were able to comply with the task instructions and 
had no further questions. Each trial started with a 100-ms 
presentation of a central white fixation cross against a black 
background (see Fig. 1). It was followed by the subliminal 
prime for 30 ms, a mask for 30 ms and the combination 
of target and flankers for 100 ms. The prime was a single 
horizontal arrow pointing to the right or left. The mask con-
sisted of an array of randomly distributed lines. Just like 
the prime, the target was a single horizontal arrow pointing 
either left or right. It was located between two vertically 
aligned flanker stimuli (arrows of the same type as the prime 
and target). Participants were asked to ignore the flankers 
and focus only on the target, pressing the right Ctrl button 
with the right index or middle finger when the target arrow 
pointed to the right and the left Ctrl button with the left 
index or middle finger when the target pointed to the left. 
Each trial ended when the participant responded by press-
ing a button or after 2000 ms had elapsed (in this case, the 
trial was coded as a “miss”). The response–stimulus–interval 
between participant’s first response and the onset of the fol-
lowing trial was 1200 ms. Whenever the prime and target 

Fig. 1   Experimental paradigm. Each trial started with the presenta-
tion of a fixation cross, which was followed by a masked prime and 
the target (middle arrow) plus flankers. After the presentation of the 
target, the screen turned black (not shown). Primes pointing in the 
same direction as the target were labelled as compatible while flank-
ers that pointed in the same direction as the target were labelled as 
congruent
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pointed in the same direction, the trial was classified as com-
patible (and as incompatible in cases where they pointed 
in the opposite direction). In the case flankers and target 
pointed in the same direction, trials were rated as congruent 
(and as incongruent when they pointed in the other direc-
tion). Each participant completed 384 trials. Every possible 
combination of prime compatibility, flanker congruency and 
target pointing direction occurred with equal frequency and 
was randomized within each block. In total, the experiment 
took approximately 15 min to complete.

EEG recording

EEG data were acquired using a QuickAmp amplifier (Brain 
Products, Inc.). 60 Ag–AgCl electrodes were recorded at 
standard equidistant scalp positions against a reference elec-
trode at position Fpz. The sampling rate was 500 Hz and the 
impedances of all electrodes were kept below 5 kΩ. Brain 
Vision Analyzer 2.1 was used for offline data pre-processing 
and data analyses. During this process, data were down-sam-
pled to 256 Hz and a band-pass filter ranging from 0.5 to 
20 Hz with a slope of 48 db/oct each was applied. A manual 
raw data inspection was used to eliminate rare technical or 
muscular artifacts. Afterwards, an independent component 
analysis (ICA) was used to remove periodically recurring 
artifacts such as eye blinks, saccades or pulse using the info-
max algorithm. Last, we conducted another raw data inspec-
tion to remove any residual artifacts.

The preprocessed data were then segmented in a target-
locked fashion. An epoch started 2000 ms before and ended 
2000 ms after the target stimulus onset (set to time point 
zero). Only correct trials were included in the data analysis. 
In the next step, an automated artifact rejection was applied. 
It excluded all segments with amplitudes below − 100 μV 
or above 100 μV, a value difference of more than 200 μV 
in a 200-ms interval, or activity below 0.5 μV in a 100-ms 
interval. The reference potential was eliminated using a cur-
rent source density (CSD) transformation. The CSD operates 
as a spatial filter identifying the electrodes that best reflect 
activity related to the respective ERP (Perrin et al. 1989; 
Nunez and Pilgreen 1991). Furthermore, a baseline correc-
tion within the time window from − 500 to − 200 ms was 
made to obtain a pre-stimulus baseline which was close to 
the onset of the first stimulus of a given trial (i.e. the prime 
at − 160 ms). Finally, the different conditions were sepa-
rately averaged. Based on these findings, the P1, N1, N2, and 
parietal P3 ERPs were quantified. Given that ERPs reflect-
ing the conjoint modulation by subliminal and conscious 
conflicts have been investigated in a previous paper (Stock 
et al. 2016) and do furthermore not substantially contribute 
to the research question of this study, the details and results 
of this procedure can be found in the supplement.

Time–frequency decomposition

The time–frequency analysis was conducted by means of 
a continuous wavelet transform (CWT), employing Morlet 
wavelets (w) in the time domain to different frequencies (f):

with t  = time, A = (σt√π)−1/2, σt = wavelet duration, and 
i = √ − 1. Furthermore, a Morlet parameter of f0/σf = 5.5 
was used to plot the time–frequency (σf = width of Gauss-
ian shape in the frequency domain; f0 = central frequency). 
The analysis was conducted in the frequency range from 
0.5 to 20 Hz and a central frequency at 0.5-Hz intervals was 
employed. For different f0, time and frequency resolutions 
(or wavelet duration and spectral bandwidth; (Tallon-Baudry 
et al. 1997) can be calculated as 2σt and 2σf, respectively. σt 
and σf are related by the equation σt = 1/(2πσf). For example, 
for f0 = 1 Hz, 2σt = 1770 ms and 2σf = 0.36 Hz; for f0 = 3 Hz, 
2σt = 580 ms and 2σf = 1.09 Hz; for f0 = 5 Hz, 2σt = 350 ms 
and 2σf = 1.82 Hz. To calculate the total wavelet power, the 
time–frequency decomposition was applied on the single 
trial level before averaging. For the analysis of total power, 
the normalizing wavelet power was set to a baseline from 
− 650 to − 450 ms prior to the target stimulus onset to avoid 
cancelling out some of the signal from lower oscillatory 
frequencies. To examine the conjoint effect of prime com-
patibility and flanker congruency, baseline-corrected differ-
ence Morlet wavelets of all prime compatibility and flanker 
congruency conditions were plotted. For the time–frequency 
analysis, we focused on fronto-central theta oscillations, 
which are known to best reflect cognitive control processes 
(Cavanagh and Frank 2014). Within the theta band, we 
quantified the power at a frequency of 6 Hz in a time frame 
from 320 to 330 ms at electrode Cz. This time window and 
frequency range of interest were identified using a combina-
tion of hypothesis-driven and data-driven approaches: we 
calculated the difference between the incompatible prime/
incongruent flanker condition and the incompatible prime/
congruent flanker condition. This contrast was driven by the 
hypothesis that due to differences in the degree of cogni-
tive conflict, the theta power difference should be largest in 
the condition with two conflicts, as well as by the observed 
theta power effects (see “Results”). The calculated differ-
ence yielded the above-mentioned frequency and time range. 
Using cluster-based permutation tests on the theta power 
scalp topographies, this frequency and time range were also 
statistically validated.

The fieldtrip toolbox (Oostenveld et al. 2003) provides 
an easy to use framework to solve the multiple compari-
son problems by means of cluster-based non-parametric 
test statistics. This permutation approach was described in 
detail by Maris and Oostenveld (2007). We used the identi-
fied frequency window of 5–7 Hz and the time window of 

w(t, f ) = A exp(− t2∕2�2
t
) exp(2i�ft)
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320–330 ms after target onset to determine the mean power. 
To compute the dependent samples t statistics, samples were 
considered as candidate members of a cluster of samples if 
their t value exceeded 0.05. By means of the Monte Carlo 
method, the reference distribution of the permutation test 
was approximated using 2000 random draws. A cluster was 
considered significant if its p value was below the critical 
alpha level of p < 0.025. Moreover, the time range from 320 
to 330 ms is also plausible as the N2 ERP, which is known 
to reflect conflict monitoring processes also peaked at about 
this time (see supplement for details). This was confirmed 
in the time-domain analysis (not shown here). For the other 
conditions, which only contained one form of conflict (i.e. 
either prime incompatibility or flanker incongruency), we 
used the same time and frequency range for data quantifi-
cation for the sake of comparability. To achieve a normal 
distribution, the data were log 10-transformed (Yordanova 
et al. 2004; Beste et al. 2010, 2012).

Beamforming

To provide neural sources for the theta oscillations, a 
beamforming analysis was conducted. For this purpose, 
the wavelet transformation procedure was applied without 
prior CSD-transformation of the data because both the CSD-
transformation and the beamformer work as a spatial filter 
(Nunez and Pilgreen 1991). For the subsequent beamform-
ing analysis, the time–frequency decomposition was, there-
fore, applied on average-referenced data (Gross et al. 2001) 
on the same time–frequency window. The spectral analysis 
was conducted using a multitaper frequency transformation 
to compute the power and the cross-spectral density matrix. 
Therefore, theta band core frequency was set to 6 Hz with a 
smoothing window of 1.00 Hz, analogous to the frequency 
range identified for the electrode-level TF-analysis. A time 
frame from 0 ms till 600 ms after target stimulus presenta-
tion was used to reflect the time window of 320–340 ms used 
for TF theta band analysis. We applied a Dynamical Imaging 
of Coherent Sources (DICS) beamformer (Gross et al. 2001) 
to reconstruct the cortical sources of the oscillatory theta 
band activity. This linear beamforming approach was suc-
cessfully applied to reconstruct the sources of frequency spe-
cific activity in several EEG and MEG studies (Bauer et al. 
2006; Hoogenboom et al. 2006; Schneider et al. 2008). DICS 
beamforming computes the estimates of sources in the fre-
quency domain. The beamformer-based source reconstruc-
tion thereby relies on a spatially adaptive filter that is subject 
to the unit-gain constraint. The beamformer filter specifica-
tions allow an estimation of the amount of activity at any 
given location in the brain, while maximally suppressing the 
activity of other locations. DICS beamforming was imple-
mented using the Matlab toolbox “Fieldtrip” (Oostenveld 
et al. 2011). Fieldtrip includes a MNI brain template-based 

forward model. A detailed description of the forward model 
construction is provided by (Oostenveld et al. 2011). After 
realignment of the employed EEG electrodes to the forward 
model, a leadfield matrix was computed by partitioning the 
forward model’s brain volume into a grid with 6-mm reso-
lution. Consecutively, the leadfield matrix was calculated 
for each grid point. A common spatial filter based on all 
conditions with the regularization parameter set to 5% was 
applied on each condition separately to estimate the power 
of the sources. The DICS beamformer was only applied to 
significant TF intervals of at least three full cycles per core 
frequency of interest, as indicated by the time–frequency 
decomposition step. The source power estimates for each 
condition were contrasted by computing the ratio between 
conditions normalized by the sum of conditions:

where Pcond1 and Pcond2 are the contrasted conditions. 
Assuming that the noise is distributed equally in both con-
ditions, this approach cancels out a possible noise bias and 
reduces the effect of outliers. These theta source power 
estimates are given in MNI coordinates (Evans et al. 1992; 
Oostenveld et al. 2011). The procedure is comparable to 
other studies by our group (c.f. Mückschel et  al. 2016; 
Chmielewski et al. 2016).

Network connectivity and small world analysis

The efficiency of communication between nodes (elec-
trodes) within a network is based on the edges (connections) 
between nodes and electrodes. This connectivity between 
electrodes was analyzed based on high-density EEG coher-
ence measures. In other words, edges between nodes were 
defined as coherence between all possible pairs of electrodes. 
To study this communication, the preprocessed data were 
band-pass filtered at 6 Hz (theta band) because cluster-based 
permutation analyses had identified this frequency to reflect 
maximal differences based on the experimental conditions. 
For a valid estimation of the network features, it is necessary 
to analyze the imaginary part of the coherence between the 
EEG channels in a time window of 800 ms, which is needed 
to give a good estimation of the coherence between the dif-
ferent electrodes. Therefore, the data were subsequently 
segmented in a target-locked fashion from − 100 to 700 ms 
for every experimental condition. The network connectivity 
was determined by calculating only the imaginary part of 
the coherence spectrum for all possible pairs of nodes to 
effectively suppress spurious coherence driven by volume 
conduction (Nolte et al. 2004). Therefore, only the 10% of 
each participant’s highest coherence values were imple-
mented using a percentile of P = 90. While there are several 

Pratio =
Pcond1 − Pcond2

Pcond1 + Pcond2

,
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ways to determine the threshold, for instance, based on some 
statistical parameterization or previous observation in the lit-
erature, all of them remain arbitrary to a certain degree. We, 
therefore, also separately implemented percentile thresholds 
of P = 85 and P = 95, and report the data where a cutoff of 
15% or 5% of the highest values was applied in the supple-
mentary material. Letting only the 10% of the highest values 
“survive” is a criterion that is a compromise or tradeoff for 
two problems. On the one hand, it makes sure that only elec-
trodes with high coherence are defined as being “connected” 
and are included in the analysis. On the other hand, it also 
makes sure that enough connections between the electrodes 
still form a connectome and thus can be considered as a 
network. As small world indicates the presence or absence 
of a connection in the next step, a binary 60 × 60 adjacency 
network matrix was calculated. Based on these findings, a 
value of 1 illustrates an unweighted and undirected con-
nection between each pair of electrodes and 0 illustrates no 
connection.

Furthermore, the method by Watts and Strogatz (1998) 
was applied by creating a ring lattice with N nodes of mean 
degree 2k. This represents a regular network with random-
ness β = 0. This was done by determining a one-dimensional 
network, where each node in the network was only con-
nected to its k nearest neighbors on either side. In the next 
step, the randomness (β > 0) was increased, leading to more 
randomly chosen edges to another random node. In this case, 
all of the edges were rewired and the ring lattice was trans-
formed into a random network with N nodes and mean node 
degree of 2k. According to the model by Watt and Strogatz, 
a network has small-world network properties if it has lattice 
network properties (high clustering coefficient, ‘C’) as well 
as random network properties (geodetic distance between 
any two nodes in the network: low average path length, 
‘L’). Thus, small worldness is the balance of local segrega-
tion and global integration in neural networks, and can be 
calculated by C and L (Bassett and Bullmore 2006). To do 
so, the average number of edges from one node to all other 
nodes (degree, 2k), average shortest path length (geodetic 
distance, Lreal) and average clustering coefficient (Creal) were 
calculated for each participant in a first step. In the next step, 
completely random (β = 0) and completely regular (β = 1) 
Watts–Strogatz models corresponding to each participant’s 
degree were created, and the values of Lrand, Crand and Clatt 
were computed.

For the analysis of the small-world value (ω), the quan-
titative categorical definition of a small-world network by 
Telesford et al. (2011) was used. This definition is in line 
with the definitions of the original Watts–Strogatz model 
(Watts and Strogatz 1998). Using this definition allows to 
statistically test whether a network has small-world prop-
erties. The small-world value can be expressed using the 
following equation:

Small world values of (ω) lie in an interval from − 1 to 
1 regardless of network size, where a positive value dem-
onstrates more random properties, a negative value more 
regular properties and a value near 0 small worldness. As 
a connectome maps the neural connections in the brain 
(Sporns et al. 2005), we create them based on coherences for 
each condition as a visual illustration of functional network 
organization. Importantly, connectome maps do not reflect 
neural network organizations in terms of small-world prop-
erties. In short, the small-world coefficient obtained with 
this procedure allows to distinguish between networks show-
ing more random properties (positive values), more regu-
lar properties (negative value) or small worldness, which 
reflects increasing network efficiency as the coefficient 
approaches the value of zero. To further analyze differences 
in the characteristics (coherence and clustering coefficient) 
that form the connectomes between any conditions, all dif-
ferences of the coherence values (edges) between all pairs of 
electrodes of the first condition and the same pairs of elec-
trodes of the second condition were calculated. In the same 
way, differences of all clustering coefficient values (nodes) 
were calculated between one electrode of the first condition 
and the same electrode of the second condition. Next, mul-
tiple t tests were conducted by comparing each edge value 
from all participants between one pair of electrodes of the 
first condition with the same pair of electrodes of the second 
condition. In the same way, multiple t tests were performed 
by comparing each node value from all participants between 
one electrode of the first condition and the same electrode 
of the second condition. We then controlled all performed t 
tests for the false discovery rate (FDR) in multiple testings 
(Benjamini and Hochberg 1995). Only those edge and node 
differences between the two conditions that were signifi-
cantly different and survived the FDR correction for mul-
tiple comparisons were then plotted as network differences 
between two conditions.

Statistics

For the behavioral data, we only analyzed correct trials. For 
neurophysiological (i.e. theta power) and small-world data, 
only correct trials with response times (RTs) between 100 
and 1000 ms were analyzed. This cutoff value was applied 
on the single trial level (i.e. before averaging on the single 
subject level). Separate repeated measures ANOVAs were 
performed for accuracy, RTs, theta band activity intervals 
and small worldness parameters. All ANOVAs used prime 
compatibility (compatible vs. incompatible) and flanker 
congruency (congruent vs. incongruent) as within-sub-
ject factors. The degrees of freedom were adjusted using 

� =
Lrand

L
−

C

Clatt

.
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Greenhouse–Geisser correction and Bonferroni corrected, 
whenever necessary. For all statistics, the mean and standard 
error of the mean (SEM) are given.

Results

Behavioral data

A clear positive compatibility effect (PCE) (i.e. better per-
formance in prime-compatible than in prime-incompatible 
trials) on accuracy could be detected (compatible minus 
incompatible = 6.70 ± 0.89). The significance of this differ-
ence was substantiated in the repeated measures ANOVA 
for hits which showed a main effect of prime compatibility 
[F(1,39) = 56.45; p < 0.001; ηp

2 = 0.591]. There was higher hit 
rate for compatible (94.12 ± 0.31) than incompatible trials 
(87.42 ± 0.89). Also, a main effect of flanker congruency 
[F(1,39) = 56.77; p < 0.001; ηp

2 = 0.593] showed that there 
were more hits in congruent trials (92.43 ± 0.46) than in 
incongruent trials (89.11 ± 0.61). Furthermore, there was a 
significant interaction of prime compatibility × flanker con-
gruency [F(1,39) = 27.16; p < 0.001; ηp

2 = 0.411] (see Fig. 2). 
Post hoc t tests showed that all conditions differed signifi-
cantly from each other (all t ≥ − 9.193; p ≤ 0.001). However, 
the prime effect (i.e. incompatible–compatible) was larger 
in trials with incongruent flankers (8.67 ± 1.11) than with 
congruent flankers (4.72 ± 0.81) [t(39) = − 5.212; p < 0.001] 
and also, the flanker effect (i.e. incongruent–congruent) was 
larger in incompatible primes (5.30 ± 0.74) than in compat-
ible primes (1.35 ± 0.37) [t(39) = − 5.212; p < 0.001]. This is 
because the hit rate was much lower in prime-incompatible/
flanker-incongruent trials (84.78 ± 1.10), than in prime-
incompatible/flanker-congruent trials (90.08 ± 0.81), prime-
compatible/flanker-incongruent trials (93.45 ± 0.41), and 

prime-compatible/flanker-congruent trials (94.80 ± 0.30). 
While all of those differed significantly, the last three were 
much closer together.

For the hit reaction times (RTs), a strong PCE of 
45.7  ms (± 4.7) was found. Substantiating the signifi-
cance of this effect, the ANOVA of RTs in correctly per-
formed trials revealed a main effect of prime compatibility 
[F(1,39) = 92.51; p < 0.001; ηp

2 = 0.703], with faster RTs in 
compatible trials (401.3 ms ± 6.6) than in incompatible trials 
(447.0 ms ± 5.7). Furthermore, there was a main effect of 
flanker congruency [F(1,39) = 149.98; p < 0.001; ηp

2 = 0.794]. 
RTs were faster in congruent trials (414.7 ms ± 5.7) than in 
incongruent trials (433.7 ms ± 5.8). All other main effects 
and interactions were not significant (all F ≤ 0.35; p ≥ 0.558).

In summary, the behavioral data showed a PCE for both 
accuracy and hit RTs. While hit RTs only showed main 
effects of prime compatibility and flanker congruency, the 
accuracy also showed an interaction of those two factors 
due to the fact that the two conflicts seem to potentiate when 
combined (Stock et al. 2016).

Neurophysiological data

An analysis of standard event-related potential (ERP) com-
ponents can be found in the supplemental material. Wavelet 
plots illustrating the time–frequency decomposition of the 
target-locked EEG segments for each combination of experi-
mental conditions are depicted in Fig. 3.

For the analysis of differences in theta band power, we 
focused on a frequency of 6 Hz in a time frame from 320 
to 330 ms at electrode Cz, as the theta band best reflects 
cognitive conflict and the condition differences were maxi-
mal at this frequency and time window, as evidenced by 
cluster-based permutation analyses (see “Materials and 
methods” section and supplemental material). There was 

Fig. 2   Behavioral data. There was a positive compatibility effect 
(PCE) for both accuracy and hit RTs. Both accuracy and hit RTs 
showed main effects of prime compatibility and flanker congru-
ency (i.e. higher accuracy and lower hit RTs in the case of compat-
ible primes and congruent flankers). Additionally, the accuracy also 

showed an interaction of those factors as the two conflicts seem to 
potentiate when combined, leading to a disproportionate decrease 
in performance (see left bar in left graph and compare (Stock et  al. 
2016). Error bars show the 95% confidence interval (CI) as a measure 
of variability
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a main effect of prime compatibility [F(1,39) = 21.41; 
p < 0.001; ηp

2 = 0.354], where the theta band activity was 
stronger in incompatible (1.85 μV/m2 ± 0.19) than in com-
patible (1.07 μV/m2 ± 0.08) trials. Also, there was a main 
effect of flanker congruency [F(1,39) = 19.88; p < 0.001; 
ηp

2 = 0.338] with stronger theta band activity in incon-
gruent (1.70 μV/m2 ± 0.16) than in congruent (1.22 μV/
m2 ± 0.09) trials. Furthermore, an interaction of prime 
compatibility × flanker congruency [F(1,39) = 11.45; 
p = 0.002; ηp

2 = 0.227] was found. Post hoc t tests revealed 
that there was a flanker congruency effect in incompatible 
trials [t(39) = 4.606; p < 0.001], where incongruent flank-
ers yielded stronger theta band activity (2.26 μV/m2 ± 0.26) 
than congruent flankers (1.44 μV/m2 ± 0.13). There was, 
however, no flanker congruency effect in compatible trials 
[t(39) = 1.384; p = 0.174]. There was no such dissociation for 
the priming effect (i.e. larger theta band power in the case 
of incompatible primes), as it was found for both congruent 
flankers [t(39) = 4.643; p < 0.001] and incongruent flankers 
[t(39) = 3.266; p = 0.002].

To compare the theta band topographies, cluster-based 
permutation tests were applied on the contrast of two dif-
ferent conditions: prime-incompatible/flanker-incongruent 

and prime-incompatible/flanker-congruent trials. The 
analysis revealed a positive cluster of central electrode Cz 
(p < 0.001), suggesting that the power at these electrode 
was higher in prime-incompatible/flanker-incongruent tri-
als compared to prime-incompatible/flanker-congruent trials 
(see Fig. S1 in the supplementary material).

Beamforming analysis revealed that the increase in theta 
band activity in the case of incompatible primes was related 
to a stronger activation of the right supplementary motor 
cortex (SFG; peak MNI coordinates in mm: 105/118/131) 
in the case of incongruent flankers compared to congruent 
ones (see Fig. 3).

For the small world coefficient, there was a signifi-
cant main effect of prime compatibility [F(1,39) = 7.135; 
p = 0.011; ηp

2 = 0.155] with more small-world characteris-
tics in compatible (0.640 ω ± 0.017) than in incompatible 
(0.681 ω ± 0.012) trials. All other main effects and inter-
actions were not significant (all F ≤ 1.80; p ≥ 0.187). To 
confirm the assumption that there is indeed no main effect 
of flanker congruency, we conducted additional Bayes-
ian analyses as suggested by Wagenmakers (2007) using 
the template by Masson (2011). With this analysis, the 
probability of the null hypothesis being true, given the 

Fig. 3   Time frequency decomposition and beamforming results. 
Theta band activity at electrode Cz is separately depicted for all 
combinations of prime compatibility and flanker congruency. The 
x-axis for each time frequency plot shows the time in milliseconds 
(time point zero denotes the onset of the target stimulus), the y-axis 
shows  the frequency. The color coding denotes power. Scalp topog-
raphy plots are given for every condition at 6 Hz for the time inter-

val from 320 to 330  ms after target presentation. On the right side 
of the figure, the results of the beamforming procedure conducted for 
the theta frequency band at 6 Hz are depicted. The contrast illustrates 
the  neuroanatomical source of the observed interaction (i.e. larger 
theta band power at 6 Hz in incongruent than congruent flanker trials 
in the case of incompatible primes). The red color denotes significant 
activation differences in the right SMA
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observed data pBIC(H0|D), was determined. Values below 
0.5 indicate that the alternative hypothesis is more likely 
to be true than the null hypothesis. Values between 0.5 
and 0.75 provide weak evidence, values between 0.75 and 
0.95 give positive evidence and values between 0.95 and 
0.99 give strong evidence for the null hypothesis being 
true. Regarding the main effect of flanker congruency, we 
obtained a value of pBIC(H0|D) = 0.837 for the small-
world coefficient. According to this result, there is positive 
evidence for retaining the null hypothesis.

Connectome plots revealed that prime compatibility 
and flanker congruency are both related to a narrow net-
work of frontal-central electrodes. In this network, con-
nectivity in six edges and nine nodes, which are limited to 
fronto-central electrode positions, is increased in prime-
incompatible trials compared to prime-compatible trials 
(edge difference: all t ≥ − 4.197; p ≤ 0.04; node differ-
ence: all t ≥ − 3.716; p ≤ 0.049) (see Fig. 4, which shows 
network connectivity/coherence for the different priming 
conditions).

Discussion

This study investigates the role of theta oscillations during 
the conjoint modulation of response selection processes 
by subliminal and consciously processed distracting infor-
mation. Given that mid-frontal theta plays a key role in 
synchronizing different brain regions relevant to cogni-
tive control processes (Sporns et al. 2004; Yu et al. 2008; 
Langer et al. 2013; Cavanagh and Frank 2014), we put a 
special focus on the scale and efficiency of the associated 
neuronal networks. We hence analyzed theta band oscil-
lations using time–frequency analyses and reconstructed 
their cortical sources using EEG-based beamforming. To 
assess the efficiency of cortical network synchronization, 
we quantified small-world properties using graph-theoret-
ical approaches. In line with previous studies (Stock et al. 
2016; Gohil et al. 2017), we did not only find main effects 
of subliminal and conscious conflicts (i.e. higher accuracy 
and faster RTs in the case of compatible primes and/or 
congruent flankers, respectively), but we also found poten-
tiated impairments in accuracy when both conflicts were 
combined. Hence, it can be stated that the combination 
of subliminal and conscious conflicts produced a stable 
conjoint modulation (Stock et al. 2016; Gohil et al. 2017).

Given that theta oscillations originating from mid-fron-
tal brain areas are known to reflect the degree of cognitive 
conflict (Cavanagh and Frank 2014), we hypothesized that 
both kinds of conflict as well as their conjoint effect should 
be reflected by theta band activity (i.e. more power in the 
case of more conflict/more impaired behavior). Matching 
this hypothesis, we did not only find increases in theta 
band power in the case of incompatible primes and incon-
gruent flankers, but also observed an interaction of prime 
compatibility and flanker congruency. Paralleling the 
behavioral data, we found that the combination of both 
kinds of conflict resulted in the largest theta power val-
ues, just like it had caused the most pronounced decline 
in performance (a similar, yet weaker effect is found for 
the N2 event-related potential, as indexed by partial eta-
squared values, which explained less variance (between 
6 and 15%) than the isolated theta power; refer supple-
mental material). It can hence be stated that the conjoint 
effect of consciously and subliminally induced conflicts 
is reflected by mid-frontal theta power. Further analyses 
revealed that conscious response conflicts (i.e. incongru-
ent flankers) increased theta power in cases where the 
subliminal conflict (i.e. incompatible primes) was also 
present. The fact that the presence of subliminal response 
conflicts enhanced the effects of consciously induced con-
flicts confirms previous findings on the behavioral level 
suggesting that the effects of the two kinds of conflict 
potentiate once a certain threshold/amount of conflict is 

Fig. 4   Connectivity analyses. Network characteristics from the top 
view on the scalp. The color bar denotes the strength of the imagi-
nary part of the coherence and the size of the nodes denotes the value 
of the clustering coefficient. a The figure shows the network char-
acteristics for the prime-compatible condition (left) and the prime-
incompatible condition (right). b Uncorrected difference between the 
prime-incompatible and prime-compatible conditions (right) and dif-
ference between the prime-incompatible and prime-compatible condi-
tions after false discovery rate (FDR) correction (left)
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surpassed (Stock et al. 2016; Gohil et al. 2017). Beam-
forming analysis revealed that this increase in theta band 
activity was related to the right supplementary motor cor-
tex (SMA). Medial frontal theta oscillations have been 
related to cognitive control processes (Womelsdorf et al. 
2010; Cavanagh et al. 2012) and the involvement of the 
medial frontal cortex in response selection (O’Connell 
et al. 2007; Fassbender et al. 2009). The SMA, which is 
a part of the medial frontal cortex, is known to play an 
important role in cued uni-manual responses and auto-
matic motor response tendencies as well as their correc-
tion (Deecke and Kornhuber 1978; Keller and Heckhausen 
1990; Picard 2003; Colebatch 2007). Also, the SMA seems 
to play a key role in the internal generation of (correct) 
responses which overwrite external, stimulus-triggered 
movements (Roland et al. 1980a, b; Matsuzaka et al. 1992; 
Halsband et al. 1994). Taken together, this suggests that 
the increase in SMA-related theta band power, which par-
alleled the behavioral decline caused by the combination 
of subliminal and conscious conflicts, is due to the genera-
tion of correct responses and the conflict associated with 
overwriting automated incorrect response tendencies. Of 
note, this nicely matches the hypothesis that medial fron-
tal control-related brain activity may be associated with 
goal shielding processes that are required to stabilize goal 
representations given that distracting input (Goschke and 
Bolte 2014; Beste et al. 2017). The fact that both sublimi-
nal and conscious conflicts require goal shielding is further 
stressed by the fact that the effect sizes of the theta power 
differences induced by subliminal and conscious conflict 
were comparable (i.e. ηp

2 = 0.354 for subliminal conflicts 
and ηp

2 = 0.338 for conscious conflicts). Our data thus sug-
gest that the cognitive control and goal shielding processes 
coded by theta band activity are important not only for 
consciously conflicting processes, but also for subliminal 
conflict processes and thus not limited to consciously initi-
ated top-down control processes.

Yet, the mere finding of increased theta power does 
not answer the question of whether the scale or efficiency 
of the underlying neurophysiological networks was also 
modulated by the conjoint effect of conscious and sub-
liminal conflicts. This is, however, an important question 
given that theta oscillations do not only reflect activity 
in an isolated brain area but also enable the coordination 
of activation in various brain regions required for cogni-
tive control (Buzsaki and Draguhn 2004; Schiffer et al. 
2015; Hampshire and Sharp 2015; Battaglia-Mayer et al. 
2016). As noted in the introduction, small-world properties 
describe efficient large-scale networks, but not small-scale 
local networks. The connectome plots of the two different 
conflicts showed a narrow network encompassing fronto-
central electrode leads, nicely matching the observed 
sources in the medial frontal areas (see Fig. 4). Prime 

compatibility shows a decreased coherence in incompat-
ible primes in comparison with compatible primes within 
this local network. These findings of a very narrow and 
confined network fit into a concept of (Cohen 2014) that 
processing of conflicting information can be mediated via 
circumscribed cortical microcircuits in the medial frontal 
cortex that modulates theta oscillations measurable with 
EEG (Cohen 2014). Against this background, it seems that 
the conjoint effect of subliminal and conscious conflicts 
affects cortical microcircuits in the medial frontal cortex, 
but not large-scale networks. Regarding the architecture of 
theta oscillation networks, we found no conjoint effect of 
the two kinds of conflict on theta-based network efficiency 
(i.e. the small-world network coefficient of theta oscilla-
tions). Instead, we only found the theta-based network to 
be less efficient (i.e. show a larger small-world coefficient) 
in the case of incompatible primes compared to compatible 
primes. This decrease in network efficiency in the case of 
incompatible subliminal primes matches previous findings 
that especially unrecognized conflicts seem to decrease 
network efficiency as reflected by small-world features/
parameters (Li et al. 2015). It is also in line with other 
studies which have reported reduced small-world proper-
ties in the case of decreased executive functioning (Langer 
et al. 2013). When looking at the combination of findings, 
it becomes evident that several, at least partly separate 
processes modulate the theta-based activation and organi-
zation of cognitive control networks. It seems that theta 
power and the efficiency of networks driven by theta oscil-
lations represent two different levels or processing entities: 
Theta power generated in a rather small medial frontal 
brain area reflects the need for control and task-relevant 
goal shielding in the face of both subliminal and conscious 
conflicts. Yet, the efficiency (i.e. small worldness) of net-
works driven by theta oscillations does not reflect the need 
for control/goal shielding. Instead, the organization/effi-
ciency of theta-driven networks only reflects subliminal 
conflicts, which may show that while both kinds of conflict 
require control and goal shielding, only those conflicts that 
we do not consciously perceive diminish the efficiency of 
theta-driven processing networks. A possible explanation 
for this might be that subliminal distractors cannot trigger 
top-down regulatory mechanisms, but more research will 
be needed to substantiate this claim.

With respect to the limitations of this study, it should be 
mentioned that using the highest 10% of coherence values 
for analyses provides a comparable measure that helps to 
include an equal amount of data input from each participant. 
This approach does, however, not account for within- or 
between-subject variability in the absolute overall strength 
of connectivity. Mixture modeling approaches like the one 
suggested by Bielczyk et al. (2018) may help to address this 
issue, but they might be of most use in studies with a much 
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larger network with a higher number of nodes (i.e. fMRI 
studies or studies that use EEG-based neuroanatomical 
sources as nodes).

In summary, we found that both behavioral impairments 
and theta band power increase in the case of either sub-
liminally or consciously induced conflicts and potentiate in 
cases where the two types of conflict were combined. The 
increase in theta oscillations was based on increased activity 
within the SMA, which plays a key role in the correction of 
cued responses tendencies as it is involved in the internal 
generation of (correct) responses that overwrite external, 
stimulus-triggered movements. The SMA is, furthermore, 
a part of the medial frontal cortex, which works as a hub 
region that synchronizes large brain networks involved in 
cognitive conflict processing via theta oscillations. Yet still, 
subsequent graph-theoretical analyses showed that the effi-
ciency of the theta-driven control network did not increase 
with theta power. Instead, there seem to be two mechanisms: 
theta band power reflects the increased need for cognitive 
control in situations with either subliminal or conscious con-
flicts. The efficiency of the underlying network, which is 
reflected by the small-world coefficient was, however, only 
compromised in the case of subliminal conflicts and may 
have increased the need for cognitive control as reflected 
by theta power. Based on these findings, theta oscillations 
should not only be judged in the context of task difficulty, 
but also against the background of network efficiency.
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