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Abstract
Motor imagery (MI) is a multidimensional cognitive ability which recruited multiple brain networks. However, how con-
nections and interactions are adjusted among distributed networks during MI remains unknown. To investigate these issues, 
we analyze the reconfiguration patterns of large-scale networks for different MI states. In our work, we explored the specific 
patterns of large-scale functional network organization from rest to different MI tasks using group independent component 
analysis (ICA), and evaluated the potential relationships between MI and the patterns of large-scale networks. The results 
indicate that task-related large-scale networks show the balanced relation between the within- and between-network con-
nectivities during MI, and reveal the somatomotor network and dorsal attention network play critical roles in switching 
context-specific MI, and also demonstrate the change of large-scale networks organization toward effective topology could 
facilitate MI performance. Moreover, based on the large-scale network connectivities, we could differentiate an individual’s 
three states (i.e., left-hand MI, right-hand MI and rest) with an 72.73% accuracy using a multi-variant pattern analysis, 
suggesting that the specific patterns of large-scale network can also provide potential biomarkers to predict an individual’s 
behavior. Our findings contribute to the further understanding of the neural mechanisms underlying MI from large-scale 
network patterns and provide new biomarkers to predict the individual’s behaviors.
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Introduction

Motor imagery (MI) is a multidimensional cognitive ability. 
It is normally defined as the mental rehearsal of actions from 
a first-person perspective, without any overt physical move-
ment (Decety 1996). Many previous studies have reported 
that MI is beneficial to motor skill learning, stroke patient 
rehabilitation and brain–computer interface (BCI) control 
(Miller et al. 2010; McFarland and Wolpaw 2011; Chaud-
hary et al. 2016; Long et al. 2012a; Li et al. 2016). Although 
these benefits, there exists a debate on the rationale behind 
the application of MI, which is mainly due to the lack of 
the clear neural mechanism of MI (Pichiorri et al. 2015). 
Hence, it is urgent to probe the neural mechanism underlying 
MI, which will facilitate the better clarification of its related 
functional roles and provide the necessary neural basis for 
clinical and engineering applications.

Using functional magnetic resonance imaging (MRI) and 
electroencephalography (EEG) neuroimaging techniques, 
many studies have reported that MI involves multiple brain 
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regions/networks (Hetu et al. 2013; Halder et al. 2011). For 
example, based on direct neuroelectrical signals recording, 
Aflalo et al. (2015) and Hochberg et al. (2006) separately 
revealed that the posterior parietal cortex (PPC) and primary 
motor cortex (M1) are rich sources of MI-EEG signals for 
controlling external devices. In the EEG study conducted by 
(Blankertz et al. 2010), they found that the amplitude mod-
ulations of sensorimotor rhythm (SMR) can be controlled 
by subjects during MI, and can be used to predict the indi-
vidual’s MI-BCI performance. In a recent study, Hetu et al. 
(2013) conducted an activation likelihood estimation meta-
analysis on MI, in which they provided quantitative cortical 
maps of different MI tasks and found that MI consistently 
recruited large brain areas in the fronto-parietal network, 
subcortical and cerebellar regions. Moreover, in our previ-
ous study, we found that an effective fronto-parietal atten-
tion network facilitates MI-BCI performance (Zhang et al. 
2016). These studies enriched our knowledge of MI, but 
they mainly focused on the location of the functional brain 
regions that are involved in MI or the interactions among 
areas that confined within relatively local brain regions.

Recently, increasing number of neuroimaging researches 
consistently revealed that cognitive performance is not only 
associated with the interaction within multiple brain regions 
belonging to the same function sub-networks, as well as 
interactions between various sub-networks (Bressler and 
Menon 2010; Marek et al. 2015; Sporns 2014; Petersen 
and Sporns 2015). In a recent study, Tsvetanov et al. (2016) 
found that the connectivity patterns of both within and 
between large-scale functional networks are changed with 
age. MI is a multidimensional ability which can automati-
cally influence different high-level cognitive processes 
such as attention and working memory (Madan and Sin-
ghal 2012). Thus, we hypothesized that MI cognitive func-
tion may be correlation with the interactions of within and 
between large-scale networks. Moreover, when subject 
switches to a new mental state, the brain will newly occupy 
the specific network structure to process the related infor-
mation. Therefore, as an optimized organ, how the brain 
adjusts the network structure to adapt to the corresponding 
information processing is another important aspect of under-
standing the brain’s working mechanism in certain cognition 
process. Studying the differences among distinct brain’s cog-
nitive states (i.e., tasks and rest) by exploring the changes 
among large-scale networks in these states can clarify how 
the brain responds to a given MI task. It is very important 
for understanding the neural processes of MI and developing 
the MI-based clinical applications such as motor rehabilita-
tion (Pichiorri et al. 2015) and BCI systems (Chaudhary 
et al. 2016).

The functional connectivity (FC) and functional network 
connectivity (FNC) are two important indexes to assess the 
interactions within regions or between networks. In this study, 

we used a multivariate and data-driven spatial group independ-
ent component analysis (ICA) to investigate the interactions 
(FC and FNC) of large-scale networks in aggregated fMRI 
data (i.e., tasks and rest) by concatenating the temporal fMRI 
series in different tasks (Jafri et al. 2008; Calhoun et al. 2009). 
Though ICA has been mainly used to identify various spatially 
consistent resting state networks (RSNs) across subjects, while 
many studies have also demonstrated that the networks derived 
from tasks highly recapitulate the resting state networks (Smith 
et al. 2009; Calhoun et al. 2008; Arbabshirani et al. 2013). For 
example, Calhoun et al. (2008) found that spatial maps (SMs) 
modulated by both rest and tasks are highly spatially corre-
lated, suggesting that the changes of SMs are subtle during 
different states. Moreover, these large-scale networks derived 
from ICA are less sensitive to head motion or physiological 
noise (cardiac pulsation or the respiratory cycle) (Damoiseaux 
et al. 2006). Thus, ICA is a powerful tool to explore the inter-
actions of large-scale functional brain network.

Furthermore, the efficient identification of the brain states 
in MI, such as the left-, right-hand MI and resting state as well, 
is very significant for the online BCI controlling, and also is a 
challenge for neuroimaging. Many studies have recently dem-
onstrated that functional brain connections are a powerful pre-
dictor of brain state or behavior (Tavor et al. 2016; Rosenberg 
et al. 2016; Smith 2015). For example, using a new connec-
tome-based predictive model, Rosenberg et al. (2016) success-
fully identified the neuro-markers of sustained attention. Hein 
et al. (2016) also showed that the brain’s functional network 
architecture could predict different human motivations with 
high accuracy. Thus, based on the patterns (i.e., connectivity 
strength or change) of large-scale network interactions in dif-
ferent brain states, we used the multi-variant pattern analysis 
(MVPA) to predict the three individual’s brain states, which 
may contribute to identify the new biomarkers to differentiate 
MI tasks (i.e., left- or right-hand MI) and also to establish 
more efficient MI-BCI systems for specific applications such 
as motor rehabilitation and device control (Chaudhary et al. 
2016; Moxon and Foffani 2015).

In the present study, the primary goal was to explore neural 
mechanisms underlying MI using the large-scale brain network 
connectivity patterns and MVPA. We were interested in prob-
ing (a) how the interactions within and between networks are 
affected by a specific MI task; (b) whether the changed con-
nectivity of large-scale networks from rest to tasks could be 
used as potential biomarker to predict an individual’s brain 
states.
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Materials and methods

Participants

Twenty-six healthy undergraduate volunteers (9 females 
and 17 males; aged 22.85 ± 2.48 years; age range 19–26; 
24 right-handed subjects) participated in the MRI experi-
ment. The protocol was approved by the Institution 
Research Ethics Board of the University of Electronic Sci-
ence and Technology of China (UESTC). All participants 
had no prior experience with SMR-BCI and had no central 
nervous system abnormalities or psychiatric illness. All 
participants were informed about the purpose of the study 
and written informed consent prior to any study procedure. 
Participants were paid a monetary compensation for their 
time and effort.

fMRI experimental procedure

At the beginning of the MRI scanning session, the sub-
jects were familiarized with the full experiment process. 
Specifically, the subjects were instructed to use kinesthetic 
rather than visual imagery (Neuper et al. 2005). During 
fMRI scanning, resting state fMRI was collected followed 
by four scanning sessions that included left-/right-hand MI 
and left-/right-hand motor execution (ME), respectively. 
The task order of these four sessions was randomized for 
each subject. The details on the experimental process are 
described as follows. First, the subjects were instructed 
to focus on a yellow fixation cross in the center of the 
screen for 2 s to prepare for the following task. Then, the 
color of the yellow fixation cross turned white and a gray 
left (right) arrow also appeared on the screen, lasting 20 s 
during which time the subjects were instructed to perform 
motor imagery (execution). When the left (right) arrow 
disappeared, subjects were allowed have 18 s rest and 
asked to focus their attention on the gray fixation cross 
(Fig. 1). A total 20 trials were included in each run for 
each subject. In this study, only the fMRI data sets for 
left-hand MI and right-hand MI task were used for further 
analysis.

fMRI image acquisition

Imaging data were acquired from a GE 3.0T MRI scanner 
(GE DISCOVERY MR750, USA) with an 8-channel head 
coil at the Center for information in Medicine of UESTC. 
All functional images were acquired by a gradient recalled 
echo-planar imaging (EPI) sequence with TR = 2000 ms, 
TE = 30 ms, flip angle = 90°, matrix size = 64 × 64, field of 

view = 24 × 24 cm2, slice thickness/gap = 4 mm/0.4 mm, 
voxel size = 3.75 × 3.75 × 4 mm3, and 32 slices oriented 
AC-PC line.

In the scanner, cushions and earplugs were used to reduce 
head movement and dampen scanner noise. Visual presenta-
tion was performed with E-prime 2.0 software (Psychology 
Software Tools, Inc., USA) projected onto a screen, and sub-
jects viewed the screen via a mirror attached to the head coil. 
During the resting state fMRI scan, all participants were 
instructed to lie still with their eyes closed, relax their minds, 
and to not fall asleep. All participants underwent 8.5 min 
(255 time points) of resting state fMRI scanning. Following 
this resting state fMRI, the task runs were collected. Each 
MI task run lasted 800 s, resulting in 400 time points.

fMRI image preprocessing

The rest and tasks fMRI data sets were preprocessed in an 
identical fashion using the SPM8 software package (http://
www.fil.ion.ucl.ac.uk/spm). First, all functional images were 
temporally corrected for differences in slice acquisition time. 
Then, the images were spatially realigned to correct for 
head movement artifacts. After that, the images were spa-
tially normalized into the standard Montreal Neurological 
Institute (MNI) EPI space and resampled to 3 × 3 × 3 mm3 

Fig. 1   MI experiment paradigm. Block design for left-/right-hand MI 
during MRI scanning. The ‘xxxxx’ denotes the description of the task 
such as left-hand MI or right-hand MI

http://www.fil.ion.ucl.ac.uk/spm
http://www.fil.ion.ucl.ac.uk/spm
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voxel resolution. Finally, all obtained images were spatially 
smoothed using a 6-mm full-width half-maximum (FWHM) 
Gaussian smoothing kernel.

Group‑level ICA

Group spatial ICA was adopted to decompose the aggregated 
data into ICs using Gift software (version 4.0a; http://icatb​
.sourc​eforg​e.net/), in the following four steps: (1) data aggre-
gation and reduction, (2) the number of component estima-
tion, (3) group ICA decomposition, and (4) reconstruction. 
In step 1, before performing the group spatial ICA, we first 
matched the length of the time points of the MI tasks and 
resting state data, where the first and last 80 time points 
(a total of 8 trials) in the task data and the first 15 time 
points in resting state data were discarded, leaving 240 time 
points for all fMRI data. The matched data were reduced to 
a lower dimensionality at the subject level using principal 
component analysis (PCA). Then, the reduced data were 
concatenated together and reduced to one group. In step 2, 
a minimum description length (MDL) criterion was used 
to estimate the number of components, yielding 34 (mean 
MDL = 34) group components. In step 3, the entropy bound 
minimization (EBM) ICA algorithm (Li and Adali 2010) 
was utilized for components estimation, which was repeated 
10 times using the minimum spanning tree (MST) (Du et al. 
2014, 2016) to identify the most robust and reliable compo-
nents. Finally, a GICA method was used in step 4 to recon-
struct the individual subject’s ICs. After reconstruction, the 
z-scored spatial maps and ICs’ time courses were separately 
extracted for tasks and rest. All of the ICA components were 
selected by visual inspection to avoid artificial components 
based on previous studies (Arbabshirani et al. 2013; Mantini 
et al. 2009).

Group ICA based large‑scale network construction

ICA method and its evolved techniques, such as subspace 
ICA (Sharma and Paliwal 2006) and multidimensional ICA 
(Cardoso 1998), are powerful tools in solving blind source 
separation (BSS) problems. ICA can determine a subset of 
spatial maximally independent components (ICs) that are 
known as large-scale functional networks. Approximately 
20 related large-scale functional networks have been iden-
tified in the functional connectome (Menon 2011; Marek 
et al. 2015; Biswal et al. 2010) including the somato-motor 
network (SMN), the default model network (DMN) and 
the dorsal attention network (DAN). In addition, each IC 
contains an independent spatial map (SM) and its associ-
ated time course (TC) of activation (McKeown et al. 1998), 
where the former is expressed in terms of z scores that show 
the functional connectivity (FC) of given voxel TCs with the 
temporal signal of the specific IC (Mantini et al. 2007) and 

the latter can represent a meaningful temporal dependency 
termed functional network connectivity (FNC) (Arbabshi-
rani et al. 2013; Jafri et al. 2008). Thus, ICA can provide 
two important measures of connectivity: within-network 
(component) FC and between-network FNC.

In the current study, subject-specific FC spatial maps 
and TCs were computed for left-hand MI, right-hand MI 
and resting state conditions using the GICA reconstruction 
method. Then, within-network FC and between-network 
FNC were estimated using the subject-specific SMs and ICA 
time courses, respectively. Finally, using one-way repeated 
measures analysis of variance (ANOVA), significant group 
differences in FC and FNC across the three brain state condi-
tions (i.e., left/right-hand MI and resting state) were high-
lighted. Following ANOVA analysis, post hoc paired t tests 
were used to determine the significant group differences in 
FC and FNC for the three brain states. The details for each 
fMRI analysis step are given in the following subsections.

Functional network connectivity

After component selection, 11 ICs were identified to be cor-
related with the three concerned states. Each IC was concep-
tualized as a specific network (Calhoun et al. 2001), which 
consists of multiple brain regions with a unique pattern of 
co-varied hemodynamic time courses. Although the compo-
nents are spatially independent, temporal correlations can 
exist among the time courses of ICs (Jafri et al. 2008; Arbab-
shirani et al. 2013). We extracted the associated time courses 
of ICs for each subject across three states. The band-pass fil-
ter (0.01–0.1 Hz) was first performed on these time courses. 
Then, the Pearson’s correlation of the network time courses 
was calculated, resulting in an 11 × 11 FNC matrix for each 
subject across three states. All correlation coefficients were 
transformed to a z score using a Fisher’s z transform.

Statistical analysis

To compare the within-network FC and between-network 
FNC differences across the three states (left-hand MI, 
right-hand MI and resting state), we performed a one-way 
repeated measures analysis of variance (ANOVA) with state 
(tasks and rest) as a repeated measures factor. Then, paired 
t tests were used for post hoc testing following a significant 
repeated measure ANOVA. The cut-off p value for all of the 
tests was set at p < 0.05 (two-tailed) and was corrected for 
multiple comparisons using the false discovery rate (FDR, 
p < 0.05). The within-network FC differences were per-
formed at the voxel-wise level using SPM8 software. For 
all FNC, statistical analyses were performed at functional 
network level after correlations were transformed to z scores 
using Fisher’s transformation.

http://icatb.sourceforge.net/
http://icatb.sourceforge.net/
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Networks connectivity similarity

In addition to FC and FNC, we considered the similarity of 
FNC pattern as a new index to measure functional network 
organization. In accordance with previous studies (Schultz 
and Cole 2016; Cole et al. 2014), we used the Pearson’s 
correlation between the two FNC matrices to measure the 
similarity degree of two concerned states.

Recognition of cognitive state based on large‑scale 
network patterns

Based on the within-network FC and between-network FNC 
strength, we attempted to classify an individual’s three states 
(left-hand MI, right-hand MI and rest). We first extracted 
averaged within-network FC for each sub-network and an 
overall between-network FNC for each subject across three 
states. Then, an 11-dimensional FC and a 55-dimensional 
FNC features were obtained and used for classification. 
Given that some features provide minimal or redundant 
information for classification (Dosenbach et al. 2010). The 
F score method was employed to select features to improve 
the classification performance. Details of F score can be 
found in a previous study (Akay 2009; Liu et al. 2015). In 
the present study, support vector machine (SVM) classifier 
with linear and radial basis function (RBF) kernels was used. 
To evaluate the performance of classifier, a leave-one-out 
cross validation (LOOCV) strategy was adopted (Chang and 
Lin 2011). Regarding the optimal values for RBF kernel 
parameters and in the nonlinear SVM, we performed another 
nested LOOCV on the training set to find the corresponding 
optimized parameters for each training set. Then, the non-
linear SVM classifier was trained by applying the optimized 
parameters to the training set based on which testing set 
would be finally classified.

Results

Group ICA and functional network definition

From the 34 ICA components, 11 components were selected 
as best-fit and brain state related networks. Figure 2 shows 
the independent SMs of the selected networks (Figure S1 
provides all 34 SMs of the components in the supplementary 
information). These related networks are visual networks 
(primary visual and extrastriate visual) (IC #1, 7, PrimVN 
and ExtraVN), executive control network (IC #11, ECN), 
default model network (IC #13, DMN), self-referential net-
work (IC #14, SRN), frontal–parietal networks (IC #16, 20, 
LFPN and RFPN), salience network (IC #18, SN), somato-
motor network (IC #21, SMN), dorsal attention network (IC 
#26, DAN), and cerebellum network (IC #28, CereN). A 

detailed description of each SM including regions of activa-
tion, cluster voxels and peak activation T values, and MNI 
coordinates are provided in Supplementary Table S1.

Differences in within‑network FC across three brain 
states

Among-group comparisons (one-way repeated meas-
ures ANOVA, p < 0.05, FDR corrected) showed that the 
ExtraVN, SMN and DAN among the 11 IC networks had 
significant main differences in within-network FC. Figure 3 
shows that the brain regions with significant difference in 
these three networks included the bilateral middle occipital 
gyrus, right precentral gyrus and right superior frontal gyrus. 
Detailed information of these regions is listed in Table 1.

To determine between-group differences, we extracted the 
mean z score in the IC’s spatial map across subjects using 
the revealed brain regions with significant among-group dif-
ferences as a mask. Then, post hoc paired t tests were applied 
to these z scores. The statistical test revealed that the FCs of 
both MI task states were significantly increased compared 
with the resting state in ExtraVN, while no significant FC 
difference between left-hand MI and right-hand MI was 
observed in this network (p < 0.001; two-tailed paired t test; 
see Fig. 4a). In the SMN, left-hand MI FC was significantly 
increased compared to the resting state and right-hand MI, 
and no significant difference in FC between right-hand MI 
and rest was observed (p < 0.001; two-tailed paired t test; 
see Fig. 4b). In the DAN, the FCs of MI task states were 
significantly decreased compared with the resting state, and 
the left-hand MI FC was significantly increased compared 
with the right-hand MI (p < 0.001; two-tailed paired t test; 
see Fig. 4c).

Differences in between network FNC across three brain 
states

Among-group comparisons (one-way repeated measures 
ANOVAN, p < 0.05, FDR corrected) revealed the signifi-
cant main differences in FNC for group, where nine-pair 
connections with significant differences across three states 
were observed (see Fig. 5a).

Based on the among-group comparison results, post hoc 
paired t tests were further applied to determine the FNC 
differences for each paired state (i.e., left-hand MI vs. rest, 
right-hand MI vs. rest, right-hand MI vs. left-hand MI) 
and corrected by FDR (p < 0.05). Compared to the FNC 
of resting state, we found that nine between-network edges 
(Fig. 5b) had significant differences in FNC during left-hand 
MI with five correlation pairs significantly increased (ECN-
CereN, ECN-DAN, ECN-SMN, SN-DAN and SMN-DAN) 
and another four edges significantly decreased (extraVN-
CereN, extraVN-SMN, SRN-SMN and primVN-CereN). 
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For the right-hand MI, six between-network edges (Fig. 5c) 
had significant differences from the resting state, of which 
three edges were significantly increased (ECN-CereN, ECN-
SMN and SMN-DAN), while the other three edges were 
significantly decreased (extraVN-CereN, extraVN-SMN and 
SRN-SMN). For the two MI tasks, there was no significant 
FNC difference between left-hand MI and right-hand MI.

Network architecture is largely similar during rest 
and MI tasks

In the study by Cole et al. (2014), a high similarity (correla-
tion) between FC patterns (264 nodes) during resting state 
and various tasks was found, revealing that task-relevant FC 
patterns were greatly shaped by the resting state network 
pattern. Similarities among FC architectures may provide 
new insight into better understanding MI. To further reveal 
the large-scale network patterns for different brain states, we 

constructed FNC matrices for each subject across these three 
brain states. Then, the subject-specific FNC matrices were 
averaged according to each brain state, resulting in three 
FNC matrices with each corresponding to one of the three 
brain states. Based on the averaged FNC matrices, Pearson 
correlations were calculated to denote the pattern similar-
ity between different brain states. As shown in Fig. 6, the 
similar adjacent matrices revealed that the three brain states 
had close large-scale network structures with high similar-
ity index r > 0.80. The similarity index further demonstrates 
that the two MI tasks have more consistent network architec-
ture with higher correlation coefficient (r = 0.96) compared 
to the resting state. These findings suggest that the patterns 
of the large-scale network organization during MI task only 
involve the adjustment of a small number of connections 
between networks, which also indicates that the information 
processing and exchange in those small numbers of networks 
are critical for the MI process.

Fig. 2   Spatial maps of the 11 
ICs of interest identified by 
group spatial ICA of all subjects 
across three states. Group maps 
are z-scored and voxels above 
a z threshold of 1 are displayed 
with the z score color bar denot-
ing the different z values
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Classification results with large‑scale network 
patterns

We take the within-network FC and between-network FNC 
as input for classifier, predicting an individual’s cognitive 
state. Table 2 shows the classification results of SVM-
fScore method in three feature selection conditions. High-
est classification accuracy (72.73%) was obtained by con-
catenating the within-network FC and between-network 
FNC.

Discussion

In the current work, we combine multiple cognitive states 
(i.e., left- and right-hand MI and rest) to investigate the 
neural mechanisms underlying MI at large-scale network 
level. Using the group spatial ICA and complex brain 
network method, we identified the clear statistical differ-
ences in the interactions of large-scale networks during 
three brain states. We found that the ExtraVN, SMN and 
DAN were strongly modulated by MI tasks. Moreover, 

Fig. 3   The main among-groups 
differences of within-network 
FC in the three states. Colors 
represent the values of the F 
scores which were obtained 
by one-way repeated measures 
ANOVA and corrected by FDR 
(p < 0.05)

Table 1   The brain regions with 
significant within-network FC 
differences in the extraVN, 
SMN and DAN with a cluster 
size > 10 voxels

R right hemisphere, L left hemisphere

Network Laterality Region BA Peak F score MNI coordinates 
(mm)

Cluster

x y z size

ExtraVN L Middle occipital gyrus 18 26.69 − 24 − 90 − 3 41
R Middle occipital gyrus 18 21.74 24 − 96 3 14

SMN R Precentral gyrus 6 27.83 27 − 24 69 33
DAN R Superior frontal gyrus 6 27.33 27 − 12 57 11
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with the MVPA classification, we found that the within-
network FC and between-network FNC could be used as 
physiological biomarkers to discriminate an individual’s 
three cognitive states (i.e., left-/right-hand MI and rest) 
with high accuracy.

Differences in FC among three brain states

Within-network FC normally indicates the activation syn-
chronization of the regions within a network. Using ANOVA 
analysis, we found that the FC was significantly different in 

Fig. 4   The within network FC between-groups differences calcu-
lated by post hoc paired t tests. a The FC difference in the extraVN. 
b The FC differences in the SMN. c The FC differences in the DAN. 
The red line represents significantly increased FC. The blue line rep-

resents significantly decreased FC. The orange, blue and green bars 
represent left-hand MI, right-hand MI and resting state, respectively. 
LH = left-hand MI; RH = right-hand MI; ‘triple stars’ represents 
p < 0.001

Fig. 5   FNC differences at 
network level. a Among-group 
FNC differences in one-way 
repeated measures ANOVA 
tests (FDR, p < 0.05). The 
orange lines represent the F 
scores. b The FNC differences 
between left-hand MI and rest 
by post hoc paired t tests (FDR, 
p < 0.05). c The FNC differ-
ences between right-hand MI 
and rest by post hoc paired t test 
(FDR, p < 0.05). The red lines 
represent significantly increased 
FNC in the task compared with 
the resting state, and the blue 
lines represent significantly 
decreased FNC compared with 
the resting state. LH left-hand 
MI. RH right-hand MI
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the ExtraVN, SMN and DAN among three brain states. The 
results implied that these three networks played important 
roles in MI. This is in line with the cognitive functions of 
these networks that consistently support externally oriented 
cognitions including attention, movement and spatial loca-
tions (Corbetta and Shulman 2002; Ptak and Schnider 2010; 
Zabelina and Andrews-Hanna 2016) and are associated with 
the cognitive process of MI (Moran et al. 2012; Madan and 
Singhal 2012).

To further explore the differences in FC for each pair 
of states, the post hoc paired tests were performed. For the 
extraVN, we found that within-network FC was signifi-
cantly increased during both MI tasks as compared to rest, 
while there was no significant difference in FC between the 
left- and right-hand MI tasks (see Fig. 4a). Visual network 
(included primary and extrastriate networks) is a lower level 
sensory network, and it has an important function for receiv-
ing the sensory input (Solodkin et al. 2004). In a previous 
study, Hoshi and Tanji (2007) found that FC was increased 
in visual network in health controls compared with social 

anxiety disorder (SAD) patients. Another study conducted 
by (Wang et al. 2015) also revealed that FC was increased 
in extrastriate visual network in non-drivers compared with 
drivers, which is due to the non-drivers need stronger brain 
activity to respond to the information with respect to what is 
possible in the forthcoming environment. In our experiment, 
a visual cue (i.e., a left or right arrow) was displayed on 
the screen to instruct the participants to perform a specific 
imagined hand action. The increased FC in extraVN com-
pared with rest may account for the transformation of related 
visual information (i.e., cue) into the required coordinates 
for the corresponding MI task. There are no FC differences 
in extraVN between two MI-task states, which may indicate 
that the visual cue is less different for the two MI tasks.

For the SMN, we found that FC was significantly 
increased during left-hand MI compared with both rest 
and right-hand MI task, while there was no significant FC 
difference between right-hand MI and rest (see Fig. 4b). 
SMN is another lower-level sensory network, which con-
sists of the primary motor cortex, premotor motor cortex 

Fig. 6   Group-averaged MI task 
and resting state FNC matrices. 
a Left-hand MI vs. right-hand 
MI, b left-hand MI vs. resting 
state, c right-hand MI vs. rest-
ing state

Table 2   Classification results 
of SVM-fScore based on large-
scale network connectivity

Method Accuracy (%) Accuracy (%) Accuracy (%)

Three-class Within-network FC Between-network FNC FC+FNC
Non-linear SVM 59.09% 69.70% 72.73%
Linear SVM 57.58% 68.18% 71.21%
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and primary sensory cortex, all of which are the key brain 
areas for move planning and move execution. Several pre-
vious studies have reported that MI and motor execution 
share common sensory and motor-related networks, and 
these studies also revealed that the neural activation pat-
terns of MI are similar to that when processing real sen-
sory and motor events (Landry et al. 2015; Gerardin et al. 
2000). As all the participants were right-handed in our 
study, it is reasonable to speculate that left-hand MI imi-
tates their overt counterparts stronger than right-hand MI 
when the participant imagines sensorimotor events (i.e., 
image hand movement) (Landry et al. 2015). Thus, the 
increased FC during left-hand MI suggests that stronger 
sensorimotor interactions were elicited than that of during 
right-hand MI. Moreover, there was no significant differ-
ence in FC between right-hand MI and rest. This indicated 
that a relatively low activity within SMN might contribute 
to prevent overt movements for the right-handed subjects.

For the DAN, the significantly decreased FC during 
left- and right-hand MI was observed compared to the rest 
(see Fig. 4c). DAN is a higher order cognitive network, 
which is involved in goal-oriented top-down deployment 
of attention (Petersen and Posner 2012). The activation 
of DAN is very important for indicating where, when or 
to what subjects should direct their attention (Hoshi and 
Tanji 2007). In a recent large-scale network study, Mohr 
et al. (2016) showed that the decreased activation in the 
DAN may reflect a more effective stimulus–response 
transformation within this network. Similar result also 
was found in our previous study, where we found that 
the reduced cortex thickness and eigenvector centrality 
of the brain areas within the fronto-parietal attention net-
work were associated with MI performance (Zhang et al. 
2016). MI is clearly implicated in attention and other 
high-level cognitive processes (Sakurada et al. 2016). 
We thus speculated that the decreased FC within DAN 
might contribute to the optimization of network resource 
allocation (integration of information) and also the sup-
port of other high-level cognitive functions. Interestingly, 
we also found that the significantly increased FC during 
left-hand MI compared to right-hand MI. In our study, 
all participants were right-handed that they are more 
accustomed to the right hand movement behavior. This 
finding may reflect that the network efficiency of DAN 
is higher during right-hand MI than that of left-hand MI 
for the right-handed subjects. In a recent study, Lewis 
et al. (2009) showed that a number of regions within the 
DAN have weaker responses during trained as compared 
to untrained subjects when they are learning sculpts. 
Thus, we suggested that the FC changes of DAN during 
different brain states are important for modulating the 
corresponding MI tasks.

Differences in FNC among three brain states

Between-network FNC primarily reflects the informa-
tion interaction among large-scale networks (Marek et al. 
2015), which can contribute to the understanding of the 
functional characteristics of cognitive functions at the 
network level. By comparing the between-network FNC 
among the three brain states, we observed the significant 
main group differences in FNC among nine connections 
(Fig. 5a). These connections are related to such sub-net-
works as the SN, SRN, CereN, ECN, extraVN, SMN and 
DAN, while no significantly different FNCs were observed 
for the DMN, LFPN and RFPN. These findings indicated 
that the related MI process was associated with the con-
nectivity changes within networks as well as among large-
scale networks.

The changes of network connectivity may be caused by 
the alteration in distinct task conditions. To determine the 
detailed changes of FNC for each pair of states, we also 
performed the post hoc paired tests on FNCs. By compar-
ing with the resting state, we found nine and six paired 
connections had significant differences in FNC for left- 
and right-hand MI, where the left-hand MI involved the 
additional significant couplings including the DAN-ECN, 
DAN-SN and DAN-primVN (Fig. 5b, c). The more FNC 
changes during left-hand MI indicate that individuals who 
perform left-hand MI may need to modulate more high-
level cognitive networks than right-hand MI for right-
handed subjects, particularly involving the couplings from 
the DAN to other networks. Comparing the changed con-
nectivity patterns in these two tasks, DAN appears to play 
a ‘hub’ role in modulating the switch between rest and task 
state for responding to the corresponding MI tasks. This 
phenomenon was also noted by Cole et al. (2013), who 
found that the rapid task-switching, especially in moment 
to moment tasks, was achieved by adjusting the functional 
connectivity of specific network with other networks. 
Thus, we suggested that the DAN tends to act as a flexible 
hub to switch network connectivity patterns according to 
the current MI task demands. In addition, based on the 
whole-brain network architecture, we observed that the 
patterns of large-scale networks were subtly modified (the 
number of the changes of connectivity is small) during 
MI tasks. Figure 5 also quantitatively shows that the MI-
related FNC architecture was highly matched with that of 
the resting state with a similarity index above 0.84 for the 
three paired states. This finding is in line with previous 
studies (Gratton et al. 2016; Cole et al. 2014; Krienen et al. 
2014), suggesting that the diverse tasks are realized by 
the subtle modification of the patterns of brain networks 
at rest.
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Balanced interaction between FC and FNC 
during MIs

It is of interest to understand the integration and segre-
gation of network from different scales and determine 
how they relate to various aspects of cognition. Combin-
ing Figs. 4 and 5, we found that an increased/decreased 
within-network FC is accompanied along with a decreased/
increased between-network FNC during MIs, especially 
for the DAN, SMN and extraVN. Moreover, we computed 
the positive/negative changes of the FC and FNC that 
survived in the ANOVA analysis between task and rest, 
where the opposite network changes (i.e., the sum of the 
positive changes of FC are usually accompanied along 
with a sum of the negative changes of FNC for a specific 
network) are observed for the FC and FNC in the DAN, 
SMN and extraVN. Figure S2 summarized the detailed 
information. The converging findings in Figs. 4 and 5 and 
S2 consistently reveal an increased/decreased (excitatory/
inhibitory) balance for the within- and between-network 
connectivity during MI task. Our findings are in line with 
previous studies, suggesting such a balance may provide 
a pattern that allows the brain to efficiently respond to 
complex external stimuli. For example, a study by Geer-
ligs et al. (Geerligs et al. 2015) showed that the FC is 
decreased within the DMN and FPN, while the FNC is 
increased between these networks with age, which facili-
tated the understanding of how age affects the integra-
tion of information within and between these large-scale 
networks.. Thus, we suggest that MI is jointly associated 
with the information processing and exchange between 
brain regions within a network, as well as the interactions 
between networks, implying the interactions of networks 
toward collaborative network functioning (Marek et al. 
2015). In the current study, we discovered a balanced 
interaction pattern through the change of within-network 
FC and between-network FNC strength during MI tasks. 
Indeed, this balance mainly focused on the network inte-
gration and segregation patterns at the local sub-network 
level. From other perspectives, Cohen et al. found that 
within-network communication (local and segregation) 
is critical for motor execution, whereas between-network 
communication (integrative and integration) is critical for 
working memory using priori ROIs and network topol-
ogy properties (i.e. local efficiency, global efficiency and 
modularity) (Cohen and D’Esposito 2016). Using time-
resolved network analysis, Shine et al. demonstrate that the 
human brain traverses between functional states associated 
with dynamic reorganization of network (i.e. maximize 
either segregation into tight-knit communities or integra-
tion across otherwise disparate brain regions) (Shine et al. 
2016). Compared with previous studies, our findings also 
provide a novel insight into the optimal network structures.

Interestingly, we also found that the extraVN and DAN 
are modulated in opposite directions. Specifically, in MI 
tasks, the extraVN exhibited increased FC and decreased 
FNC, while the DAN showed decreased FC and increased 
FNC. Therefore, the connections within- and between-net-
work showed a balanced relation between distributed and 
localized networks while performing an MI task, which may 
further infer the cooperative and competitive relationships 
of the related brain networks associated with MI (Deco et al. 
2015).

Predicting brain’s state with interaction information 
of large‑scale network

It is important to develop special brain signatures for rel-
evant mental processes and clinical outcomes (Woo et al. 
2017; Obermeyer and Emanuel 2016). With a MVPA clas-
sification based on the large-scale network connectivity, we 
found that such connectivity modulated by the MI task could 
yield reliable classification accuracies (see Table 2). Spe-
cifically, in this study, the classification results show that 
the combined feature (FC + FNC) outperformed the single 
FC or FNC feature, where the highest 72.73% accuracy 
could be achieved using the kernel SVM classifier. As MI 
is characterized with the power decreasing in mu rhythm 
compared to the resting state EEG, the conventional way 
to differentiate MI task is based on the mu rhythm related 
features like the power spectrum (Kumar and Sharma 2018; 
Hamzah et al. 2016) and common spatial pattern features 
(Kumar et al. 2017; Zhang et al. 2017; Miao et al. 2017). In 
essence, the brain cognitive performance is largely depend-
ent on the interactions among multiple regions as well as MI. 
The performed large-scale network analysis actually reveals 
the different network structures used by brain to process the 
related information in distinct MI tasks. Moreover, Figs. 4 
and 5 further show that the ‘switch’ of states from resting to 
MI tasks is accomplished by the specific changes of FC and 
FNC. Accordingly, the combination of FC and FNC could 
provide the compensative information to reliably recognize 
the three brain states. In practical online BCI application, 
besides the recognition of MI tasks, another challenging 
issue is the reliable detection of idle state (Li et al. 2010; 
Long et al. 2012b), and it is urgent to develop the efficient 
approach for it. Thus, MPVA analysis may provide a new 
strategy for the recognition of idle-state and the MI tasks 
using the large-scale network information.

Limitations and future work

Several methodological considerations and limitations of 
the current work should be considered. Although large-
scale networks connectivity analysis can provide new 
insight into the network patterns of MI, such static network 
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connectivity analysis cannot capture the rapid reconfigura-
tion and dynamic network patterns (i.e., the direction of 
information flow) of interactions among functional net-
works (Petersen and Sporns 2015). In future work, the 
dynamic or time-varying network connectivity analyses 
should be considered to better understand the instant 
organization patterns of the network during MI. In addi-
tion, we used the data-driven group spatial ICA to extract 
the within-network FC and the between-network FNC 
organization patterns of large-scale networks. Future stud-
ies should investigate the large-scale networks patterns of 
MI based on the predefined atlases such as Power regions 
(Power et al. 2011) and Glasser areal maps (Glasser et al. 
2016). The MI-related ICs are visually selected by utiliz-
ing the prior information from the sub-network template 
and MI cognition process, which may be subjective and 
influenced by the actual operator. Considering the practical 
application, it is desired to utilize or develop the effective 
way to automatically select the task-related components.

Conclusions

Although highly recapitulated with intrinsic network, two 
distinct MI tasks may have different large-scale network 
patterns from the resting state. We constructed the struc-
ture of large-scale networks and probed the possible corre-
lation between MI and large-scale networks. We found that 
FC and FNC modulation in the DAN, SMN and extraVN 
play important roles in switching from the resting state to 
the current task demand. Furthermore, combined with FC 
and FNC, we could predict these three brain states with 
high accuracy using MVPA. These findings contribute to 
the understanding of the underlying neural mechanisms of 
MI from large-scale network patterns.
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