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Abstract Humans appear to act in response to environ-

mental demands or to pursue self-chosen goals. In the

laboratory, these situations are often investigated with

forced- and free-choice tasks: in forced-choice tasks, a

stimulus determines the one correct response, while in free-

choice tasks the participants choose between response

alternatives. We compared these two tasks regarding their

susceptibility to dual-task interference when the concurrent

task was always forced-choice. If, as was suggested in the

literature, both tasks require different ‘‘action control sys-

tems,’’ larger dual-task costs for free-choice tasks than for

forced-choice tasks should emerge in our experiments, due

to a time-costly switch between the systems. In addition,

forced-choice tasks have been conceived as ‘‘prepared

reflexes’’ for which all intentional processing is said to take

place already prior to stimulus onset giving rise to auto-

matic response initiation upon stimulus onset. We report

three experiments with different implementations of the

forced- vs. free-choice manipulation. In all experiments we

replicated slower responses in the free- than in the forced-

choice task and the typical dual-task costs. These latter

costs, however, were equivalent for forced- and free-choice

tasks. These results are easier to reconcile with the

assumption of one unitary ‘‘action control system.’’

Introduction

There is a varied and ever more sophisticated literature in

the cognitive psychology of human action control.

Recently, there has been a growing interest in a distinction

between actions performed in response to environmental

demands and actions driven by self-chosen goals. The

former have been termed ‘stimulus-based’, ‘externally

triggered’, or ‘re-actions’, whereas the latter have been

termed ‘voluntary’, ‘intention-based’, ‘self-generated’, or

‘goal-directed’ actions (e.g., Brass & Haggard, 2008;

Herwig, Prinz, & Waszak, 2007; Passingham, Bengtsson,

& Lau, 2010a; Keller et al., 2006; Waszak et al., 2005).

Two kinds of actions?

This distinction is clearly a convenient simplification: in

most, if not all situations (the unconditioned reflex may be

an exception), both aspects will come into play, perhaps to

varying degrees (see Passingham et al., 2010a; Schüür &

Haggard, 2011). For now, however, we will keep this

distinction and speak of stimulus- or goal-driven actions.

With these terms we point to the particular aspect that

predominantly determines the accuracy or appropriateness

of an action.

One often-employed way to operationalize both kinds of

actions is to use forced-choice and free-choice tasks

(Berlyne, 1957a). In forced-choice tasks, each member of a

set of possible stimuli is unambiguously mapped to one

specific response. In Berlyne’s terminology, a polar deci-

sion is required and to each stimulus only one response is

correct. In free-choice tasks, an arbitrary decision is

required and the participant has to choose from a set of

responses where ‘‘one response is quite as good as another’’

(Berlyne, 1957a, p. 108; note that a stimulus is presented
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nonetheless in free-choice tasks and used as the starting

point for the response time interval). A stable and robust

finding is that responses are typically faster in forced- than

in free-choice tasks. Before we consider this effect below

in more detail, we briefly review several lines of research

that aimed at showing differences between these types of

tasks (and thus the corresponding types of actions).

Actions lead to changes in the environment, that is, to

action effects. They can range from the proprioceptive

feedback from moving an effector to more external or

remote consequences, such as concomitant auditory or

visual events. The generative role of action effects in action

selection has been highlighted by ideomotor theory (Har-

leß, 1861; Herbart, 1825; James, 1890; Lotze, 1852; for

historical comments, see Pfister & Janczyk, 2012; Stock &

Stock, 2004) and its modern descendants such as the

Theory of Event Coding (Hommel, Müsseler, Aschersle-

ben, & Prinz, 2001): once associations between actions and

effects have developed, actions are to be accessed via

anticipating their effects. Evidence for this basic claim has

been provided by various experimental paradigms (e.g.,

Elsner & Hommel, 2001; Kunde, 2001; see also Janczyk &

Kunde, 2014).

Some authors have suggested that the relation of an action

and its immediate sensory consequences (action effects)

depends on the type of action (Herwig & Waszak, 2009,

2012; Herwig et al., 2007; see also Gaschler & Nattkemper,

2012, and Pfister, Kiesel, & Melcher, 2010). According to

this reasoning, only for goal-driven (free-choice task; in

their terminology: intention-based) actions—but not for

stimulus-driven (forced-choice task; in their terminology:

stimulus-based) actions—long-term associations with the

respective effects are learned and could consequently be

exploited as a means for action selection. In contrast, other

studies have shown that even forced-choice tasks give rise to

such associations (Pfister, Kiesel, & Hoffmann, 2011).

There are also a number of studies in which the correct

response was entirely determined by a stimulus, hence a

forced-choice, stimulus-driven task, but action effects nev-

ertheless affected performance (e.g., Janczyk, Pfister,

Crognale, & Kunde, 2012; Janczyk, Pfister, Hommel, &

Kunde, 2014; Janczyk, Pfister, & Kunde, 2012; Janczyk,

Skirde, Weigelt, & Kunde, 2009; Kühn, Elsner, Prinz, &

Brass, 2009, Exp. 3; Kunde, 2001; Kunde, Pfister, & Jan-

czyk, 2012; Wolfensteller & Ruge, 2011). These results are

clearly not in line with the argument of Herwig and col-

leagues. Moreover, there appear to be no differences

between forced- and free-choice tasks, and thus stimulus-

and goal-driven actions, on a shorter time-scale: for both

tasks, associations of actions and their effects develop within

one trial. Subsequently, these associations bias responses in

the next trial to the same degree (Herwig & Waszak, 2012;

Janczyk, Heinemann, & Pfister, 2012).

Electrophysiological differences between forced-choice

and free-choice tasks were also investigated in several

studies. One finding is an enhanced P3 complex in forced-

choice compared to free-choice tasks (Fleming, Mars,

Gladwin, & Haggard, 2009; Keller et al., 2006; Waszak

et al., 2005).1 This difference has been interpreted as a

‘‘clear sign of stimulus-related activity’’ (Waszak et al.,

2005, p. 354; see also Keller et al., 2006) reflecting binding

processes of stimuli and responses, whenever the stimuli

prescribe the appropriate responses (see also Verleger,

Jaskowski, & Wascher, 2005). Thus, such finding suggests

a critical role of the stimulus, but does not unambiguously

provide evidence that free- and forced-choice tasks are

processed in qualitatively different ways. In fact, a recent

EEG study provided evidence that both tasks rely on a

common central mechanism (Hughes, Schütz-Bosbach, &

Waszak, 2011), although preparation of a response in the

free-choice task may be more flexible and easily altered in

comparison to a forced-choice task (Fleming et al., 2009).

Early imaging studies with non-human primates sug-

gested the implication of lateral areas in stimulus-driven

actions and of medial areas in goal-driven actions (Gold-

berg, 1985). More recent studies, however, suggest only a

partial dissociation. While several areas contribute to all

actions, goal-driven actions appear to rely more on a net-

work including the rostral cingular zone (RCZ) and the

supplementary-motor area (SMA; e.g., Jahanshahi et al.,

1995; Rowe, Hughes, & Nimmo-Smith, 2010; Passingham

et al., 2010a; Wiese et al., 2004). The RCZ has been

ascribed a role in selecting ‘‘what’’ action to do; however,

its exact function is debated. Some authors suggest that the

RCZ establishes associations of actions and their conse-

quences (e.g., Krieghoff, Brass, Prinz, & Waszak, 2009;

Müller, Brass, Waszak, & Prinz, 2007). Others suggest that

free-choice tasks (and thus goal-driven actions) imply more

conflict and uncertainty (Berlyne 1957a, b; Cunnington,

Windischberger, Deecke, & Moser, 2003). Accordingly,

the RCZ might be activated more for the required conflict

monitoring (Botvinick, Braver, Barch, Carter, & Cohen,

2001). A similarly unclear picture applies to the SMA.

Some authors argue for its crucial role in goal-driven

actions as investigated with free-choice tasks (e.g., Pass-

ingham et al., 2010a). This view, however, is not accepted

in general and has led to an animated debate about the

exact role of the SMA and methodological issues con-

cerning the nature of the differences in underlying mech-

anisms mediating free-choice and forced-choice tasks

(Nachev & Husain, 2010; Nachev, Kennard, & Husain,

1 In addition, the stimulus-locked lateralized readiness potential has

been shown to be larger in forced-choice compared to free-choice

tasks in one study (Waszak et al., 2005), but not in another (Keller

et al., 2006).
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2008; Passingham et al., 2010a, b; see also Schüür &

Haggard, 2011).

The RT difference between forced- and free-choice

tasks

Although these lines of research suggest some differences,

the conclusions at the same time remain ambiguous. It is

thus unclear whether a conceptual distinction of two

qualitatively different classes of actions is warranted or not.

Before we continue with the aims of the present research,

we consider possible reasons for the typically reported RT

difference between forced- and free-choice tasks (e.g.,

Berlyne, 1957a).

Of course, the longer RTs in free-choice than in forced-

choice tasks may result from what traditionally seems to be

seen as the crucial difference between forced- and free-

choice tasks to render them suitable to operationalize

stimulus- and goal-driven actions. To illustrate this dif-

ference, consider a situation in which participants have two

response options, say two response keys, and three differ-

ent stimuli are employed: two of them are mapped to

specific response keys (the forced-choice task), whereas the

third stimulus indicates the free-choice task and partici-

pants have to choose from the two possible response

options. The longer RTs for the free-choice task in the

foregoing example can be interpreted based on a model by

Brass and Haggard (2008). According to this model, sev-

eral components of human actions must be distinguished,

and for each of these components decisions must be made:

one has to decide whether to act at all, when to act, and last

but not least, what action to perform (hence called the

what-when-whether model). Applied to forced- and free-

choice tasks, the whether-decision should be the same for

both tasks, as should be the when-decision (given suitable

instructions for fast responses). However, the what-deci-

sion must still be made in free-choice but not in forced-

choice tasks and the associated longer RTs may reflect the

additionally required decision making processes. Along

these lines, and important for the present purposes, it has

even been suggested that two different ‘‘action control

systems’’ handle stimulus- and goal-driven actions (e.g.,

Astor-Jack & Haggard, 2004; Obhi & Haggard, 2004).2

These two systems were described as acting ‘‘exclusive, in

that they cannot be simultaneously active’’ (Astor-Jack &

Haggard, 2004, p. 127). Thus, (at least) some processes of

both systems cannot run at the same time, but must run

serially and a time-costly switch from one system to the

other becomes necessary. In a sense then, there exists a

bottleneck at one point of processing.

Yet, when thinking in stage logic, the RT difference

between free-choice and forced-choice tasks can also have

other sources. For example, it is possible that both tasks do

not differ with regard to the central (capacity-limited)

stages, but rather the perceptual stage of forced-choice

tasks may be shorter compared with that of free-choice

tasks. Arguments for such reasoning can (1) be based on

the implementation intention account introduced by Gol-

lwitzer (1999) because the typical instructions in forced-

choice tasks have the ‘‘if–then’’ structure of implementa-

tion intentions which are thought to facilitate perception of

suitable environmental demands (i.e., the stimuli in our

case) and (2) on the assumption of bidirectional links

between stimuli and responses (Elsner & Hommel, 2001;

Metzker & Dreisbach, 2009). In fact, a recent study used

the Psychological Refractory Period (PRP) paradigm

(Pashler, 1994) and the locus of slack logic (Schweickert,

1978; see also Janczyk, 2013, or Miller & Reynolds, 2003,

for detailed descriptions) to test this possibility (Janczyk,

Dambacher, Bieleke, & Gollwitzer, 2014). In Experiments

1 and 2 of this study, the task manipulation (forced- vs.

free-choice) interacted underadditively with the stimulus

onset asynchrony (SOA), a pattern pointing to the pre-

central, perceptual stage as the source for the RT differ-

ence. This interpretation was further corroborated with the

additive-factors logic (Sternberg, 1969) in Experiment 3. If

the RT difference can indeed be attributed to differences in

perceptual processing, there would be no reason to assume

further qualitatively different and/or additional decisions

carried out in the central stage of free-choice tasks.

Not alluding to stage logic, Berlyne (1957a) has

described response selection in a more dynamic way and

suggested that a response will be emitted eventually if its

activation exceeds the activation of the other responses to a

certain minimum degree. At the outset of a trial, all action

representations are active, but on forced-choice trials the

stimuli bias evidence accumulation such that the required

difference in activation is achieved earlier than in free-

choice trials (see also Berlyne, 1957b). This accounts for

the longer RTs in free-choice tasks, while the selection-

criterion in both tasks is qualitatively the same (for a

similar conclusion, see also Janczyk, Dambacher et al.,

2014; Mattler & Palmer, 2012).

The present experiments

We have seen above that various criteria have yielded

ambiguous results as to whether two different types of

actions should be distinguished or not. To investigate dif-

ferences and similarities, the study of interference phe-

nomena has proven fruitful in other areas of human

2 The term ‘‘action control systems’’ is still a bit vague. In our

understanding, it refers to two largely different neural networks

responsible for carrying out one action type or the other. When

referring to this literature, we will, however, continue to use the term

‘‘system’’ although our data does not speak to the neural substrates.
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cognition (e.g., memory: Baddeley, 2007; Oberauer &

Kliegl, 2006).

In the present study, we applied this approach to the case

of forced- and free-choice tasks. In particular, we focused

on dual-task interference when one task is always forced-

choice and the other could either be free- or forced-choice.

A classic approach is to measure performance when two

tasks are performed alone (single-task) and when they are

performed simultaneously (dual-task) and to compare

performances. Hundreds of studies have since shown worse

dual-task than single-task performance (i.e., dual-task

costs). Given the importance of these performance decre-

ments for time-critical and accuracy-critical activities

outside the lab (e.g., driving a car on a highway), this

approach seems clearly warranted and important.

The first goal of the present study was thus to provide

empirical data of a systematic comparison of the suscepti-

bility of forced- and free-choice tasks to dual-task inter-

ference. Note that the question of interest here is not

whether forced- and free-choice tasks are susceptible to

dual-task interference at all; the question is whether the

degree of susceptibility is the same or different for both

tasks. The PRP effects observed by Janczyk, Dambacher

et al. (2014) for forced- and free-choice tasks confirm that

both tasks suffer from dual-task interference. Yet, the size

of the PRP effect (sometimes quantified as the RT differ-

ence between the shortest and the longest SOA) is a func-

tion of the duration of the pre-central and central stages of

Task 1, rather than of the central stage of Task 2 (where

free- and forced-choice tasks were varied). Thus, we opted

here for the classical comparison between single- and dual-

task conditions with simultaneous stimulus presentation to

assess the amount of dual-task interference. Further, the

results of the Janczyk, Dambacher et al. study gave us some

empirical backing for the predictions formulated below.

Second, and beyond merely assessing whether dual-task

costs are the same or not for both task types, the experi-

ments allow exploring various ideas of the underlying

mechanisms mediating performance in forced-choice and

free-choice tasks. What can we predict for the patterns of

dual-task costs based on the literature?

Forced-choice tasks have sometimes been described

with the prepared-reflex metaphor (Hommel, 2000;

Woodworth, 1938; see also Janczyk, Pfister, Wallmeier, &

Kunde, 2014). According to this metaphor, all intentional,

resource-consuming processes take place due to the

instructions already before stimuli arrive. Upon arrival of a

particular stimulus, response initiation would occur auto-

matically. Such framing suggests less susceptibility to

dual-task interference for forced- compared with free-

choice tasks. On the other hand, the account suggested by

Berlyne (1957a, b)—while explaining the RT difference—

does not predict differences in dual-task costs.

According to stage logic, the two interpretations of the

RT difference given in the preceding section also make

diverging predictions. Here, we assume that in a dual-task

situation both tasks are performed in a serial manner with

responses given more or less at the same time when no

task is prioritized in the instruction. There are two reasons

for this: first, serial processing has been argued to be

more efficient than parallel processing in many situations

(e.g., Logan & Gordon, 2001; Miller, Rolke, & Ulrich,

2009; see also Obhi & Haggard, 2004, who ‘‘note that

intentional actions are generally performed serially, rather

than in parallel’’, p. 523). Second, and more important, if

two different action control systems that cannot be acti-

vated at the same time are assumed, they must proceed

serially. This excludes parallel processing in general and

any predictions based on parallel processing models

would not be compatible with this view from the very

beginning.3

1. Figure 1a illustrates the situation when forced- and

free-choice tasks differ in their response selection

stages that are handled by different ‘‘action control

systems’’ (Astor-Jack & Haggard, 2004; Obhi &

Haggard, 2004). If both tasks in a dual-task setting

are forced-choice, then the same action control system

can handle both tasks. In contrast, if one task is forced-

choice and the other free-choice, a switch from one to

the other ‘‘action control system’’ is required (the red

box in Fig. 1a). In this situation, the RT difference

between forced- and free-choice tasks should become

larger in dual-task compared to single-task conditions,

thus yielding more dual-task costs for free- than for

forced-choice tasks. Note that for this situation the

order in which the central stages are actually carried

out does not matter.

2. The opposing possibility assumes that forced- and free-

choice tasks (a) differ in the duration of their

perceptual stages but (b) do not entail qualitatively

different central stages and thus there is no need to

switch between different ‘‘action control systems’’ (see

Fig. 1b). In this situation, different predictions can be

made depending on which task’s central stage is

processed first. If always the free-choice task is

processed first, we still expect longer RTs for the

free-choice task, but the same dual-task costs for both

the free- and the forced-choice task (see Fig. 1b1). In

contrast, if the forced-choice task is always carried out

first, the RT difference between free-choice and

forced-choice tasks should be eliminated in the dual-

task situation because the perceptual stage of the free-

choice tasks is processed while the central stage of the

3 We will discuss one special case of parallel processing in the

‘‘General Discussion’’.
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other task is already ongoing. Accordingly, dual-task

costs should be smaller for free- than for forced-choice

tasks (see Fig. 1b2). A priori, it is difficult to tell one of

these two possibilities more likely. On the one hand, a

first-come, first-serve strategy seems viable (Fig. 1b2).

On the other hand, in our experiments the task with the

forced- vs. free-choice manipulation employed always

visual stimuli and manual responses. In the dual-task

literature, this pairing has been described as a favor-

able one (e.g., Hazeltine, Ruthruff, & Remington,

2006). Thus it might always be this task that is handled

first (as in Fig. 1b1). Importantly, neither situation

predicts larger dual-task costs for the free-choice

situation. Note also that, of course, one might argue

that a ‘‘traditional’’ task-switch (see Kiesel et al., 2010,

for a review) is required here as well as in the previous

scenario. However, if, as assumed in the previous

scenario, both tasks are indeed carried out by different

‘‘action control systems’’, then switching between

these different systems still incurs an extra cost.

There is in fact some ambiguity in the literature. Several

authors base their claim of two ‘‘action control systems’’ on

the finding of additional costs when switching from one

system to the other is necessary (Astor-Jack & Haggard,

2004; Obhi & Haggard, 2004). Such switch costs have,

however, been observed in these studies for simple respon-

ses. On the other hand, in the majority of the literature, free-

and forced-choice tasks as we use here are employed to

operationalize the assumed two kinds of actions (and thus to

address the two different ‘‘action control systems’’). Nota-

bly, in one experiment a two-alternative forced-choice task

was used instead of a simple response (Astor-Jack & Hag-

gard, 2004, Exp. 3) and in this case no switch costs were

observed.

In three experiments we combined a forced-choice task

(binary tone discrimination) with another (visual) task that

could either be forced- or free-choice. In Experiments 1

and 2, these two variants were randomly intermingled

within blocks; in Experiment 3 they were varied block-

wise. Performance was measured in single-task conditions

as well as in dual-task conditions, where both stimuli

appeared simultaneously. There is a debate whether single-

task performance provides the appropriate baseline or not

(see, e.g., Halvorson, Ebner, & Hazeltine, 2013). As an

alternative, some authors use mixed conditions, where on

each trial only one stimulus from one task occurs, but both

tasks are randomly intermixed. This condition requires

participants to be ready to perform each of the two tasks,

but given that only one stimulus is presented on each trial,

the task is executed without concurrent processing of

another stimulus and task. A disadvantage is, however, that

in this case a mixture of task switches and repetitions

occurs within these blocks. We employed this condition in

the experiments; yet, the most important comparison will

be that of single- and dual-task conditions.

Experiment 1

Participants performed in two tasks in a classical dual-task

paradigm with four different block types: two homoge-

neous single-task blocks for a visual and an auditory task; a

Fig. 1 Illustration of the three scenarios for forced- and free-choice

tasks as explained with stage-logic (green and gray boxes indicate

perceptual and motor stages that run in parallel with other stages).

a The RT difference arises from qualitatively different central stages

in forced- (blue box) and free-choice tasks (orange box) implying a

time-costly switch between different action systems (indicated by the

red box). b1, b2 The RT difference is due to a shorter pre-central

perceptual stage in the forced-choice tasks and both forced- and free-

choice task rely on the same action system (blue box), thus not

requiring a switch. Both panels (b1) and (b2) differ, however, with

regard to which task’s central stage is processed first (see text for

more explanations)
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heterogeneous (mixed) single-task block with each task

appearing from trial-to-trial in a random order; and a dual-

task block with both tasks to be performed simultaneously.

An increase of mean response times (RTs) from single-

task, to mixed, to dual-task blocks was expected. In the

visual task, a forced- vs. free-choice manipulation was

implemented and longer RTs were expected in the free-

choice variant. The main question was whether dual-task

costs would be larger for the free- than for the forced-

choice task (Fig. 1a) or not (Fig. 1b).

Method

Participants

Forty-eight naı̈ve people from the Würzburg area partici-

pated (mean age: 27.4, 33 female) for monetary compen-

sation or course credit. Written informed consent was

obtained prior to the experiment.

Apparatus and stimuli

Experimental procedures were controlled by a standard PC

connected to a 1700 CRT monitor. Visual stimuli were the

letters H, S, and X, presented in white against a black

background until response. Auditory stimuli were two

sinusoidal tones (300 and 900 Hz, 50 ms) presented via

headphones. Responses were collected via external cus-

tom-built keys. Two keys were located to the left of the

participants for responses to the visual stimulus with the

left index- and middle-finger. Two other keys were located

to their right for responses in the auditory task given with

the right index- and middle-finger.

Tasks and procedure

In the visual task, participants were to respond to two of the

possible letters with a specific response (forced-choice

task); when the third letter was presented they were to

freely choose between the two possible responses (free-

choice task). In the auditory task, they were to respond to

the pitch of the tone stimulus.

The experiment consisted of four different block types.

In the two types of single-task blocks, only the visual or the

auditory task was relevant and accordingly only letters or

tones were presented in these blocks. In the mixed blocks,

both tasks were relevant and letters and tones were pre-

sented randomly intermingled but never on the same trial.

In the dual-task blocks, on each trial both a letter and a tone

were presented simultaneously. No task was prioritized

over the other. Each trial started with a fixation cross

(500 ms) and following a blank screen (250 ms) the

stimulus was (single-task and mixed blocks) or the stimuli

(dual-task blocks) were presented. In case of erroneous

responses, no responses within 4,000 ms after stimulus

onset, or responses with the wrong hand, error feedback

was presented for 500 ms. The next trial started after

1,000 ms.

Single-task blocks comprised 18 trials with the respec-

tive stimuli appearing equally often. Mixed blocks com-

prised 24 trials with the three letters appearing four times

each and the two tones appearing six times. Dual-task

blocks also comprised 24 trials with the six possible

combinations of letters and tones appearing four times. In

all block types, stimuli were randomly intermingled. The

four different block types (single-task blocks for the visual

and the auditory task, mixed block, dual-task block) were

repeated six times. The first four blocks (one block of each

type) were considered practice and the experimenter stayed

in the room to answer questions. Data from these blocks

were not analyzed.

Written instructions were given prior to the experiment

highlighting the importance of responding quickly while

keeping errors to a minimum. For the free-choice task, they

further encouraged to avoid any strategies and to choose

both options about equally often. Prior to each block,

participants were briefly reminded about the now relevant

task(s). Stimulus–response mappings of the visual and the

auditory task were counterbalanced across participants.

Data treatment and analyses

Trials with general errors (response too late, response prior

to stimulus onset) were excluded. Further, for RT analyses,

only entirely correct trials were considered and RTs devi-

ating more than 3 SDs from the mean (calculated sepa-

rately for each participant and analyzed condition) were

excluded as outliers (visual task: 1.3 %, auditory task:

1.6 %). Mean RTs of the visual task were submitted to an

analysis of variance (ANOVA) with task type (forced-

choice vs. free-choice) and block type (single-task vs.

mixed vs. dual-task) as repeated measures. We followed up

these analyses by comparing single-task with mixed blocks

(=mixing costs) and single-task with dual-task blocks

(=dual-task costs) Percentages error (PE) from the visual

(only forced-choice trials; it was not possible to commit

errors in the free-choice task) and the auditory task and

mean RTs in the auditory task were evaluated by means of

an ANOVA with block type as a repeated measure. A

significance level of a = .05 was adopted and when the

sphericity assumption was violated, Greenhouse-Geisser

corrections were applied. In these cases, uncorrected

degrees of freedom are reported supplemented by the e
estimate.

468 Psychological Research (2015) 79:463–477

123



Results

Results for the visual task are reported first, as they are

theoretically the most interesting ones. Results for the

auditory task are reported afterwards.

Visual task (forced- vs. free-choice)

Mean RTs in the visual task are illustrated in Fig. 2. As

expected, responses were fastest in the single-task blocks,

intermediate in the mixed blocks, and slowest in the dual-

task blocks, thus replicating typical dual-task costs. Fur-

ther, responses were slower in the free-choice than in the

forced-choice task, and the dual-tasks costs were about the

same size for both the forced- and the free-choice task.

Accordingly, the main effect of block type was significant,

F(2,94) = 395.35, p \ .001, gp
2 = .89, e = .57, as was the

main effect of task type, F(1,47) = 66.03, p \ .001,

gp
2 = .58. Importantly, the interaction was not significant,

F(2,94) = 1.09, p = .341, gp
2 = .02.

The assessment of mixing costs yielded a significant

effect of block type, F(1,47) = 194.54, p \ .001, gp
2 = .81,

and of task-type with lower RTs for the forced- compared

with the free-choice task, F(1,47) = 69.86, p \ .001,

gp
2 = .60. The interaction was not significant, F(1,47) =

0.64, p = .427, gp
2 = .01. The same pattern arose for the

assessment of dual-task costs, block type: F(1,47) =

442.09, p \ .001, gp
2 = .90; task type: F(1,47) = 55.25,

p \ .001, gp
2 = .54; interaction: F(1,47) = 0.38, p = .540,

gp
2 = .01.

PEs were only analyzed for the forced-choice task as it

was not possible to commit errors in the present free-choice

task. Participants committed 3.61, 4.20, and 3.55 % errors

in the single-task, mixed, and dual-task blocks, respectively.

The corresponding ANOVA revealed no significant differ-

ences between block types, F(2,94) = 0.52, p = .595,

gp
2 = .01.

Auditory task

RTs in this task followed the expected pattern and were

fastest in single-task blocks (577 ms), intermediate in

mixed block (730 ms), and slowest in dual-task blocks

(1,017 ms). The respective ANOVA yielded a significant

effect of block type, F(2,94) = 218.50, p \ .001, gp
2 = .82,

e = .59. A similar increase was observed for PEs (single-

task: 1.94 %, mixed: 3.82 %, dual-task: 5.22 %) and the

effect of block type was significant, F(2,94) = 9.47,

p = .001, gp
2 = .17, e = .73.

Discussion

The results of Experiment 1 replicated two typical

findings. First, responses in forced-choice tasks were

about 66 ms faster than responses in free-choice tasks

(Berlyne, 1957a). Second, the comparison of block types

revealed the expected pattern with response slowing in

mixed and dual-task blocks compared to the single-task

blocks, thus mixing and dual-task costs. Of particular

importance for the present purpose, these costs were not

significantly different between forced- and free-choice

tasks—a result not in line with the situation depicted in

Fig. 1a.

Experiment 2

In Experiment 1, the three possible stimuli in the forced/

free choice task occurred equally often. This, however,

comes to the expense that only one-third of the trials were

free-choice, while two-thirds of the trials were forced-

choice (see also the experiments of Berlyne, 1957a). The

difference in RTs between both task types might thus result

from different amounts of practice with both task types in

the course of the experiment or from expectancies about

the next upcoming task. To overcome this potential prob-

lem, a different approach to operationalize task types was

used in Experiment 2 to determine whether the findings of

Experiment 1 were compromised by the difference in the

number of trials across task types.

Thus, to replicate and generalize the results from

Experiment 1, the forced- vs. free-choice manipulation was

realized in a different manner. Participants now had three

response options. In forced-choice trials, one specific

response was demanded by one stimulus; in free-choice

Fig. 2 Mean RTs in the visual task of Experiment 1 as a function of

block type and task type. Error bars are 95 % within-subject

confidence intervals calculated separately for each block type (Pfister

& Janczyk, 2013)
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trials, participants were presented with two stimuli and

were to choose one of the two corresponding responses.

This method circumvents the confound of task type and

frequency that occurred in Experiment 1 while avoiding

different stimulus frequencies that would result from

merely changing the number of trials per task type in a

design similar to Experiment 1.4 As a result, forced- and

free-choice trials occur equally often as do all stimuli as

well. Further, in Experiment 1 it was unclear whether

participants really processed the free-choice stimulus or

simply excluded the occurrence of forced-choice stimuli on

each trial. This would introduce another difference between

both task types. With the present design the exact set of

allowed responses in free-choice trials is unclear until

stimulus onset and participants are thus required to attend

the stimuli in all trials. This approach also conveniently

allows us to present forced- and free-choice trials in sep-

arate blocks, what we did in Experiment 3.

Method

Participants

Forty-eight new and naı̈ve people from the Würzburg area

participated (mean age: 24.8, 39 female) for monetary

compensation or course credit. Written informed consent

was obtained prior to the experiment.

Apparatus and stimuli

Experimental procedures were controlled by a standard PC

connected to a 1700 CRT monitor. Auditory stimuli,

responses, and response keys were the same as in Experi-

ment 1 (but with the left hand now). Visual stimuli were

three horizontally arranged squares (1.5 cm 9 1.5 cm;

1.5 cm between squares). At the onset of a trial, only their

white outlines were visible. During trials, one or two of the

squares were filled white. Responses in the visual task were

collected via three external custom-built keys located to the

right of the participants for responses with the right index-,

middle-, and ring-finger.

Tasks and procedure

In the auditory task, participants were to respond to the pitch

of the tone. In the visual task, in forced-choice trials only one

square was filled white and the participants were to press the

corresponding key in a spatially compatible mapping (i.e.,

left square ? index-finger, middle square ? middle-finger,

right square ? ring-finger). In free-choice trials, two of the

squares were filled white and the participants were to freely

choose between the corresponding keys.5

The four different block types were single-task blocks (for

both the auditory and the visual task), mixed blocks, and

dual-task blocks. Each trial started with the onset of the three

squares (500 ms). Depending on block type, either a tone

was played, the visual stimulus changed (one or two squares

turned white), or both. Error feedback was presented for

1,000 ms, and the next trial started after 1,000 ms.

Single-task blocks comprised 18 trials with the respec-

tive stimuli appearing equally often. Mixed blocks com-

prised 24 trials with the two tones appearing six times each

and the six different visual stimuli (3 forced-choice, 3 free-

choice combinations) appearing twice. Dual-task blocks

also comprised 24 trials with the 12 possible combinations

of tones and visual stimuli repeated twice. In all blocks,

stimuli appeared randomly intermingled. The blocks were

presented in the same order (single-task blocks for the

auditory and the visual task, mixed block, dual-task block)

and were repeated seven times. The first presentation of

each block was considered practice and the experimenter

stayed in the room to answer questions. Data from these

blocks were not analyzed.

Written instructions stressed speed and accuracy, as in

Experiment 1. Prior to each block, participants were briefly

reminded about the now relevant task(s). The stimulus–

response mapping of the auditory task was counterbalanced

across participants.

Data treatment and analyses

Analyses were done similar to Experiment 1. The only

difference was that it was now possible to commit errors in

the free-choice task when participants pressed the one key

that was not signaled by the white stimulus squares. Thus,

both RTs and PEs from the visual task were submitted to an

ANOVA with task type (forced-choice vs. free-choice) and

block type (single-task vs. mixed vs. dual-task) as repeated

measures. As for Experiment 1, we followed-up the RT

analyses by assessing mixing costs and dual-task costs

4 Another difference between the forced- and free-choice tasks used

in Experiment 1 relates to the fact that the forced-choice task entailed

a ‘‘consistent mapping’’ of stimuli and responses, while the free-

choice task can be construed as entailing a ‘‘varied mapping’’: to the

same stimulus different responses are required. There is evidence for

automatic retrieval of responses and/or tasks upon stimulus perception

from the task-switching literature (e.g., Koch, Prinz, & Allport, 2005;

Waszak, Hommel, & Allport, 2003), and thus the free-choice stimulus

might re-activate the last response associatively and lead to increased

response conflict. With the design we used in Experiment 2 and 3, this

additional difference should be less pronounced.

5 If one views forced- vs. free-choice tasks as a continuum, this

particular task might be a shift toward the forced-choice pole because

it requires extracting the two possible stimuli and the respective

responses. Still, however, it requires a ‘‘free-choice’’ between the two

possible responses.
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separately. RTs and PEs of the auditory task were sub-

mitted to an ANOVA with block type as a repeated mea-

sure. As outliers 1.7 and 1.6 % of the trials in the visual

and the auditory task, respectively, were eliminated for RT

analyses.

Results

Visual task (forced- vs. free-choice)

Mean RTs are shown in Fig. 3 (left panel). As in Experi-

ment 1, responses were fastest in single-task blocks,

intermediate in mixed blocks, and slowest in dual-task

blocks. In other words, the typical pattern of dual-task costs

emerged. Also, responses were faster for forced-choice

than for free-choice trials and the dual-task costs were

similar in size for both task types. The ANOVA confirmed

these patterns. The main effect of block type was signifi-

cant, F(2,94) = 314.11, p \ .001, gp
2 = .87, e = .53, as

was the main effect of task type, F(1,47) = 81.28,

p \ .001, gp
2 = .63. The interaction was not significant,

however, F(2,94) = 0.35, p = .663, gp
2 = .01, e = .81.

Also as in Experiment 1, mixing costs were significant,

F(1,47) = 416.73, p \ .001, gp
2 = .90, as was the advan-

tage for forced- over free-choice tasks in this comparison,

F(1,47) = 104.66, p \ .001, gp
2 = .69. The interaction was

not significant, F(1,47) = 0.50, p = .483, gp
2 = .01. The

same pattern was observed for the assessment of dual-task

costs, block type: F(1,47) = 364.58, p \ .001, gp
2 = .89;

task type: F(1,47) = 59.27, p \ .001, gp
2 = .56; interac-

tion: F(1,47) = 0.08, p = .777, gp
2 \ .01.

PEs are summarized in Table 1. Overall, more errors

were committed in the forced-choice than in the free-

choice task, F(1,47) = 9.06, p = .004, gp
2 = .16, and most

errors were made in the dual-task blocks, F(2,94) = 22.88,

p \ .001, gp
2 = .33, e = .68. In the mixed blocks, how-

ever, a comparable amount of errors was made for

both task types, giving rise to a significant interaction,

F(2,94) = 5.25, p = .010, gp
2 = .10, e = .88. As noted in

the introduction, the most important comparison is that

between single- and dual-task blocks, that is, the assess-

ment of dual-task costs. Thus, an additional 2 9 2

ANOVA was run on PEs for only these two block types,

excluding mixed blocks. As expected, both main effects

were significant, block type: F(1,47) = 31.78, p \ .001,

gp
2 = .40, task type: F(1,47) = 18.96, p \ .001, gp

2 = .29.

Importantly, however, the interaction was no longer sig-

nificant, F(1,47) = 1.69, p = .200, gp
2 = .03.

Auditory task

Responses were fastest in single-task blocks (606 ms),

intermediate in mixed blocks (745 ms), and slowest in

dual-task blocks (936 ms), and the corresponding ANOVA

was significant, F(2,94) = 179.98, p \ .001, gp
2 = .79. A

similar increase in PEs was also observed (single-task:

3.04 %, mixed: 3.91 %, dual-task: 5.18 %), F(2,94) =

9.20, p \ .001, gp
2 = .16.

Discussion

The results from Experiment 2 replicated the most impor-

tant results of Experiment 1. First, responses in the forced-

Fig. 3 Mean RTs in the visual

task of Experiments 2 and 3 as a

function of block type and task

type. Error bars are 95 %

within-subject confidence

intervals calculated separately

for each block type (Pfister &

Janczyk, 2013)

Table 1 Percentages error in the visual task of Experiments 2 and 3

as a function of block type and task type

Block

type

Experiment 2 Experiment 3

Task type Task type

Forced-

choice

Free-

choice

Forced-

choice

Free-

choice

Single-task 1.12 0.42 1.00 0.93

Mixed 0.80 0.93 0.97 2.34

Dual-task 3.13 1.91 3.04 3.21
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choice task were about 59 ms faster than in the free-choice

task, even with the different paradigm used here and when

expectancies and different amounts of practice can be

excluded. Second, typical dual-task costs were observed

and again they were of the same size for the forced- and the

free-choice task. These results again suggest that both task

types are equally susceptible to interference at the central

stage from a secondary task.

Two further aspects of the data deserve attention. First,

more errors were committed in forced-choice than in free-

choice trials. Together with the longer response times in

free-choice trials than in forced-choice trials, this pattern

appears to reflect a speed–accuracy tradeoff. In the present

context, however, there were three response alternatives in

the forced-choice task, with one correct response and two

incorrect responses. In the free-choice situation, there were

two correct responses and only one incorrect response.

Thus, it was more likely to press a wrong key in the forced-

choice trials than in the free-choice trials and this might

account for the observed difference. Second, in mixed

blocks, error rates behaved differently and were not dif-

ferent between forced- and free-choice tasks. Both aspects

will again be considered in the discussion of Experiment 3.

Experiment 3

In both Experiment 1 and 2, forced- and free-choice trials

were randomly intermingled. A blocked implementation

appears difficult with the paradigm used in Experiment 1,

because with just one stimulus indicating a free-choice

trial, participants could choose a response prior to stimulus

onset. In the paradigm used in Experiment 2, however, the

exact response could not be chosen with certainty prior to

stimulus onset, because the particular pair of locations

selected on each trial could vary from trial to trial.

This paradigm makes it possible for free- and forced-

choice trials to be presented in a blocked way what allows

us to generalize the results of Experiment 2 to a broader

set of conditions. There is a recent debate as to whether

participants, once adopting a ‘‘free-choice/intention-based

mode,’’ apply this mode even in a forced-choice situation

(Gaschler & Nattkemper, 2012; Pfister et al., 2011). Thus,

the blocked presentation of free-choice and forced-choice

trials promotes the use of different ‘‘action control sys-

tems’’ or modes. In addition, this approach also eliminates

possible sequential effects that may underlie the results

pattern.

Method

Forty-eight new and naı̈ve people from the Würzburg area

participated (mean age: 26.6, 37 female) for monetary

compensation or course credit. Written informed consent

was obtained prior to the experiment.

In most aspects, this experiment was identical to

Experiment 2 with one exception. In all experimental

blocks employing the visual task (i.e., the forced- vs. free-

choice task) only forced-choice or only free-choice stimuli

appeared. For one half of the participants block repetitions

1, 3, and 5 consisted of only forced-choice trials and block

repetitions 2, 4, and 6 consisted of only free-choice trials.

For the other half of the participants, this order of blocks

was reversed. Prior to a block repetition, participants were

informed that always only one or always two squares are

filled white. An exception was the first presentation of

blocks (the practice blocks) where forced- and free-choice

trials appeared randomly to familiarize participants with

both tasks.

For RT analyses, 1.7 % of the trials were excluded as

outliers in both the visual and the auditory task for the same

criterion as in Experiment 1.

Results

Visual task (forced- vs. free-choice)

Mean RTs are illustrated in Fig. 3 (right panel) and the

obtained pattern was very similar to the previous experi-

ments. Responses were fastest in single-task blocks,

intermediate in mixed blocks, and slowest in dual-task

blocks, thus the typical pattern of dual-task costs.

Responses were also faster in forced-choice than in free-

choice blocks and the dual-task costs were of similar size

for both task types. Accordingly, the main effects of block

type, F(2,94) = 250.11, p \ .001, gp
2 = .84, and of task

type, F(1,47) = 68.82, p \ .001, gp
2 = .59, were signifi-

cant; the interaction was clearly not significant though,

F(2,94) = 0.32, p = .624, gp
2 = .01.

As in the previous two experiments, we observed signif-

icant mixing costs, F(1,47) = 537.13, p \ .001, gp
2 = .92,

as well as the advantage of forced- over free-choice tasks for

this comparison, F(1,47) = 130.05, p \ .001, gp
2 = .73. The

interaction was not significant, F(1,47) = 0.75, p = .390,

gp
2 = .02. The same picture emerged for the separate

assessment of dual-task costs, block type: F(1,47) =

295.25, p \ .001, gp
2 = .86; task type: F(1,47) = 45.13,

p \ .001, gp
2 = .49; interaction: F(1,47) = 0.10, p = .759,

gp
2 \ .01.

PEs are summarized in Table 1. Collapsed across both

task types, PEs increased from single-task to mixed to dual-

task blocks and the corresponding main effect of block type

was significant, F(2,94) = 17.39, p \ .001, gp
2 = .27.

Also, the main effect of task type was significant,

F(1,47) = 4.72, p = .035, gp
2 = .09. However, a notable

difference was only visible in mixed blocks with more
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errors in the free- compared with the forced-choice task,

giving rise to a significant interaction, F(2,94) = 3.79,

p = .037, gp
2 = .07, e = .78. Therefore, as in Experiment

2, we assessed only the more relevant dual-task costs by

comparing single- with dual-task blocks. This analysis

confirmed the higher error rate in dual-task blocks,

F(1,47) = 31.83, p \ .0001, gp
2 = .40, but there was no

main effect of task type, F(1,47) = 0.02, p = .878,

gp
2 \ .01. Importantly, the interaction was not significant

any longer, F(1,47) = 0.32, p = .573, gp
2 = .01.

Auditory task

Mean RTs showed the same pattern as in the previous

experiments and were fastest in single-task blocks

(561 ms), intermediate in mixed blocks (684 ms), and

slowest in dual-task blocks (796 ms). The corresponding

ANOVA was significant, F(2,94) = 132.64, p \ .001,

gp
2 = .74, e = .59. A similar increase in PEs was observed

(single-task: 2.01 %, mixed: 4.60 %, dual-task: 6.61 %),

F(2,94) = 39.75, p \ .001, gp
2 = .46.

Comparison with Experiment 2

Finally, mean RTs in the visual task were analyzed with

experiment [2 (random) vs. 3 (blocked presentation)] as an

additional between-subjects factor. RTs were faster in

Experiment 3 than in Experiment 2, F(1,94) = 12.34,

p = .001, gp
2 = .12, and the free-choice task gave longer

RTs than did the forced-choice task, F(1,94) = 150.10,

p \ .001, gp
2 = .61. This difference was the same for both

experiments, F(1,94) = 0.94, p = .335, gp
2 = .01. Dual-

task costs were observed in both experiments,

F(2,188) = 563.58, p \ .001, gp
2 = .86, e = .53 (for the

factor block type), but the marginally significant interac-

tion of block type and experiment suggests they were

slightly smaller in Experiment 3, F(2,188) = 3.79,

p = .052, gp
2 = .04, e = .53. Finally, the critical interac-

tion of task type and block type was not significant,

F(2,188) = 0.64, p = .475, gp
2 = .01, e = .70. Thus, dual-

task costs were the same in both tasks, and this was not

modified by experiment, F(2,188) = 0.01, p = .960,

gp
2 \ .01, e = .70, for the second-order interaction.

Discussion

The results mirror those obtained in Experiments 1 and 2,

even though forced- and free-choice trials were presented

block-wise and not randomly intermingled. Forced-choice

responses were about 49 ms faster than free-choice

responses. Further, dual-task costs were obtained and, most

importantly, these costs were of the same size for the

forced- and the free-choice task.

In comparison to Experiment 2, PEs did not differ

between forced- and free-choice trials when considering

the single- and dual-task blocks. This is important because

the single- vs. dual-task comparison was the most impor-

tant one in the present context, and this result reinforced

the suggestion that the RT differences between forced- and

free-choice trials were not undermined by trading speed for

accuracy in the previous experiment. However, in mixed

blocks, more errors were committed in free- than in forced-

choice trials, thus again behaving somewhat differently

than in the other two block types.

General Discussion

Dual-task costs for forced- and free-choice tasks were

measured in three experiments. Forced- and free-choice

tasks of this kind have previously been used to operation-

alize stimulus- and goal-driven actions in a variety of set-

tings. Yet, it is unclear as to how much these types of

actions represent distinct classes of actions and one might

ask whether they could be better understood as a single

kind of behavior. The next section summarizes the main

results and relates them to the hypotheses formulated in the

‘‘Introduction’’. This is followed by considering limitations

of the present study and relating the study to a recent other

study on a similar topic.

Dual-task interference in forced- and free-choice tasks

The empirical results from the three experiments are fairly

straightforward. First, in all three experiments, RTs were

faster in forced- than in free-choice tasks, thus replicating

earlier results (e.g., Berlyne, 1957a). Second, and not sur-

prisingly, dual-task costs were clearly also evident for both

tasks. Although mean RTs also increased from single-task

to mixed blocks (i.e., mixing costs were observed), a

considerably bigger increase from mixed to dual-task

blocks was observed (see Figs. 2 and 3). Finally, and most

importantly, independent of how mixing and dual-task

costs were assessed, these costs were of equivalent size for

forced- and free-choice tasks. Note that this conclusion

rests on accepting the null-hypothesis of the interaction

effect, thus indirectly on a failure to find sufficient evi-

dence for the alternative-hypothesis. First, such failure may

result from a lack of statistical power. In the present case, it

is difficult to make a reasonable assumption about what

effect size can be expected. Note, however, that the

experiments were all sensitive enough to consistently find

significant effects, for example, the difference in mean

RTs between forced- and free-choice tasks. Second, the

strength of evidence favoring the null-hypothesis can be

calculated with the Bayes factor, from which the posterior

Psychological Research (2015) 79:463–477 473

123



probabilities for the null- and the alternative-hypothesis

can be derived (Masson, 2011; Wagenmakers, 2007).

These measures are given in Table 2 and in all three

experiments provide strong evidence for the null-hypoth-

esis (Raftery, 1995). One note of caution needs to be made

in relation to Experiments 2 and 3. One may argue that the

significant interactions for the PE analyses compromise our

conclusions somewhat. Please note, however, that the

descriptive nature of this interaction was entirely different

for both experiments and is thus difficult to interpret.

Further, the significant interaction was absent in both

experiments when excluding the mixed blocks, thus

focusing on dual-task costs.

In sum, we believe that the evidence provides good

reasons to conclude that forced- and free-choice tasks are

equally susceptible to dual-task interference. First, merely

considering the amount of dual-task costs as an empirical

marker for the utility of a theoretically made distinction,

there is thus no evidence that this distinction is mirrored in

differences in empirical data. In other words, according to a

dual-task interference criterion there is no need to distin-

guish two kinds of actions and thus two ‘‘action control

systems.’’ Second, what do the data mean for the hypoth-

eses put forward in the introduction? The data did not show

any signs of additional ‘‘control system switch costs’’ (as

illustrated in Fig. 1a) and thus replicate the results of

Experiment 3 in Astor-Jack and Haggard (2004).

There are two scenarios that predicted the obtained

results: the original account by Berlyne (1957a, b) and the

stage-logic based idea that forced- and free-choice tasks

have no qualitatively different central stage but differ

instead in the duration of their perceptual stages (see

Fig. 1b1; see also Janczyk, Dambacher et al., 2014). Given

this, it seems not parsimonious to assume that both tasks

rely on qualitatively different mechanisms supported by

different action control systems. Prinz (1998) has indeed

argued that even simple key press responses to stimuli,

such as given in forced-choice tasks, must be considered

actions (and not reactions): they as well pursue a goal,

namely to press a key, and require the formation of an

intention. Searle (1980, 1983) distinguished prior inten-

tions and intentions-in-action. A prior intention is typically

formed temporally distant from a particular action, and

may include ‘‘performing the task’’, ‘‘doing what the

experimenter desires’’, and so on. When the particular

stimulus appears, however, nothing will happen without an

additional intention-in-action that may be caused by the

prior intention and itself causes the particular bodily

movement.6 Notably, behavior that is carried out inevitably

without the involvement of an intention-in-action is not

susceptible to dual-task interference (Janczyk, Pfister,

Wallmeier et al., 2014).

One final remark is in order here. Remember that some

authors have suggested that two ‘‘action control systems’’

cannot run in parallel (e.g., Astor-Jack & Haggard, 2004).

What if one assumes that two ‘‘action control systems’’

exist, both working with their own ‘‘independent but each

limited capacity’’? In this case, a free- and a forced-choice

task likely can run in parallel. Note, however, that in this

case one would also expect smaller dual-task costs in the

case of the free-choice task. This is so, because the con-

current task was always a forced-choice task. Thus, if both

tasks were forced-choice they would compete for the same

resource, and produce larger dual-task costs compared to

the situation where a free- and a forced-choice task do not

compete for the same resource.

Limitations of the present study and relations to other

studies

Whether or not free- and forced-choice tasks do entail

qualitatively different central stages and ‘‘action control

systems’’ on the one hand, and whether the longer RTs in

free-choice tasks than in forced-choice tasks arise from

longer perceptual or central stages on the other hand, are

two conceptually independent dimensions. It is important to

note, however, that we cannot conclude from the present

data whether the RT difference actually arises from the pre-

central, perceptual or the central stage of processing. This

would require analyses dependent on response order, yet in

a large majority of trials participants gave their responses

almost simultaneously. In the study by Janczyk, Dambacher

et al. (2014) the PRP paradigm (Pashler, 1994) and the

locus-of-slack logic (Schweickert, 1978) were used and the

results did point to a pre-central, perceptual origin of the RT

difference. However, even if one considers both forced- and

Table 2 Bayes factor (BF) and posterior probabilities for the null-

hypothesis (pBIC(H0|D)) and the alternative-hypothesis (pBIC(H1|D))

according to Masson (2011) for the interaction between task type

(forced-choice vs. free-choice) and block type (single-task vs. mixed

vs. dual-task) in Experiments 1–3

Experiment n BF pBIC(H0|D) pBIC(H1|D)

1 48 27.72 .965 .035

2 48 40.24 .976 .024

3 48 40.84 .976 .024

6 Against this background, it should be noted again that the simplified

(and theoretical) distinction we have made here by contrasting

stimulus- and goal-driven actions does not imply ‘‘real’’, conceptual

differences—the interpretation made here even argues against it.

Rather, this terminology should only highlight the aspect that

determines the accuracy or appropriateness of the emitted action.

As both require at least an intention-in-action, the term ‘‘intention-

based’’ to characterize only actions operationalized by free-choice

tasks (Herwig et al., 2007; Keller et al., 2006; Waszak et al., 2005) is

thus incomplete and potentially misleading.
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free-choice tasks to depend on one and the same ‘‘action

control system’’ (implying that no switch is required), the

RT difference could also result for other than pre-central,

perceptual reasons. For example, to emit possible responses

about equally often in a free-choice task, participants need

to keep track, at least approximately, of previous responses,

and thus the, so-called, ‘‘free-choice’’ task requires storing

responses in memory, and retrieving previous responses

from memory (or, at least, an approximate count, which has

to be updated periodically). Indeed, the same brain areas

that have been implicated with ‘‘free-choices’’ are also

active during random number generation (Frith, 2013; Ja-

hanshahi, Dirnberger, Fuller, & Frith, 2000).

In our experiments, always two entirely different tasks

competed in dual-task blocks and accordingly two respon-

ses were given. An interesting study recently investigated

the influence of a (forced-choice) stimulus while a free-

choice was already being carried out (Devaine, Waszak, &

Mamassian, 2013). In this study, participants were to

choose between two response options and in between their

leaving a (go) key and pressing the chosen response key, a

(forced-choice) stimulus was presented. If possible, partic-

ipants were to take this stimulus into account and to correct

their choice. The empirical data show that a certain amount

of time for processing the visual forced-choice stimulus was

necessary to be taken into account and to increase accuracy.

The authors developed a computer model for this data and

suggested that they be best explained by the assumption of

an internal and an external variable that first accumulate

evidence independently from each other and only after a

critical amount of time, both enter a ‘‘common process’’

where the external variable influences the internal variable.

Thus, this study elegantly addresses how and when envi-

ronmental information can still influence an already started

free-choice response.

At first glance, the finding that both variables in this

model accumulate independently and in parallel appears at

odd with our assumption of largely serial processing. Given

the many differences between the experimental approaches

(e.g., two competing tasks in our experiments vs. one task

with two competing ‘‘sources’’, …) the reasons remain

unclear at present. Future research might develop an

experimental paradigm that allows application of the

Devaine et al. (2013) model to a dual-task situation and

investigate its utility in this case.

Conclusions

We observed equal amounts of dual-task costs for forced-

and free-choice tasks across three experiments. According

to a dual-task interference criterion then, these results

suggest equivalence of previously distinguished types of

actions. Also, the results are more in line with the

assumption that both task types use the same underlying

response selection mechanism instead of being driven by

qualitatively different central stages of response selection

powered by two different ‘‘action control systems.’’
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