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Abstract Natural sounds often exhibit correlated amplitude
modulations at different frequency regions, so-called como-
dulation. Therefore, the ear might be especially adapted to
these kinds of sounds. Two effects have been related to the
sensitivity of the auditory system to common modulations
across frequency: comodulation detection difference (CDD)
and comodulation masking release (CMR). Research on these
effects has been done on the psychophysical and on the neuro-
physiological level in humans and other animals. Until now,
models have focused only on one of the effects. In the present
study, a simple model based on data from neuronal recor-
dings obtained during CDD experiments with starlings is
discussed. This model demonstrates that simple peripheral
processing in the ear can go a substantial way to explai-
ning psychophysical signal detection thresholds in response
to CDD and CMR stimuli. Moreover, it is largely analyti-
cally tractable. The model is based on peripheral processing
and incorporates the basic steps frequency filtering, envelope
extraction, and compression. Signal detection is performed
based on changes in the mean compressed envelope of the
filtered stimulus. Comparing the results of the model with
data from the literature, the scope of this unifying approach
to CDD and CMR is discussed.

1 Introduction

One of the prominent aspects of auditory scene analysis is the
formation and discrimination of auditory objects (Griffiths
and Warren 2004). Having identified an object, listeners can
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follow it even under adverse circumstances. Object forma-
tion may be guided by many different cues, one of which
is amplitude modulation. It has been shown that the detec-
tability of signals can depend on the correlation structure of
modulations in an auditory stimulus (e.g., Nelken et al. 1999;
Singh and Theunissen 2003). As amplitude modulations due
to sound production and sound propagation occur frequently
in nature, this cue might be especially important for animals
and humans (e.g., Langemann and Klump 2001; Hofer and
Klump 2003; Verhey et al. 2003).

Several experiments in auditory object formation are
concerned with correlated amplitude modulations and their
effect on signal detection. Two such experimental paradigms
are comodulation detection difference (CDD) and comodu-
lation masking release (CMR, see Table 1 for a summary of
all abbreviations used in the paper). In the first of these para-
digms (e.g., Cohen and Schubert 1987; Fantini and Moore
1994; Wright 1990; Hall et al. 2006), the signal to be detec-
ted is a narrow noise band (signal band) in the frequency
domain masked by one or several additional noise bands
(flanking bands). If the envelope of the signal band fluc-
tuates in the same way as that of the flanking bands, detec-
tion thresholds are found to be higher than if the flanking
bands share a common envelope while the signal band has
a differing envelope. The difference in these thresholds is
called the comodulation detection difference (CDD). For the
case of more than one flanking band, three main correla-
tion conditions may be distinguished: (i) all correlated (AC),
if all envelopes are the same, (ii) all uncorrelated (AU) for
mutually different envelopes, and (iii) co-uncorrelated (CU)
if the flanking band envelopes are the same while the signal
band has a different envelope (see Fig. 1, top row). Gene-
rally, signal detection thresholds in CDD experiments are
lowest in the CU condition. With this nomenclature, CDD is
often defined by subtracting the AC threshold from the CU
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Table 1 Abbreviations used in the paper

Abbreviation Meaning

AC All correlated

AU All uncorrelated

CDD Comodulation detection difference

CMR Comodulation masking release

CU Co-uncorrelated

ERB Equivalent rectangular bandwidth

FB Flanking band

OFM On-frequency masker

SB Signal band

SPL Sound pressure level

threshold, and therefore it is usually negative (McFadden
1987).

Stimuli commonly used in CMR experiments consist of
a narrow noise band (the on-frequency masker, OFM) mas-
king a pure tone signal and one or several flanking noise
bands serving as additional maskers. If the flanking bands
are modulated in the same way as the OFM (which will be
referred to as the AC condition according to the above ter-
minology), then signal detection thresholds are lower than if
flanking bands and OFM have differing amplitude modula-

tions (in the following referred to as the AU condition). This
threshold difference has been termed comodulation masking
release (CMR, Hall et al. 1984). Example stimuli for this
kind of CMR experiments are sketched in the bottom row of
Fig. 1. A second kind of CMR experiments exists in which
there is only one on-frequency masker centered on the signal
sinusoid. Common amplitude fluctuations in this case may
be obtained by modulating the whole on-frequency masker
with a lowpass noise. This condition can also be called the
AC condition, while the unmodulated case can be termed the
AU condition. With increasing OFM bandwidth, threshold
differences between AC and AU condition tend to increase
in these experiments, even if the masker bandwidth exceeds
the width of a typical auditory filter. This finding has led to
the hypothesis that across-channel processes may underlie
the CMR effect (Hall et al. 1984), however, see Verhey et al.
(1999). In the present work, CMR is defined as threshold dif-
ference between the AU and AC conditions (AU–AC, usually
positive).

Several mechanisms have been hypothesized to account
for CMR (see Verhey et al. 2003 for a review) and CDD (see
Moore and Borrill 2002 and references therein for further
information). Generally, the explanations can be divided into
within-channel and across-channel accounts of the observed
effects. This refers to the number of auditory channels invol-
ved in the processing of the stimuli. (The inner ear can be
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Fig. 1 Schematic illustration of typical correlation conditions for the
noise bands used in CDD (top row) and CMR (bottom row) experi-
ments. The maskers are light-colored while the signal is dark colored.
In the CDD case, the masker consists only of flanking bands (FB).
In the CMR case, the masker consists of the FBs and an additional on-
frequency masker (OFM). The signal in the CMR case is a sine tone with

a flat envelope, which is illustrated here by a dark-colored bar which
is partly covered by the OFM. Left FBs and SB/OFM have correlated
amplitude modulations (all correlated, AC). Middle FBs are comodula-
ted, SB/OFM has uncorrelated amplitude fluctuations (co-uncorrelated,
CU). Right amplitude fluctuations of FBs and SB/OFM are uncorrelated
(all uncorrelated, AU). (Color online)
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viewed as a filter bank that analyzes sounds according to a
row of auditory filters or channels.)

The across-channel explanation for the psychophysical
CMR experiments is that the auditory system compares the
output of a channel that is centered on the signal to those
centered on the flanking bands. Model realizations of such
across-channel comparisons may be (i) correlation models,
in which the outputs of several channels are cross-correlated
with one another, (ii) equalization–cancellation models, in
which the outputs of several channels are first equalized in
overall level and then subtracted from each other, or (iii) dip
listening models, in which the auditory system is assumed
to be able to detect times of low amplitudes of the flanking
band channels in order to improve the signal-to-noise ratio.

Dip listening, however, does not necessarily have to rely
on across-channel processing. Mechanical suppression on
the level of the cochlea and other mechanisms have been
proposed to allow for dip listening also within one audi-
tory channel (see Moore and Borrill 2002; Ernst and Verhey
2006). Another possibility of a within-channel explanation
is that changes in the temporal waveforms may be registered
by the auditory system and lead to different signal detection
thresholds in the various correlation conditions. A quantita-
tive within-channel model for CMR is proposed in Verhey
et al. (1999). In this model, the most important stage is a spec-
tral decomposition of the envelope within the auditory filter
by means of a modulation filter bank located after the inner
ear’s frequency filter bank on the auditory pathway (Dau et al.
1997), the output of which is compared to a stored “image”
for a suprathreshold signal by using cross correlation. This
within-channel model can explain the experimental data in
the accompanying experiments by an effective reduction of
the modulation depth.

Possible explanations for psychophysical CDD findings
are very similar to those used for CMR. Different qualitative
across-channel and within-channel mechanisms have been
proposed. Borrill and Moore (2002) and Moore and Borrill
(2002) conclude that CDD is most likely mainly a within-
channel effect. They introduce a quantitative within-channel
model in which the auditory system can detect times during
which the signal-to-masker ratio in the output of one channel
is temporally above a certain threshold. These times are com-
bined to the cumulative detection time over the total duration
of the stimulus. If this cumulative time is sufficiently large,
then the signal is detected.

These effective models are quite elaborate and use
technical approaches to explain psychoacoustical data. Their
neuronal realization is, however, still not fully understood.
Wide-band inhibition in the cochlear nucleus was proposed
as the neural mechanism underlying CMR, where the res-
ponse of neurons that are excited by the signal frequency
of the stimulus is inhibited by neurons that react to a wider
range of frequencies around the signal frequency (Pressnitzer

et al. 2001; Meddis et al. 2002; Neuert et al. 2004). This
mechanism leads to a stronger firing rate response to the
signal during masker dips in AC conditions than in AU or
CU conditions. Another proposed neuronal explanation for
CMR is suppression of firing rate locking to the masker enve-
lope (Nelken et al. 1999; Las et al. 2005), which means that
the sinusoidal signal prevents the stimulated neurons from
locking to the masker envelope and thus allows for a better
signal detectability in comodulated noise (corresponding to
the AC condition) than in unmodulated noise (corresponding
to the AU condition). The neuronal networks necessary for
these explanations of CMR require at least a few excitatory
and inhibitory synaptic connections to enable the proposed
responses (see e.g., Meddis et al. 2002).

For CDD, a much simpler neuronal model based on neu-
rophysiological recordings was proposed by Buschermoehle
et al. (2006). The model involves only an excitatory stage and
uses the mean value of the compressed envelope of a stimu-
lus filtered by a single auditory channel as a detection cue.
Although all of the above-mentioned neuronal models can
account for general aspects of the respective psychophysical
experiments, their predictions have been compared only to a
very limited set of experiments.

To our knowledge, none of the models for CMR or CDD
has aimed at explaining both effects at the same time. The
aim of the present work is to show that a very simple neuro-
nal model can be applied to various psychophysical CDD and
CMR experiments. The physiology-based within-channel
model introduced by Buschermoehle et al. (2006) will be
extended in order to account for both effects. For this pur-
pose, first the basic steps of the model will be described, then
its main mathematical expressions will be introduced, and
subsequently its applicability to CDD and CMR experiments
will be demonstrated. Finally, there will be a comparison of
the model’s predictions with data from the literature.

In the model, it is assumed that the mean firing rate of
neuronal populations covaries with the mean compressed
envelope of the filtered stimulus. Such a locking of neuronal
firing rates to the envelopes of auditory stimuli is described
e.g., in Schreiner and Urbas (1988) and Joris et al. (2004).
The presence of a compressive nonlinearity in rate-intensity
functions of auditory nerve fibers has been demonstrated
(Koeppl and Yates 1999; Saunders et al. 2002). This com-
pression reflects a nonlinear transformation in the periphe-
ral auditory system: A relatively large range of input sound
levels is transduced into a smaller range of basilar membrane
vibrations, where the slope of the input/output function on
a double logarithmic scale is less than one dB/dB. A very
simple model of this compression is used here: the instan-
taneous value of the sound envelope after filtering is raised
to the power of α with 0 < α < 1. In Buschermoehle et al.
(2006), an expression for the time and trial expectation value
of the compressed envelope of the filtered stimulus is derived
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for those CDD stimuli that were used for the corresponding
physiological experiments. With this expression, the charac-
teristics of neuronal firing rates could be simulated (see Bee
et al. 2007 for details on the experimental setup). Here, the
calculations are generalized to psychophysics and to describe
CMR as well.

The central model quantity which is used in this paper is
the mean compressed envelope of the filtered stimulus. The
extraction of this quantity by the auditory system may be
realized by a very simple neuronal mechanism: At least to a
first approximation, the firing rate of neurons in the auditory
nerve codes the envelope of the filtered stimulus directly.
The properties of the basilar membrane result in filtering
and compression at the same time. The effective half wave
rectification of the signal and the limited ability to phase
lock to the stimulus results in an effective extraction of the
envelope.

2 Model structure

The model is organized in several steps. First, the incoming
stimulus is filtered by applying a bandpass filter that is cen-
tered on the signal frequency. In order to allow for analytical
calculations, each noise band is attenuated as a whole accor-
ding to the response of a filter centered on the signal using
the magnitude transfer function of the gammatone filter bank
described in Hohmann (2002).

This procedure means that a phase preserving filter is assu-
med. For the model results presented here, the difference
between this form of frequency-dependent attenuation and
filtering may be neglected: numerical results with the ori-
ginal filters do not differ qualitatively from the analytical
approximations (not shown here). Quantitative differences
may be compensated by choosing adequate parameters.

After frequency filtering, the trial averaged envelope of the
resulting stimulus is calculated. Then a compressive nonli-
nearity is applied to the envelope by raising the envelope to
the power of α with 0 < α < 1. To finally get an expression
for the mean of this compressed envelope across time and
trials, the statistics of the analytical signal (Gabor 1946) is
analyzed.

The stimuli in CDD as well as in flanking band CMR
experiments consist of a number of noise bands centered at
certain frequencies and in the case of CMR an additional
single sinusoid. Numbering the flanking noise bands from
1 to K and giving the on-frequency masker (or accordingly
the signal band) the number 0, the analytical signal can be
written as:

s(t) = d0be2π i f0t +
K∑

k=0

akdk

N∑

n=−N

ei[2π( fk+n∆ν)t+φk,n ],

(1)

where each noise band is regarded as a sum of 2N + 1 pure
tones with random phases. The factors dk produce the atte-
nuation due to the filtering process. The envelope of the fil-
tered stimulus is |s(t)|, while the filtered stimulus itself is
Re(s(t)). Each individual noise band is centered at fk and
has a bandwidth of 2N∆ν. The noise bands are composed of
individual sinusoids with amplitudes ak , while the sinusoidal
signal at f0 for CMR-experiments has the amplitude b and
is attenuated by the filter factor d0 (for CDD-experiments,
b = 0). The phases φk,n distinguish the different correlation
conditions: In the AU condition, the φk,n are independent
and uniformly distributed in [0; 2π ]. In the AC condition, all
phases within one band (constant k, varying n) are random,
while the same set of phases is used for all the different bands.
And finally, in the CU condition, the phases of the flanking
bands (i.e., k ∈ {1, . . . , K }) are random within one band but
the same for different bands, while the phases of the signal
band (i.e., k = 0) are independent of the phases of the FBs
and randomly distributed.

The trial average of the squared envelope across phases
(i.e., the ensemble average) can be calculated and simplified
by splitting the absolute square |s(t)|2 into a sum of Re2(s(t))
and Im2(s(t)) and by using addition theorems. Straightfor-
ward calculations lead to:

〈|s(t)|2〉φ = d2
0 b2 + (2N + 1)

K∑

k,k′=0

akdkak′dk′ ·

〈δ(φk,0, φk′,0)〉φ cos(2π | fk − fk′ |t). (2)

This expression can be split into the three correlation condi-
tions. The simplest case is the AU condition, where one can
write 〈δ(φk,0, φk′,0)〉φ = δ(k, k′):

〈|s(t)|2AU〉φ = d2
0 b2 + (2N + 1)

K∑

k=0

a2
k d2

k . (3)

In the AC condition, the δ-term is always one, such that

〈|s(t)|2AC〉φ = d2
0 b2 + (2N + 1)

K∑

k,k′=0

akak′dkdk′ ·

cos(2π | fk − fk′ |t). (4)

Finally, in the CU condition, the δ-term does not vanish for
all k, k′ �= 0 and if k = k′ = 0. Thus, one gets

〈|s(t)|2CU〉φ = d2
0 b2 + (2N + 1)d2

0 a2
0 +

(2N + 1)

K∑

k,k′=1

akak′dkdk′ ·

cos(2π | fk − fk′ |t). (5)

In Appendix A, Eqs. 3–5 are rewritten in a notation using the
overall levels of the noise bands. The differences between the
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three correlation conditions can be seen in the interference
terms cos(2π | fk − fk′ |t).

Averaging the above equations over time will yield the
same result in all three correlation conditions. The impor-
tant step for getting quantitative differences in the temporal
averages is to not consider the mean squared envelope but
the mean compressed envelope (see also van de Par and
Kohlrausch 1998; Verhey et al. 2007), which will be done
in the following.

In order to proceed, we first consider the case of b = 0
(i.e., CDD). Here, the stimulus consists of noise bands only.
This means that for large N , the distribution of squared
envelope values may be approximated by an exponential dis-
tribution (Lawson and Uhlenbeck 1950). The mean of this
distribution at time t is given by µ2(t) := 〈|s(t)|2〉φ . (We
define the term µ2(t) for b = 0.) Now let Y denote the ran-
dom variable describing the value of the stimulus envelope.
Then for any α > 0 the time-dependent expectation value
Et (Y α) can be computed from the exponential distribution
of Y α as

Et (Y
α) = Γ

(
α + 2

2

)
|µ(t)|α (6)

Here, Γ (.) denotes the complete gamma function (e.g.,
Weisstein 2002). In a last step, the time- and ensemble-
averaged value of the compressed envelope is given by inte-
grating Et (Y α) over time. If the fk share a common integer
divisor f̃ , the integration only needs to be done over one
period T = 1/ f̃ . Otherwise, one needs to take the limit of
T → ∞ for getting the expectation value:

E(Y α
CDD) = Γ

(
α + 2

2

)
1

T

T∫

0

|µ(t)|αdt. (7)

Equations 6 and 7 are derived for the CDD case (b = 0).
In the case of CMR the equations will still be a reasonable
approximation for small b (i.e., b � a0). But with increasing
amplitude of the sinusoidal signal in the CMR stimuli, the
distribution of the squared envelope values will not be expo-
nential anymore. For b 	 a0 the sinusoid will dominate the
envelope, which means that the distribution of Y 2 can be
approximated by a δ-peak at d2

0 b2, such that E(Y α) ≈ dα
0 bα .

As the calculations leading to Eq. 7 cannot be carried out
without making an assumption about the distribution of squa-
red envelope values, we choose to approximate E(Y α)by get-
ting the right asymptotic behavior for small b and for large
b within one expression. The simplest way to approximate
this asymptotic behavior is to use the prefactor Γ ((α+2)/2)

only for µ2(t), but not as a prefactor for the term describing
the signal sinusoid (i.e., the term including b):

E(Y α
CMR) = 1

T

T∫

0

(
d2

0 b2 + Γ
(

α+2
2

) 2
α |µ2(t)|

) α
2

dt. (8)

This expression has the desired asymptotic behavior.
A comparison of the predictions made by Eqs. 7 and 8

with realizations of stimuli from simulations is shown in
Fig. 2a, b. Although for simplicity constant amplitudes of
the sinusoids making up the stimuli have been assumed, the
calculations hold with good accuracy also for stimuli with
Rayleigh-distributed amplitudes, which are frequently used
in experimental setups. They are also reasonably accurate
for describing stimuli where the noise bands are generated
by multiplying lowpass noise with sinusoids centered at the
noise band center frequencies. This means that for explaining
the general effects the model calculations can also be applied
to CDD and CMR stimuli from different authors that have
been generated in slightly different ways. A remarkable fea-
ture of the model curves shown in Fig. 2a is that their general
shape is very similar to the characteristics of neuronal firing
rates measured in the avian auditory forebrain during pre-
sentation of CDD stimuli (Buschermoehle et al. 2006; Bee
et al. 2007). Differences of the curves for different correla-
tion conditions, including the dip in the AC curve for CDD,
result from interference between the components for correla-
ted phases (see the cosine terms in Eqs. 4 and 5). The occur-
rence of the dip in the AC curve for CDD can be understood
by noting that interference due to correlated phases results
in a reduction of mean compressed envelopes already in the
AC and CU conditions relative to the AU condition if no
signal band is present. In the AC condition, the addition of
the signal band introduces further interference and therefore
results in a reduction of the mean compressed envelope for
intermediate signal levels. This reduction is counterbalanced
as soon as the signal band dominates the stimulus and the-
refore also the stimulus envelope. See Buschermöhle et al.
(2006) for further details.

2.1 Mechanism of signal detection

A basic signal detection scheme can be envisaged by assu-
ming that the time averaged compressed envelope of a filte-
red sample stimulus is represented somewhere in the auditory
system, possibly by the firing rate of a population of neurons.
This estimate y is a random variable and will have an error
σ associated with it which is due to variability within the
stimulus as well as variability in its neural representation.
In the following, this error σ is assumed to be constant (in
particular, independent of signal and masker level), which
allows for using the d ′-measure from signal detection theory
(Green and Swets 1966):

d ′(L S) = y(L S) − y(−∞)

σ
, (9)

where y(L S) denotes the estimate of the mean compressed
envelope value of the filtered stimulus when the signal level is
at L S and y(−∞) denotes the same estimate when the signal
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Fig. 2 Mean compressed envelope values for CDD (a) and CMR (b)
stimuli as well as the corresponding index of discriminability (d ′)
curves (c for CDD and d for CMR). Markers indicate simulated data,
while lines are derived from Eqs. 7, 8 and 9. The overall level is set
to 50 dB SPL for each flanking band, and the overall level of the
on-frequency masker is 40 dB SPL. Compression α = 0.3. Center fre-
quency f0 = 2.0 kHz. Flanking bands (and on-frequency masker in case

of CMR) have a bandwidth of 100 Hz and are centered at 1.7, 1.85, 2.0,
2.15, and 2.3 kHz. Each band is attenuated as a whole according to the
magnitude transfer function of a gammatone filter centered at 2.0 kHz
(bandwidth parameter γ = 1). The dotted horizontal line in c and d
indicates the decision criterion D = 1.8. The signal levels at which
the d ′-curves cross this criterion are the signal detection thresholds.
(Internal error σ = 0.3, color online)

is absent. The larger the value of d ′, the further apart are the
two distributions of y with and without signal. If d ′ exceeds
a predefined criterion D = 1.8, then the signal is said to have
been detected, while for d ′ < D, the signal is not detected.
The signal detection threshold can be defined as the signal
level at which d ′ reaches D. Note that the parameters σ and
D together only comprise one free parameter: a change in
the decision criterion D can be equivalently expressed as a
change in the internal error σ , which essentially rescales the
d ′ axis.

With this signal detection scheme, one can identify the
reason for CDD and CMR in Fig. 2. For CDD, consider the
AC and CU curves in Fig. 2a. Calculating d ′ means shifting
them to zero and rescaling them by 1

σ
(see Fig. 2c). Because

the AC curve is always beneath the CU curve, the former will
cross the detection criterion d ′ = D at a higher signal level
than the latter, which directly corresponds to the CDD effect.
For CMR (Fig. 2b), the AU and AC curves are both monoto-
nically increasing and have the same asymptotic behavior for
L S → ∞, but values for vanishing signal are not the same.
Calculating d ′ corresponds to shifting both curves vertically
relative to each other, and therefore, the AC curve will always
cross the detection criterion at lower signal levels than the
AU curve (see Fig. 2d), i.e., a CMR is predicted.

2.2 Model parameters

Up to now, two free model parameters have been introduced:
the compression α and the internal error σ . The third and
final model parameter γ describes the width of the auditory
gammatone filter in ERB. The ERB (equivalent rectangular
bandwidth) of a bandpass filter with arbitrary amplitude res-
ponse is the bandwidth of a corresponding filter with rectan-
gular amplitude response that has the same peak response
and passes the same total amount of power. The relation
between center frequency fc and ERB bandwidth for the
human auditory system is given by the following empirical
formula from Glasberg and Moore (1990) for γ = 1:

ERB( fc) = γ · (24.7 Hz + 0.1079 fc). (10)

The prefactor γ is introduced here to be able to change the
filter width. For exploring the model’s ability to explain dif-
ferent CDD and CMR experiments, these three parameters
will be adjusted within reasonable ranges in the following.
The parameter meanings and their ranges are summarized in
Table 2. The influence of the different parameters is discus-
sed in Sect. 4. The compression in the human auditory system
can vary roughly between α = 0.1 and α = 0.8 (for a review,
see Bacon et al. 2003). The internal error σ is a quantity that
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Table 2 Model parameters used in this paper

Parameter Range Description

α 0.1–0.6 Compressive exponent (no units)
σ 0.1–0.35 Internal error (in pα

0 , compressed
reference pressure)

γ 0.8–5.0 Filter width (in ERB)

is hard to measure, and therefore, its reasonable range for
the human auditory system is not known. We regard σ as an
adjustable parameter which should be positive and smaller
than the dynamic range of mean compressed envelopes that
arises at sound pressure levels between 0 and 100 dB. The
filter bandwidth parameter γ should be close to one for nor-
mal hearing humans. Values up to about 1.5 may be realistic
for within-channel processing of stimuli (see Glasberg and
Moore 1990). If γ is larger than that, then the processing
must be regarded as across-channel processing.

3 Results

The very simple model introduced here has only three free
parameters and has been derived from a model for neuro-
nal firing rates obtained in CDD experiments. The basic
modeling steps frequency filtering, envelope extraction, and
compression are directly motivated by peripheral auditory
processing. Only temporal averaging and decision making
are presumably central processes. Despite its simplicity, the
model will now be applied to different CDD and CMR expe-
riments described in the literature. Model and experimen-
tal results are compared in order to determine the scope of
the proposed model. All relevant parameters for the expe-

riments modeled in the present study are summarized in
Table 3.

3.1 Frequency spacing between signal and flanking bands
for CDD

Several experimental studies discuss the effect of frequency
distance between flanking bands and the signal band for CDD
(e.g., Borrill and Moore 2002; Cohen and Schubert 1987;
McFadden 1987). In the present study, the model is applied
to stimulus setups comparable to the ones described in these
three studies. The leftmost column in Fig. 3 compares model
predictions with experimental data from Borrill and Moore
(2002), where the signal band was flanked symmetrically
by two noise bands, at a distance ∆ f above and below the
signal frequency, respectively. In the central column of Fig. 3,
model and experiment are compared for data published in
Cohen and Schubert (1987). There, the stimulus consisted
of a flanking band at a constant center frequency and signal
band at varying distances ∆ f from the flanking band. In the
third column of Fig. 3, signal detection thresholds for an
experiment described in McFadden (1987) are plotted. Here,
the stimulus consisted of one signal band at a constant center
frequency and a flanking band with varying center frequency.

The model predictions are in qualitative agreement with
the experimental data. In agreement with the data in all three
experiments, the difference between AC and CU thresholds
(the CDD) decreases for increasing frequency spacing but
does not reach zero for the largest ∆ f . The thresholds are
determined by the form of the auditory filter since the filter
used for signal detection is always the one centered on the
signal band. The signal band will be detected as soon as its
influence on the total filter output dominates the mean com-
pressed envelope, which happens at signal levels close to the

Table 3 An overview of the experimental setups and respective modeling parameters discussed in the present paper

Reference Paradigm Signal frequency FB frequencies Bandwidth Noise band level α σ γ Remarks
(kHz) (kHz) (Hz)

Borrill and Moore (2002) CDD 1.5 ∆ f = ±0.1 20 78 dB SPL 0.3 0.1 1 –
... ±1.4

Cohen and Schubert (1987) CDD 0.2…6.0 1.0 100 73 dB SPL 0.6 0.1 1 –
McFadden (1987) CDD 2.5 1.5…3.5 100 70 dB SPL 0.6 0.1 1 –
Schooneveldt and Moore (1987) CMR 2.0 1.0…3.0 25 67 dB SPL 0.2 0.1 5 –
McFadden (1987) CMR 2.5 1.5…3.5 100 70 dB SPL 0.2 0.1 5 –
Hall et al. (1984) CMR 1.0 0.7…1.3 100 60 dB SPL 0.2 0.1 5 –
McFadden (1987) CDD 2.5 2 or 4 bands at 100 70 dB SPL 0.2 0.1 1 –

1.5…3.5
McFadden (1987) CMR 2.5 2 or 4 bands at 100 70 dB SPL 0.2 0.1 1.4 –

1.5…3.5
Borrill and Moore (2002) CDD 1.5 0.9, 2.1 20 53…83 dB SPL 0.3 0.2 0.8 –
Ernst and Verhey (2005) CMR 8.0 1.0 100 OFM level: 0.3 0.1 1 Off-frequency

20…60 dB SPL listening
Hall et al. (1984) CMR 1.0 1.0 100…700 40 dB SPL 0.25 0.35 1.2 –

spectrum level

The experimentally varied quantities are printed in bold face
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Fig. 3 Effect of frequency
spacing between signal and
flanking band on CDD. Dark
thick lines mark model results.
Light thin lines with symbols
indicate experimental data. The
three columns show data from
three different CDD
experiments. References and
model parameters used are
indicated in the figure titles. The
top row shows signal detection
thresholds, the bottom row
shows the corresponding
threshold differences (CDDs).
Experimental parameters are
summarized in Table 3. (Color
online) ∆f (Hz)
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level of the attenuated flanking band. The clearest deviations
between model and experiment can be found for ∆ f close
to 0 Hz. There, the model predicts quite large CDDs while
in experiments the CDDs are relatively small.1 The plot for
the experiments by Cohen and Schubert (1987) is not sym-
metrical to ∆ f = 0 Hz. This reflects the fact that for each
signal frequency a different filter is picked, and that filters
with increasing signal frequencies have larger bandwidths
(cf. Eq. 10). In contrast, the plot for data from McFadden
(1987) is largely symmetrical with respect to ∆ f = 0 Hz
because the signal frequency and therefore the auditory filter
does not change. Here, the thresholds reflect the shape of the
symmetrical filter.

All three experiments could be modeled reasonably well
with very similar parameters. It is noteworthy that the filter
bandwidth is at a value that is typical for the human ear,
indicating that the whole CDD effect may be due to peripheral
within-channel processes.

3.2 Frequency spacing between the signal
and one flanking band for CMR

The effect of frequency distance between one flanking band
and the on-frequency masker for CMR is discussed amongst
others in Schooneveldt and Moore (1987), McFadden (1987),
and Hall et al. (1984). The model is compared to the results

1 Note that for ∆ f = 0 Hz, the AC condition needs to be treated sepa-
rately (see Appendix A), because here signal band and masker band are
exactly the same except for level differences. We do not explicitly treat
this case here, because it is not important for the general model results.

reported in these studies in Fig. 4. In that figure, the left
column shows data from Schooneveldt and Moore (1987),
where the signal frequency was kept constant and one flan-
king band was varied in its center frequency. The frequency
distance between the flanking band’s center frequency and
the signal frequency is denoted as ∆ f . The second column in
Fig. 4 shows data from McFadden (1987), where the
on-frequency masker and the signal had a constant center
frequency while the flanking band was centered at varying
distances ∆ f from the signal. In the rightmost column of
Fig. 4, experimental results from Hall et al. (1984) are com-
pared to model predictions. The stimuli here consisted of an
on-frequency masker and a signal at a constant frequency
and one flanking band at a frequency distance ∆ f . The case
∆ f = 0 Hz was treated as a special case in that experiment:
for that case there was only the on-frequency masker present
(without the flanking band) which means that there was no
difference between the AC and AU correlation conditions
and therefore both signal detection thresholds are the same
in the model as well as in the experiments.

A general finding for all three experiments is that thre-
sholds in the AU case increase for decreasing ∆ f , while
thresholds in the AC case behave in the opposite way. For
large frequency separations, the model predicts a decrease
in the threshold difference (i.e., the CMR), which can also
be seen in the experimental data. The general shape of the
depicted model curves can be understood by considering that
for large frequency separations, the flanking band is com-
pletely filtered out by the auditory filter and therefore only
the on-frequency masker determines the signal threshold.
The closer the flanking band is to the on-frequency masker,
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Fig. 4 Effect of frequency spacing on CMR. Dark thick lines mark
model results. Light thin lines with symbols indicate experimental data.
The three columns show data from three different CMR experiments.
References and model parameters used are indicated in the figure titles.
The top row shows signal detection thresholds, the bottom row shows
the corresponding threshold differences (CMRs). In all experiments,
the signal was a pure sine tone at a constant signal frequency, and there

were two noise bands present: the on-frequency masker centered on the
signal frequency and the flanking band with varying frequency distance
from the signal ∆ f . The signal frequency, noise bandwidth and noise
band levels were different for the different experiments (see Table 3).
Model predictions for the experiment by Hall et al. (1984) were obtained
only for certain frequency distances indicated by the symbols. (Color
online)

the more it influences the on-frequency masker. In the AU
case, it increases the power that falls into the auditory filter
and therefore rises thresholds, while in the AC case, the flan-
king band causes beating with the on-frequency masker and
therefore leads to reduced mean compressed envelopes and
facilitates signal detection.

The parameters used for modeling the three experiments
are exactly the same, which means that in spite of slightly
varying experimental conditions, the model can account for
the general shape of the experimental data without varying
the model parameters. An important note needs, however, to
be made concerning the parameter γ determining the band-
width of the auditory filter. The value γ = 5 is well above
the realistic range for typical auditory filters. A model with
a realistic auditory filter would underestimate the CMR for
medium to large spectral separations between signal and flan-
king bands. This means that CMR is presumably not solely
due to within-channel processes as it was the case for CDD in
Sect. 3.1. A model with a filter width larger than that observed
in the auditory periphery can be interpreted as an effective
realization of an across-channel process. It should be noted
that it does not rely on the classical across-channel processes
as they were explained in Sect. 1. This point will be discussed
further in Sect. 4.1.

3.3 Number of flanking bands for CDD and CMR

It has been pointed out that the amount of CDD as well as
CMR depends on the number of flanking bands (McFadden
1987; Wright 1990, for CDD, and Hall et al. 1984; McFadden
1987 for CMR). This effect is investigated for the model
by setting up the stimuli similar to those used in McFadden
(1987), where the consequences of adding further flanking
bands are investigated for both CDD and CMR. The model
results are compared to experimental data in Fig. 5. In the
experiments, only the AC and CU conditions were conside-
red, which is why the model results are restricted to these
two correlation conditions.

For CDD (Fig. 5a, c), it is observed in the model and in
the experiments that both thresholds are higher if the flanking
bands are closer to the signal band. This is the case because
by shifting the flanking bands closer to the signal band, they
are less attenuated due to filtering and therefore contribute
to increased thresholds. The amount of CDD in the model
grows the closer the flanking bands come to the signal band.
This is not reflected in the experimental data. Also the expe-
rimental finding that by adding two further noise bands, the
amount of CDD increases is not reflected in the model. These
discrepancies between model and experiment are consistent
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Fig. 5 Effect of number of
bands on CDD (a, c) and CMR
(b, d). Shaded triangles mark
signal detection thresholds as
determined from the model.
Light open triangles indicate
experimental data from
McFadden (1987). c CDD, open
bars experimental data, filled
bars model. d CMR. Model
parameters are specified in the
titles. Experimental parameters
are summarized in Table 3
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Fig. 6 Effect of masker bandwidth on CMR. Dark thick lines with
shaded symbols mark model results. Light thin lines with open symbols
indicate experimental data from Hall et al. (1984). The on-frequency
masker is composed of up to seven noise bands with a bandwidth of

100 Hz each, and the bandwidth is increased by symmetrically adding
further noise bands to the OFM. a Signal thresholds, b threshold diffe-
rences. (Color online)

with those found in Sect. 3.1, where the CDDs for very small
∆ f increased in the model while they decreased in the experi-
ments. Still, the general characteristics of model predictions
are reasonably close to those of the experimental data.

Comparison of model predictions and experimental results
for CMR is shown in Fig. 5b, d. Here, the model predicts
considerable CMR only for the cases where the flanking
bands are closest to the on-frequency masker. This generally
agrees with the experimental data. The model thresholds also
are in the same range as the experimental thresholds. It should
be noted that the predicted CMR is even larger than in the
experimental data despite the fact that the model uses a filter
width that is reasonably close to that of the auditory filters.
Thus, for this experiment across-channel processing seems
not be necessary to account for the CMR.

A further experiment, described in Hall et al. (1984), inves-
tigates the influence of noise bandwidth on CMR by sym-
metrically adding 100 Hz wide noise bands to the right and
left of the on-frequency masker. The additional noise bands
can either have the same envelope fluctuations as the first
on-frequency masker (AC) or independent envelope fluctua-
tions (AU). This experiment can, therefore, also be seen as an
experiment concerning the number of noise bands. Compari-
son of the data from Hall et al. (1984) with model predictions
is shown in Fig. 6a, b.

There, the on-frequency masker bandwidth is increased
from 100 over 300 and 500 to 700 Hz by repeatedly adding
two noise bands of a bandwidth of 100 Hz above and below
the original on-frequency masker. The model thresholds show
a behavior which resembles that of the experimental CMR
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Fig. 7 Effect of level of noise
bands on CDD (a, c) and CMR
(b, d). a CDD; dark thick lines
mark signal detection thresholds
as determined from the model,
light lines with symbols indicate
mean experimental data from
Borrill and Moore (2002). The
signal band is centered between
two flanking bands. b CMR;
light lines with symbols indicate
data from Ernst and Verhey
(2005). Dark thick lines
represent model results for
off-frequency listening. Dark
thin lines show model results for
on-frequency listening (filter
centered on the signal
frequency). The flanking band is
located 7 kHz below the
on-frequency masker at 8 kHz.
c, d Threshold differences.
(Color online)
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thresholds closely. In agreement with the data, the predic-
ted CMR does not change strongly for on-frequency masker
bandwidths larger than 500 Hz because further masker power
is only added at frequencies outside the filter, which does not
influence the envelope statistics significantly.

The parameters used for modeling the CDD and CMR
experiments in this section are similar. The most important
difference is the filter bandwidth γ . For CMR, slightly lar-
ger filters were needed than for CDD. However, all parame-
ter values can still be viewed as modeling within-channel
processes.

3.4 Influence of noise band level

A further experimental parameter which may affect signal
detection thresholds is the level of the noise bands. For CDD,
the dependence of signal thresholds on flanking band level
was explored in Borrill and Moore (2002). In that study,
the signal band was centered between two flanking bands.
Experimental and model data for this setup are compared in
Fig. 7a, c. One finds that signal thresholds generally increase
with rising flanking band level. As in the data, predicted AC
thresholds are generally higher than the CU thresholds. The
model quantitatively predicts the CDD in this experiment.

There are several studies involving the dependence of
CMR on noise band level. The dependence of CMR on the
level of one flanking band, keeping the on-frequency mas-
ker level constant, is investigated in Schooneveldt and Moore
(1987). In Moore and Shailer (1991), the dependence of CMR
on the level of several flanking bands is examined keeping
the on-frequency masker level constant or varying it with the
flanking bands. In Cohen (1991) and Ernst and Verhey (2005)
the influence of on-frequency masker level on the detection

of the signal sinusoid is analyzed while the overall level of
one flanking band is kept constant. As the last two studies
report a CMR over a range of several octaves, we choose to
compare the model with the data of the latter study, Ernst and
Verhey (2005).

As can be seen from Fig. 4, the basic model setup yields
significant CMRs only for frequency distances of up to
1,000 Hz between on-frequency masker and flanking band,
which is considerably less than the 7 kHz separation bet-
ween the two bands here. Therefore, the model needs to be
changed from using the filter centered on the signal fre-
quency (on-frequency listening) to using the filter which
attenuates flanking band and on-frequency masker such that
their levels after filtering are the same. This corresponds to
an off-frequency listening strategy (Patterson and Nimmo-
Smith 1980; O’Loughlin and Moore 1981) and means that a
different filter is picked from the filter bank than the one cen-
tered on the signal. If the filter used in the model is chosen in
such a way, then beating between on-frequency masker and
flanking band after filtering has a big effect on the envelope
statistics in the AC condition and thus facilitates signal detec-
tion in the AC condition. Now, the central frequency of the
filter used for signal detection depends on the levels of on-
frequency masker and flanking band. The modeling results
for on- and off-frequency listening are plotted in Fig. 7b, d.
One finds a good correspondence between the off-frequency
listening model and the experimental data: The amount of
CMR is nearly independent of on-frequency masker level.

Although the thresholds determined by the on-frequency
listening model are lower than those predicted by the off-
frequency listening model and therefore represent the better
signal detection strategy, the performance of the auditory
system in this experiment is better described by the
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off-frequency listening model. This is not the case for the
previously modeled experiments.

4 Discussion

In the present paper, it is proposed that main features of
CDD and CMR experiments can be understood by registe-
ring changes in the mean compressed envelope of a stimulus
filtered by a single auditory channel. The model consists of
the five stages frequency filtering, envelope extraction, com-
pression, averaging, and signal detection, which may be rea-
lized at very early stages of the auditory pathway. There are
three free parameters for the model: the filter bandwidth γ ,
the compressive exponent α, and the internal error σ . When
applying the model to experiments from the literature, these
model parameters are adjusted within reasonable ranges to
demonstrate the scope of the model.

4.1 Filter bandwidth γ

The bandwidth of the auditory filters is usually kept close
to the values given in Glasberg and Moore (1990) (corres-
ponding to γ ≈ 1 in Eq. 10). This choice is valid for most
normal hearing subjects. The good correspondence between
data and model predictions indicates that CDD and CMR
effects in most of the experiments are largely due to within-
channel cues. Only for the CMR experiments investigating
the effect of frequency spacing between on-frequency and
flanking bands, a standard auditory filter bandwidth cannot
account for the experimental thresholds. By increasing γ ,
the present model can also explain across-channel contri-
butions to CMR. Indeed, the general discussion of como-
dulation experiments in the literature indicates that CDD
experiments can be accounted for by within-channel pro-
cesses (see Borrill and Moore 2002), while CMR also needs
across-channel processing (e.g., Verhey et al. 2003). This is
in agreement with the findings in the present study. Compa-
red to other models, the presented model has the advantage
that it does not involve suppression (Ernst and Verhey 2006),
inhibition (Pressnitzer et al. 2001), or analysis of temporal
features (Verhey et al. 1999; Nelken et al. 1999) but only
sequential excitatory feed-forward processing to account for
within- as well as across-channel processes. Using the model
with realistic filter widths can help to quantify the contribu-
tion of within-channel cues in comodulation experiments.

4.2 Compression α

The values of the parameter α describing compression in the
auditory system are within the realistic range for humans
(e.g., Bacon et al. 2003). For model simplicity, the compres-
sion is assumed to be independent of the stimulus level. This

suffices as an explanation for the general trends in the data
presented in this study. A more realistic level dependent com-
pression would have been possible but at the cost of a more
complex model which could not have been treated analyti-
cally. Due to the fact that the different experiments described
in the present study were performed with different subjects
and at varying overall stimulus levels, adjusting the compres-
sive exponent to the different experiments is a reasonable
assumption.

4.3 Signal detection criterion D and internal error σ

The criterion for signal detection D = 1.8 has been
chosen because of the fact that two Gaussian distributions
with their means separated by 1.8 standard deviations can be
distinguished quite well and because this criterion has been
used in other studies as well (e.g., Klump and Nieder 2001;
Langemann and Klump 2001). As discussed in Sect. 2.1, this
parameter can be scaled by choosing a different value for σ

and may, therefore, be regarded as a constant rather than a
free parameter of the model.

The parameter σ for the supposedly constant internal error
that the auditory system faces when detecting changes in
the mean compressed envelope has been chosen by fitting
the model thresholds to the data. The variability of the esti-
mate of the compressed envelope by the auditory system is
affected by at least two contributions: on the one hand, the
signal statistics yield a time-varying envelope value, and on
the other hand, the partly random firing of auditory nerve
fibers makes the number of spikes in a certain time inter-
val a random number. In Buschermöhle et al. (2006) it is
assumed that the standard deviation of firing rates of small
populations of neurons in the starling’s auditory forebrain
only marginally depends on the level of the signal in CDD
experiments. This may be taken as a hint that the biggest
contribution to σ is the firing rate variability due to random
spiking and not due to the stimulus variability, as the varia-
bility of the stimulus envelope in CDD experiments changes
with signal level. For simplicity, the parameter σ is regarded
as a constant although the firing rate variability of auditory
nerve neurons may depend on the overall level of a stimulus.
Surely there is also an intersubject variability concerning the
exact value of σ . The different psychophysical procedures
and stimulus or signal durations used in the experiments can
affect this parameter as well. This may be an explanation for
the fact that σ needs to be adjusted slightly in order to model
the discussed experiments.

4.4 Parameter dependence of the model results

Even if the model has only three free parameters, its results
may depend critically on their specific choice. To get an idea
of the influence of a certain parameter set on the model, we
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Fig. 8 Influence of parameter
choice on model results for the
exemplary case of data from
Schooneveldt and Moore
(1987). a Replot of the AU
signal detection thresholds
shown in the top left subplot of
Fig. 4. b, c, d Dependence of the
AU threshold on α, σ , and γ ,
respectively. Each surface plot
shows the thresholds in the AU
condition predicted by the
model while the light colored
connected symbols show the
experimental data. (Color
online)
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discuss the results for an example stimulus setup for the range
of parameters used in the present publication (see Fig. 8,
Table 2). The example stimulus setup is the first frequency
spacing CMR experiment discussed in Sect. 3.2. The depen-
dence of thresholds on the compression α for given σ and γ

(Fig. 8b) is easily understood: the larger α, the quicker do the
mean compressed envelopes increase with signal level and
the lower is the signal level at which the signal is detected.
Also the general dependence of thresholds on σ (Fig. 8c) is
easy to explain: larger values of σ cause the d ′-curves to reach
the detection criterion D at higher signal levels, which means
that the signal is harder to detect and the thresholds increase
to higher levels. The influence of the filter bandwidth γ on
the model thresholds (Fig. 8d) is to increase the frequency
region in which the noise band centered on the signal fre-
quency and the flanking bands can interact to influence the
mean compressed envelopes. In the example shown here, a
broader filter (larger γ ) leads to a broader region of increased
thresholds around ∆ f = 0 Hz.

One can generally say that by increasing α or by decrea-
sing σ the absolute value of the thresholds can be adjusted
while by reducing γ , the size of the affected frequency region
can be reduced.

4.5 Influence of temporal processing

For determining the mean value of compressed envelopes
in the model, the average with respect to infinite time and
the whole ensemble of possible stimulus realizations is
computed. This means that the duration of intervals in the

experiments is not explicitly taken into account. There are
two possible ways of extending the model by considering the
stimulus duration: on the one hand, the parameter σ may be
changed accordingly (larger σ for shorter signal intervals).
On the other hand, one can perform Monte Carlo simula-
tions of the experiments and use the realizations of stimuli to
compute mean compressed envelope values. These kinds of
simulations may also be used for determining signal detec-
tion thresholds in cases where the stimulus statistics is not
calculated as easily as in the cases discussed here.

A further aspect that indicates a possible oversimplifica-
tion in the proposed model is that for human listeners it is
possible to perceive the temporal fine structure of the sti-
muli. This is not included in the model, as the model averages
over time. Different perceptual impressions of maskers alone
and maskers plus signal in the model are only possible for
one stimulus feature, which might correspond to the overall
loudness. But subjects do not only perceive loudness dif-
ferences in stimuli with and without signal. Therefore, the
model might be improved by taking into account temporal
aspects of the stimuli (such as it is e.g., assumed in Verhey
et al. 1999).

4.6 Comparison to other low-level models

Besides our approach to model the influence of the auditory
periphery on CDD and CMR, there are basically two other
models discussing the contributions of low-level processing
on comodulation effects. These contributions are either sup-
pression due to nonlinear filtering on the basilar membrane
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(Ernst and Verhey 2006) or lateral inhibition on a neuronal
level in the cochlear nucleus (Meddis et al. 2002).

The model by Ernst and Verhey (2006) is in its general
setup comparable to the model proposed here: only the out-
put of one auditory filter is analyzed, which can be done
in principle at the level of the auditory nerve. The filtering
however is nonlinear, such that suppression effects are consi-
dered. The filter output is not converted into an envelope and
then averaged but convolved with a temporal window. The
decision variable in that model is the quotient of the maxi-
mum intensity during the presentation of masker and signal
and the maximum intensity during the presentation of the
masker alone. This means that the model complexity is com-
parable to that of the model discussed in the present paper.
However, the model cannot be treated analytically due to the
nonlinear filtering. Additionally, the model is only applied
to the stimuli used in the accompanying experiments and
a general applicability in comodulation experiments is not
discussed.

The model by Meddis et al. (2002) can quantitatively
explain neuronal recordings made in accompanying expe-
riments as well as general trends in psychophysical experi-
ments. One drawback is that it is not clear how this model can
explain other comodulation experiments (the set of stimuli
used in the accompanying experiments was rather limited
and did not consist of noise bands but amplitude modulated
pure tones). Another drawback is that the neuronal circuitry
necessary for the model by Meddis et al. (2002) is relatively
complex compared to the fact that the model presented here
relies only on neuronal firing rates at the level of the audi-
tory nerve. One aspect which has been clearly shown by the
model in the present paper is that a reduction in neuronal
firing rate with increasing stimulus level does not necessa-
rily have to involve inhibition or suppression, as the dip in
the AC condition for CDD stimuli (see Fig. 2) is caused by
destructive interference within a purely excitatory model.

5 Conclusions

In this paper, a very simple model of the auditory periphery
essentially based on peripheral processing is introduced that
is able to reproduce several aspects of psychophysical CDD
and CMR experiments while being derived from physiologi-
cal investigations. Deviations between the model predictions
and experimental results which have been discussed above
still leave room for higher level processes. The model may
provide insights into the causes of psychophysical thresholds
and their dependence on different experimental parameters.
One notable feature of the model is the possibility of perfor-
ming analytical calculations which gives a basic understan-
ding of the importance of the parameters and how they may
change the model’s behavior. The proposed model constitutes

a unifying approach to CDD and CMR and may be instru-
mental in developing more sophisticated simulation models
for experiments with comodulated stimuli.
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A Envelope statistics with levels

Denoting the overall level of noise band k by Lk and the
overall level of the signal sinusoid for CMR by Lb, Eqs. 3– 5
can be written in terms of levels instead of sine amplitudes.
The RMS-value of a sum of 2N +1 sinusoids of amplitude a
with independent random phases is a

√
(2N + 1)/2. Setting

the reference sound pressure to an RMS value of p0 (for dB
SPL, p0 = 20 µPa), has the consequence that the level of the

mentioned sum of sinusoids is L = 20 log10

(
a
√

(2N+1)/2
p0

)
.

This expression can be solved for a to give

a = p010
L
20

√
2

2N + 1
. (11)

Inserting Eq. 11 into Eqs. 3–5 and remembering that Lb =
20 log10

(
b√
2p0

)
when normalizing to an RMS value of p0,

one gets:

µ2
AU = 2p2

0d2
0 10

Lb
10 + 2p2

0

K∑

k=0

10
Lk
10 · d2

k (12)

µ2
AC = 2p2

0d2
0 10

Lb
10 + 2p2

0

K∑

k,k′=0

10
Lk
20 10
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20 ·

dkdk′ cos(2π | fk − fk′ |t) (13)

µ2
CU = 2p2

0d2
0 10

Lb
10 + 2p2

0d2
0 10

L0
10 + 2p2

0

K∑

k,k′=1

10
Lk
20 10

Lk′
20 ·

dkdk′ cos(2π | fk − fk′ |t) (14)

Eqs. 12–14 are independent of the bandwidth of the noise
bands and the frequency spacing ∆ν of the component
sinusoids. They rely on the assumptions that all phases of
the summed sinusoids within one band are independent and
random and that the number of added sinusoids is large (i.e.,
N 	 1).

The equations do not hold if two identical bands are super-
imposed at the same frequency (this happens for band spa-
cing experiments in the AC condition for ∆ f = 0 Hz). In that
case, the two superimposed bands with their sine amplitudes
a1 and a2 can be viewed as one band with the sine amplitude
a1+a2 resulting in an RMS-value of (a1+a2)

√
(2N + 1)/2,

which changes Eqs. 12–14 accordingly.
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