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Abstract Sound localization in mammals uses two distinct
neural circuits, one for low- and one for high-frequency bands.
Recent experiments call for revision of the theory explain-
ing how the direction of incoming sound is calculated. We
propose such a revised theory. Our theory is based on prob-
abilistic spiking and probabilistic delay of spikes from both
sides. We have applied the mechanism originally proposed
as an operation on spike trains resulting in multiplication of
firing rates. We have adapted this mechanism for the case
of synchronous spike trains. The mechanism has to detect
spikes from both sides within a short time window. There-
fore, in both circuits neurons act as coincidence detectors. In
the excitatory low-frequency circuit we call the mechanism
the excitatory coincidence detection, to distinguish it from
the mechanism of the inhibitory coincidence detection in the
high-frequency circuit. The times to first spike and gains of
the two mechanisms are calculated. We show how the output
gains of the mechanisms predict the dip within the human
frequency sensitivity range. This dip has been described in
human psychophysical experiments.

List of symbols

D Delay random variable
� Coincidence detection window
T Sound period
f Sound frequency
δ Maximum delay
P(�) Probability of coincidence detection
p Probability of spike arrival
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1 Introduction

In sound localization interaural clues are used. These are
the interaural time delay, also studied as the phase difference,
the interaural intensity delay, and the spectral distortion in the
outer ear. These parameters of sound are encoded in spike
trains and are processed in successive relays of the auditory
pathway. The speed of processing and decoding the sound
parameters into a meaningful signal of the direction of the
sound source has vital importance for survival. In mammals,
the direction of sound is computed in two brainstem branches
of the auditory pathway. The medial superior olive (MSO) is
the site for lower sound frequencies and in the lateral superior
olive (LSO) higher sound frequencies are processed. Both the
MSO and the LSO are the first nuclei in the sound localiza-
tion pathway, which collect inputs from both sides.To achieve
sufficient time precision in both systems, coincidence detec-
tion (CD) must be the spike generation mechanism (Carr and
Friedman 1999; Batra et al. 1997).

Our description of CD is inspired by the older results
obtained by Srinivasan and Bernard (1976), where CD imple-
ments multiplication of input firing rates. Their results as-
sume asynchronous input spike trains. We have adapted their
observations for synchronous input spike trains. Our pro-
posed spike processing mechanisms use probabilistic spike
delivery and random timing delay (random time of spike con-
duction). In the previous papers, in Marsalek et al. (1997) and
also in the following three references, the random spike de-
lay is termed timing jitter. In Marsalek (2001) we have shown
that the spiking probability changes with sound frequency. In
Marsalek and Kofranek (2004, 2005) we described the pro-
bability using a function with abrupt changes. In this paper
we further present a smooth function in this context.

Experimentally observed synchronization precision in the
MSO and the LSO is the highest spike precision ever de-
scribed in mammalian central nervous systems (Oertel et al.
2000). When observing neuronal firing rise in response to
sound in any relay of auditory pathway, toward higher sound
frequencies, a limit (or critical) frequency is reached; it is the
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maximal firing rate of individual neurons. Beyond this fre-
quency some of the spikes phase locked to sound are missing,
effectively lowering the input to output frequency transfer
ratio. One of the results we present here is the output firing
frequency of the studied mechanisms in dependence on the
main sound frequency.

2 Models and theoretical results

2.1 Probability density of coincidence detection

As in Srinivasan and Bernard (1976), we denote input from
one side A, from the other side B, and output C. Spikes on
both sides are generated by sound in both cochleas and are
then processed and propagated in neural pathways. The CD
is realized when input spikes from both sides are closer in
time than constant �.

We can assume that the timing of the two spike trains
from the two sides is at first delayed only by the interaural
time delay. Spike trains are relayed from the first neuron of
the pathway to the second, from the second to the next, and
so on. Due to this neuronal relaying, spikes are subject to a
delay with a random component. We assume that the random
delays on both sides are mutually independent and identically
distributed random variables D with a maximal value of δ:

0 ≤ D ≤ δ . (1)

We assume that the length of the window for CD � is not
longer than the maximum delay δ and that the delay δ is not
bigger than the sound period T ,

0 ≤ � ≤ δ ≤ T . (2)

The output neuron emits the spike only when the two spikes
from both sides meet in a time interval shorter than �, in
other words when the two spike delays DA and DB are closer
in time than �:

|DA − DB| ≤ � . (3)

We denote the probability of this event P(�). For � = 0,
it holds that P(�) = 0. In the case of � = δ, P(�) = 1,
and P(�) monotonically increases with �, thus P(�) as a
function of � is a cumulative distribution function. Under the
condition that D are distributed in accordance with a given
probability density function f (x), then P(�) = Prob(|DA −
DB| ≤ �) can be calculated. The output spike is emitted
at the moment of the latter input spike. We calculated the
values of P(�) for specific examples of D and f (x). We
do not show them following the reviewer’s advice. They are
available upon request.

2.2 Excitatory coincidence detection (ECD)

The symmetric case is considered in this article, this means
that the spike from side A and the spike from side B arrive
independently with the same probability of p in each sound
cycle. The probability that simultaneously one spike arrives

from one side and the other from the other side is p2. Neuro-
nal firing saturates, therefore p depends on sound frequency
f . We assume that p attains its value as follows: below a cer-
tain constant, we call it limit frequency, fL, all spikes propa-
gate and p = 1, while above the limit frequency, p = fL/f
(Marsalek 2001). When using these two functions for the
probability p, p as a function of f would not be smooth at
the point where f = fL. To get a smooth function we can
use the following expression of f :

p(f ) = 1

1 + exp((2f − 4fL)/fL)
. (4)

This function based on the observations from Marsalek (2001)
was fitted at the point where p(f ) = 0.5. p(f ) for fL =
750 Hz of the ECD in (4) and also p(f ) for fL = 3 kHz of
the inhibitory coincidence detection (ICD) in the following
Eq. (7) are shown in Fig. 1.

The probability that the coincidence is detected within
one sound cycle is p2P(�).We substitute into this expression
p from (4). Then we multiply this expression by the sound
frequencyf to get the output firing rate.We setP(�) = 1 and
further multiply this expression by 1/4 in order to normalize
the result to obtain the maximal output frequency max fECD
< 200 Hz, which is within the firing range observed in exper-
iments. We get the output firing frequency fECD (Fig. 2):

fECD = f

4
(
1 + exp((2f − 4fL)/fL)

)2 . (5)

The paradigm, how to generate spikes in the ECD mechanism
is shown in Fig. 3 following the schematics in Srinivasan
and Bernard (1976). In their paper they implemented the CD
mechanism using the set of leaky integrator neuronal models
with the time constant comparable to the magnitude of �.

2.3 Inhibitory coincidence detection

First we start with the description of the ICD algorithm and
next we show the output frequency calculations. In the ECD
mechanism it was not necessary to distinguish between the
spikes with respect to the side since both inputs were excit-
atory. In the ICD mechanism the spikes in addition have to
arrive in the correct sequence. The spikes of excitatory neu-
rons (side A) presynaptic to the LSO have to arrive after the
spikes of inhibitory neurons (side B), otherwise the output
spike cannot be generated. Compared with the case of the
ECD, in analogy to (3), the coincidence and the right suc-
cession of excitation after inhibition are detected only in the
case, when

0 ≤ DA − DB ≤ � . (6)

The probabilities p and P(�) have the same meaning as in
the case of the ECD. The difference is that in the ICD mech-
anism, spike ordering does matter and therefore for � = δ
is P(�) = 1/2. In order to δ get the maximal frequency
of the second mechanism normalized, to meet max fICD =
max fECD < 200 Hz, we multiply the expression for the ICD
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Fig. 1 Spike arrival probabilities. Probabilities p of spike delivery in dependency on main sound frequency f in logarithmic scale in Hz are
shown here. The spikes constitute at both sides inputs into the MSO and LSO, to be processed by the ECD (solid line) and by the ICD (dashed
line) mechanisms. The two functions are from the expression (4). Solid (ECD) and dashed (ICD) lines differ in the parameter fL: fL = 750 Hz
for the ECD mechanism and fL = 3 kHz for the ICD mechanism

Fig. 2 Output frequencies in dependence on main sound frequency. The x-axis shows, in the logarithmic scale, main sound frequency f in Hz
and on the y-axis there are output frequencies fOUT in Hz of the ECD and of the ICD mechanisms, fECD and fICD. Solid lines show the ECD
and dashed lines the ICD mechanisms, as in Fig. 1. The function for the ECD is in (5) and the function for the ICD is in (7). Dotted lines, light
and bold, show how the two mechanisms can be pooled together to predict a psychophysical performance. The light dotted line is just the sum
fECD +fICD. The bold dotted line shows the weighted sum of the two smooth functions with the ratio of 2:3, (2/3)fECD +fICD, which normalizes
the sum of the two functions to keep the low-frequency part below 200 Hz and to preserve the high frequency part. The arrow shows the dip in
the output firing frequency
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Fig. 3 The paradigm to determine the output spike train of the CD mechanisms. Spikes of neurons A and B follow leading edges of sound
half-waves, top trace S, after random delays DA and DB. The windows of length � are triggered by the spikes. Bottom two traces: the spike train
of the ECD is determined by placing the output spike aligned with the latter of the two spikes of A and B, if the two windows of length � overlap
in time. For the output spike in the spike train of the ICD, all the conditions for the ECD are necessary and furthermore the (inhibitory) spike
from side B must arrive sooner in time than the spike from side A. The window duration is � = 0.2 ms, mean delays E(DA) = E(DB) = 1 ms.
Proportions in the figure are schematic

by another factor equal to 1/8. In summary, we multiply the
expression (4) by 1

8p2P(�) = 1
16p2 to get the function:

fICD = f

16
(
1 + exp((2f − 4fL)/fL)

)2 , (7)

which is analogous to the expression (5) for fECD.

2.4 The processing speeds of the ECD and of the ICD

A natural question to ask is, what is the typical processing
time after the sound stimulus is turned on? This processing
time will determine the processing speed and therefore the
reaction time for the sound localization pathway as a whole.
We have also calculated this processing time for the sake of
comparison with other theories, presented in Discussion.

The procedure to calculate the processing time is shown
in Fig. 4 for the values of p = 0.35 and 0.75. N is the num-
ber of sound cycles up to the cycle in which spikes at both
neurons are generated together for the first time, N can take
natural number values 1, 2, ... Let us denote P(n) the proba-
bility that N ≤ n. P(n) is a cumulative distribution function
of n. Using the spike delivery probability p, we calculate a
probability, how many cycles it will take for the mechanisms
of the ECD and of the ICD to generate their output. Let us
characterize the processing time by two values: one is the
number of cycles at which there is a 50% probability of gen-
erating the output spike, N50, and the other value shows the
number of cycles needed to reach a 95% probability that the

output spike is generated, denote the latter N95. The times to
the first spike with given probabilities are at least T50 = N50T
and T95 = N95T , for the sound period T , because the delay
D in the last sound cycle is not included in these simplified
formulas. For simplicity we also set the coincidence detec-
tion probability in (3) to P(�) = 1. The other cases, with
P(�) < 1, would be calculated analogously.

Let us find the minimal N50 such that the probability P of
spike generation in cycle n is P(n) > 0.5. For this purpose
we seek the minimal natural number N50 satisfying inequal-
ity:

1 − (1 − p2)N50 ≥ 0.5 , (8)

for unknown N50. Analogously, in the 95% probability case,
we seek the minimal natural N95 such that

1 − (1 − p2)N95 ≥ 0.95 . (9)

Solving these inequalities we get N50 and N95.
The relevant frequency of the ECD mechanism ranges

from 750 Hz to 3 kHz and p ranges from 1 to 0.25, respec-
tively, using (5) with fL = 750 Hz. The frequency of the
ICD mechanism ranges from 3 Hz to 12 kHz and p ranges
from 1 to 0.25, respectively, using (7) with fL = 3 kHz. The
estimated times to spike, not including the last D, will be
T50 = N50T and T95 = N95T . The times T50 and T95 are
shown in Table 1.

Table 1 shows that in the ECD mechanism the waiting
time gets longer toward higher frequencies. Therefore, there
is an evolutionary pressure to develop some other mechanism
for the higher frequency domain. The part showing results in
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Fig. 4 Determining N50, N95, T50, and T95 from P(n). Top three traces are sound half-wave cycles S and example spike trains A and B. P(n) is
discrete and is discretized by the sound period steps. The values of P(n) are as follows: during the first cycle it is P(n) = p2, during the second
cycle it is P(n) = p2 + (1 − p2)p2, in the n-th cycle it is P(n) = ∑n−1

0 (1 − p2)ip2 and these sums give the left sides in inequalities (8) and (9).
P(n) = 1 for n → ∞. Intersection of this staircase with horizontals at 0.5 and 0.95, respectively, gives the values of natural numbers N50 and
N95. Examples with p = 0.35, light line, and p = 0.75, bold line, are shown, the latter in order to demonstrate that N50 can even be equal to 1
for the value of p >

√
2/2

Table 1 The processing times of the ECD and of the ICD

f ECD for various f (kHz) ICD for various f (kHz)

750 1500 2.25 3 3 6 9 12

T50 in ms 1.33 2 2.67 3.67 0.33 0.5 0.67 0.92
T95 in ms 1.33 7.32 11.55 15.65 0.33 1.83 2.89 3.92

the ICD mechanism shows that the time to the first spike,
signaling the approximate direction of the sound, is much
shorter, compared to the mechanism of subtraction of firing
rates, as we have shown in Marsalek and Kofranek (2005).

3 Discussion

This Discussion section contains a more detailed account of
the experimental literature in order to review some of the
experimental assumptions used in the model. It should also
indicate which assumptions are not direct consequences of
experimental observations. We start with the experiments on
the MSO first. Next we proceed with the experiments on
the LSO and also with the experiments on both the nuclei.
Finally, we discuss the theoretical issues.

3.1 MSO experiments

Some of the current theories on the sound source localization
mechanism in the MSO are still based on the classical the-
ory of Jeffress (1948). Jeffress postulated the existence of the

delay line as the mechanism for converting the microsecond
time delays into the position within the array of neurons. The
search for time delay sensitive neurons in the MSO and in
the inferior colliculus of mammals motivated the experimen-
tal works of Goldberg and Brown (1969) and many others.
Instead of finding an anatomically distinct delay line, a broad
tuning of directional channels in the MSO was described
around the year 2000 in various mammals, for example, in
the guinea pig (McAlpine et al. 2001) and in the Mongolian
gerbil (Brand et al. 2002). The importance of precise inhibi-
tion in the MSO was emphasized in Brand et al. (2002) and
Svirskis et al. (2003). The experimental and modeling results
of Brand et al. (2002) support the notion that no delay line is
wired in the circuitry of the mammalian MSO. Our paper is
also based on this notion.

3.2 LSO experiments and experiments on the whole
superior olivary complex

A review of the theory on the subtraction of firing rates in the
LSO can be found in (Tollin 2003). Neuronal responses in the
LSO were investigated in fair detail in Joris and Yin (1995);
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Joris (1996); Joris andYin (1998). Following the experimen-
tal works on the MSO and those of Joris, we claim that the
broadly tuned channels in higher frequency band are also
present in the LSO. Batra et al. (1997) compared recordings
from both the MSO and LSO and concluded that neurons in
these two nuclei are endowed with two analogous spike gen-
erating mechanisms, based on the CD detection. Also Joris
(1996) compares responses in the MSO and in the LSO. Fir-
ing rates of the responses fall into the range of 100–200 spikes
per second. Therefore, we model the outputs as normalized
to some value in both the MSO and the LSO to be < 200 Hz.

The novelty in our approach is in that we claim that the
synchrony is used in the LSO. First, the anatomy around the
MNTB neurons (neurons of the medial nucleus of trapezoid
body which constitute the inhibitory input to the LSO) and
the LSO neurons (neurons in both these nuclei are composed
of thick fibers) indicates that timing is used, contrary to the
current opinion. Second, there are also various data from
experiments in cat: Oertel et al. (2000) obtain jitter less than
200 µs, with the 8 µs measurement bins in cochlear nuclei
sending their axons into the LSO circuitry and Joris and Yin
1998 in the LSO itself show the vector strength higher than
0.5, which implies high synchronization accuracy, in a proto-
col where the interaural level difference is higher than 20 dB
for all carrier frequencies up to 30 kHz. From these data it
seems that � size in the LSO cells can be in the microsecond
range and could be used, as we propose.

What remains unknown in current experiments, and could
be measured by experimentation, is the average processing
time estimated by the number of sound cycles, shown in Ta-
ble 1. It is plausible that just a few sound cycles might con-
stitute the putative processing time length in reality. This is
also based on the observation by Joris and Yin (1998) of
the conduction delay in the LSO circuitry: the contra-lateral
(inhibitory) spike enters the LSO from 200 µs to 300 µs later
than the ipsi-lateral (excitatory) spike. This corresponds to
the length T of a sound cycle of frequency from 3.3 kHz to
5 kHz. This would imply that the contra-lateral input is one to
two sound cycles later for the given sound frequencies. If the
delays are as in this case the mechanisms for the particular
characteristic frequencies should be discussed in the theory
again from this perspective, as was also suggested by Batra
et al. (1997).

We also conclude that the mechanism of subtraction of
firing rates, which is a current prevailing explanation of the
LSO spike processing, is too slow to be used in a real brain-
stem. When the first spike is generated according to the ICD
paradigm in the LSO this first spike signals whether sound
comes from the left or from the right hemisphere of sound
space. The following spikes refine the spatial information,
which gets more focused after each spike. After a sufficient
amount of output spikes is accumulated, the LSO output will
be indistinguishable on the longer time scale from the result
of the firing rates subtraction. The concept of the ICD is
also consistent with the same notion of the existence of two
broadly tuned spatial channels in the LSO, which was origi-
nally formulated for the MSO responses.

The ICD mechanism gives its output faster than the sub-
traction of firing rates. An experiment deciding which of the
two mechanisms is used in mammals, perhaps even in human
subjects, can be designed as follows: within an artificial bin-
aural stimulus, sound cycles should be deleted once randomly
and once in alternating sound cycles or their multiples, and
also incorporating one to two sound cycles lag of the con-
tra-lateral side. This should modify the processing times pre-
dicted in Table 1 by not allowing for the coincidences crucial
for the ICD mechanism.

3.3 Theoretical issues

Our previous description of coincidence detectors in single
units in Marsalek (2000) was based on the data from detailed
ion channel biophysics in the sound localization neurons from
chicken brainstem slices, (Reyes et al. 1994, 1996), in models
of Agmon-Snir et al. (1998) and in combined experimental
and theoretical approaches, as in (Svirskis et al. 2003) and
Szalisznyó and Zalányi (2004). Papers Brand et al. (2002)
and Svirskis et al. (2003) compare experimental data with
the deterministic Hodgkin–Huxley type models. Our paper
studies these phenomena with the use of stochastic modeling
of spike trains, triggered by a periodic input function. For a
review on the theory of periodic input to stochastic models
see Lansky (1997).

Kempter et al. (1998) searched for the range of time
constants and the optimal number of excitatory postsynap-
tic potentials as steps to the threshold in an abstract neuron,
as the parameters required for a neuron acting as a coinci-
dence detector. According to Reyes et al. (1996) the number
of incoming post-synaptic potentials in chicken binaural neu-
rons is relatively low and gets progressively lower toward the
higher sound frequencies due to the drop off above the limit
frequency fL. This can be expressed using probabilities. We
adopted the approach of expressing it as probability, therefore
we use the value of p < 1 as shown in Fig. 1. This imposes
a ceiling for the rate values at lower sound frequencies, yet
this can be also obtained by using a maximal rate and normal-
izing it to one. On the other hand, other authors, like Batra
et al. (1997), argue that complex tuning curves observed in
experiments can only be obtained by combining at least three
inputs of different neuronal origin in first binaural neurons.

The dip in the directional sensitivity around the frequency
of 1.5 kHz was described in psychophysical experiments in
Mills (1972). When developing the model, we proceeded by
deriving the formulas from the probabilities p dependent on
f in Fig. 1 to the sensitivity data in Fig. 2. A possible exper-
iment can proceed in the reverse order: from the dip in the
sensitivity data, parameters of the model can be derived to
achieve the closest fit to the sensitivity data. A basic parame-
ter used in Fig. 1 is the limit firing frequency fL in the ECD
and its multiple in the ICD. This parameter has been used in a
similar context in modeling before, for example, in Kral and
Majernik (1996). The extrapolation of neuronal output to psy-
chophysics requires the concept of population coding – the
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outputs of the LSO and the MSO neurons have to be pooled to
get the psychophysical performance. How exactly are they to
be pooled is of course unknown and not accessible to exper-
iment. Therefore, we suggest in Fig. 2 two simple plots to
get the idea: light dotted line for pooling as fECD + fICD and
bold dotted line for pooling as (2/3)fECD + fICD.

A longer duration of � for spikes to be detected as coin-
cident was suggested in Gerstner et al. (1996) as a possible
mechanism of coincidence detection in other nuclei, espe-
cially in the neocortex. The parameters, which influence the
time variance of random delay propagation to a higher nuclei
along the pathway (termed “jitter” in Marsalek et al. (1997))
were further investigated by Reed et al. (2002), also in rela-
tion to the coincidence detection window size �.

Multiplication of spikes originally proposed by Srini-
vasan and Bernard (1976) and other alternative neuronal spike
processing mechanisms are also discussed in Bugmann (1992).
Srinivasan and Bernard (1976) were criticized that their “mul-
tiplicative” mechanism is too slow to be ecologically relevant.
They argue against this criticism that the faster processing
time can be achieved in population coding of the output rate
by many neurons. In our, synchronous, case we do not face
the objection that the waiting time for the output of multipli-
cation is long, because there is some probability of an output
spike with every sound cycle. However, the use of a popula-
tion of binaural neurons will make the processing times even
faster then the times shown in Table 1. In accordance with
the discussion in Srinivasan and Bernard (1976) we do not
claim that the sound location information is based on one cell
output. This would actually result in quite poor performance
for higher frequencies. Namely the question, how many cells
should act together to get the processing times comparable
for both low and high frequencies to reaction times would
be a good question to investigate in some future theoretical
study.
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