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Abstract The coupling of movement behavior and environ-
mental signals has been extensively studied within the do-
main of rhythmic coordination tasks. However, in contrast to
most traditional coordination studies, here we drive the cou-
pled sensorimotor system far beyond the frequency regime
in which these signals may be synchronized. Our goal is to
identify the properties of the coupling between the human
subject and the environment. Earlier studies have shown that
the environmental signal may be parametrically coupled to
the effectors. A necessary feature of parametrically driven
oscillators is the existence of stable 1:1 and 1:2 coordination
modes. Here, we test this prediction experimentally using a
coordination paradigm in which subjects were asked to coin-
cide peak finger flexion with an auditory metronome beat.
The rate of the metronome was increased in steps of 0.5 Hz
from 2.5 Hz to 12 Hz. It was observed that the subjects shifted
involuntarily from a 1:1 to a 1:2 coordination mode at high
driving frequencies, as predicted. These results are examined
in the context of an extended form of the Haken–Kelso–Bunz
(Haken et al. 1985) model (HKB) for bimanual coordina-
tion, which includes a parametric driving term (Jirsa et al.
2000). Unimanual coordination is treated as a special case
of this extended model. An important feature of the HKB
model is bistability and the presence of a phase transition
from an anti-phase mode to in-phase mode of coordination.
Our description of unimanual coordination leads to a mecha-
nism for phase transitions that is distinct from that seen in the
HKB model. The transition is mediated by the dynamics of
both the amplitude and the phase of the oscillator. More gen-
erally, we propose the existence of two types of transitions
in our extended theory, that is, phase-mediated and ampli-
tude-mediated transitions. Both have characteristic features;
in particular, their transients are mutually orthogonal in the
plane spanned by the amplitude and phase of the oscillator.

C.G. Assisi · V.K. Jirsa (B) · J.A. Scott Kelso
Center for Complex Systems and Brain Sciences,
Florida Atlantic University, 777, Glades Road, Boca Raton,
FL 33431, USA
Tel.: +561-2972230
E-mail: jirsa@ccs.fau.edu

The analytical and numerical results of our theoretical model
are demonstrated to compare favorably with our experimental
results.

1 Introduction

The coordination of movements in humans and animals may
be viewed as ordered spatiotemporal structures that arise in a
system consisting of a large number of components and pro-
cesses organized over different spatial and temporal scales
(Kelso et al. 1986; Schöner and Kelso 1988a). The behavior
of the individual components of the system and the spatiotem-
poral patterns observed at a macroscopic level of description
are linked, using the concepts of synergetics, by means of
a few observables known as order parameters. These order
parameters in turn govern the dynamics at the microscopic
level (Haken 1983). Over the past two decades or so, using
concepts from synergetics and the mathematical tools of non-
linear dynamics, a number of studies have addressed various
aspects of the dynamics of coordination, especially rhythmic
coordination. Rhythmic movements are archetypes of time-
dependent behavior in nature. In studies of rhythmic coordi-
nation, the elements of the system are often modelled using
coupled limit cycle oscillators (Haken et al. 1985; Kelso et al.
1981; Yamanishi et al. 1980; Yuasa and Ito 1990). External
stimuli play an active role in the dynamics of such limit cycle
oscillator systems. Examples range from firefly entrainment
(Buck and Buck 1976) to gait transitions in animals (Collins
and Stewart 1993; Schöner et al. 1990). In the context of
biological systems, especially in the area of movement coor-
dination, these can be seen as patterns generated by an action-
perception system (Kelso et al. 1990).

One of the first oscillator models of coordination behavior
is the HKB model (Haken et al. 1985). This model pro-
vides a description of experimentally observed bistability
and phase transitions in bimanual coordination experiments
(Kelso 1984). In these experiments, subjects were asked to
move their index fingers rhythmically in opposite phases
(involving simultaneous activation of the flexor and extensor
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muscles) in time with a metronome. The frequency of the
metronome was progressively increased. At a threshold fre-
quency, subjects exhibited a spontaneous transition to an
in-phase mode of coordination (simultaneous activation of
homologous muscle groups). Such transitions have also been
noted in a number of other coordination situations and pro-
vide a mechanism that affords the system alternate coordi-
nation strategies under changing environmental conditions.
Because most of the degrees of freedom of a dynamical sys-
tem are enslaved close to transition points (Haken 1983),
the system dynamics becomes low dimensional and hence
provides a window into the structure and function of the sys-
tem. In this paper, we explore different mechanisms that lead
to phase transitions in coordination. In recent experiments,
Fink et al. (2000) investigated the role of environmental infor-
mation in the dynamics of bimanual coordination. A central
finding that emerged from this study was that external infor-
mation may serve to stabilize states that would otherwise
have switched to more stable modes of coordination. Jirsa
et al. (2000) accounted for this effect by coupling the external
information parametrically to a set of limit cycle oscillators.
The main idea elucidated by the above studies is that percep-
tion and action, environmental information and the dynam-
ics of movement are inextricably linked (Kelso et al. 1990).
In this paper, we present an experimental strategy to fur-
ther examine the assumption that action and perception are
parametrically coupled. Further, based on previous models
(Haken et al. 1985; Jirsa et al. 2000; Kay and Warren 2001;
Kelso et al. 1990; Kay and Warren 1998), we derive a the-
oretical model for unimanual coordination and compare the
features of this model with the observed data.

2 Background and motivation

In order to understand the dynamics of the sensorimotor sys-
tem, the following elements must be specified.

1. The dynamics of the uncoupled movement system. Af-
ter (Schöner and Kelso 1988a,b,c), we refer to this as
the intrinsic dynamics. For our specific experiment, the
intrinsic dynamics comprises the rhythmic movement of
the finger without reference to the metronome. A number
of theoretical and experimental studies have addressed the
issue of intrinsic dynamics in different coordination situ-
ations. Rhythmic movement of the end effector has been
mapped onto the limit cycle of autonomous nonlinear
oscillators (Kay et al. 1987). This captures the experimen-
tal features of reproducible frequency–amplitude–veloc-
ity relationships. Kay et al. (1987) have demonstrated the
stability of human rhythmic movements through pertur-
bation experiments. Based on these studies, a concrete
limit cycle model can be formulated.

2. The environmental signal, here a rhythmic metronome.
This is operationalized in the present theoretical model
using a sinusoidally varying function of time.

3. The coupling between the external stimulus and the move-
ment system. This has been variously described using

linear (Schöner and Kelso 1988b,c) and parametric terms
(Jirsa et al. 2000; Kay and Warren 1998) to drive the
limit cycle oscillator. In what follows, we will argue that
given the hypothesis of a limit cycle model and a periodic
external signal, a linear driving is insufficient to charac-
terize the dynamics of the system, i.e. the driver must be
coupled to the system by higher-order terms.

As in Kelso et al. (1990), the present approach is based on a
model of bimanual coordination proposed by Haken, Kelso
and Bunz in 1985 (Haken et al. (1985)). The so-called HKB
model consists of two limit cycle oscillators coupled to each
other via a nonlinear coupling term. The equations of motion
read,

ẍi + (Ãx2
i + Bẋ2

i − γ̃ )ẋi + ω2xi = fi(x1, x2, ẋ1, ẋ2) , (1)

where,

f1(x1, x2, ẋ1, ẋ2) = (ẋ1 − ẋ2)(α + β(x1 − x2)
2) (2)

f2(x1, x2, ẋ1, ẋ2) = (ẋ2 − ẋ1)(α + β(x1 − x2)
2) . (3)

x1 and x2 represent the movement of the fingers. The sys-
tem is symmetric under exchange of x1 and x2. The left-hand
side consists of a linear self-excitation,γ ẋ, aVan der Pol term,
x2ẋ, and a Rayleigh term, ẋ3, for saturation. These compet-
ing influences define the functional form of the oscillator. The
right-hand side consists of a nonlinear coupling term depend-
ing on x1, x2, and their temporal derivatives. Equations (1, 2,
3) can be reduced to their steady-state amplitude and an equa-
tion describing the dynamics of the relative phase, φ1 − φ2
(Haken et al. 1985), where φ1 and φ2 are the phases corre-
sponding to x1 and x2, respectively. The amplitude terms are
adiabatically eliminated by assuming that the dynamics acts
on a time scale much faster than that of the phase variable. The
system can then be described by specifying the steady-state
amplitude, r , and an equation governing the order parameter
dynamics; here, the dynamics of the relative phase, φ,

r2 = γ̃

Ã + 3Bω2
(4)

φ̇ = −a sin φ − 2b sin 2φ , (5)

where, a and b are constants depending on α, β, and γ . The
phase Eq. (5) has fixed points at 0 and π corresponding to
in-phase and anti-phase modes of coordination seen in the
experiment. On increasing the frequency of movement, ω, the
anti-phase state becomes unstable through a reverse pitchfork
bifurcation. Beyond a threshold frequency given by,

ωc =
√

4γ̃ β + αÃ

−3αB
, (6)

the only stable fixed point corresponds to the in-phase mode
of coordination. This is in complete agreement with experi-
mental results. In Sect. 6, we will present examples of situa-
tions where an adiabatic elimination of the amplitude is not
possible, and consequently, show the existence of two routes
via which a transition in the phase can take place. Notice, in
Eqs. (1, 2, 3) the metronome makes only a non-specific con-
tribution to the dynamics of the system, moving the system
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through various coordinative states via a change in ω, without
actively participating in the dynamics. The HKB model does
not account for the presence of the metronome and in its
original form can be described as a model for the intrinsic
dynamics of the system. Recent experiments by Fink et al.
(2000) and Byblow et al. (1994) have established that the
metronome can modify the trajectories of movement. Fur-
ther, Fink et al. (2000) demonstrated that the presence of the
metronome causes not only local changes in the trajectory of
movement but also introduces global effects to the dynam-
ics, such as a shift of the critical frequency at which a phase
transition from anti-phase to in-phase modes of coordination
takes place. The local changes effected by the metronome,
in the context of unimanual movement coordination, will be
addressed in subsequent sections.

In light of these experiments, it becomes crucial to include
the metronome in (1). The HKB model correctly reproduces
a number of experimentally observed phenomena including
phase transitions, hysteresis (Kelso 1984), critical fluctua-
tions (Kelso et al. 1986) and critical slowing down (Scholz
et al. 1987) among others. Hence, it is prudent to retain the
HKB model at the core of other models that include envi-
ronmental influences in a description of the dynamics of uni-
manual (Kelso et al. 1990) and bimanual coordination. For
the latter, this was achieved by Schöner and Kelso (1988b)
and Jirsa et al. (2000). Schöner and Kelso (1988b) used an
additive linear driving term to describe the effect of the met-
ronome. The environmental information was introduced as
an additional force acting on the order parameter, φ, dynam-
ics attracting it to the phase of the metronome Schöner and
Kelso (1988c). In order to account for the results of Fink
et al.’s (2000) recent experiments, Jirsa et al. (2000) used a
parametric driving term to describe the effect of the metro-
nome. In the limit of negligible coupling to the metronome,
both these models reduce to the original HKB equations.
Using equations of motion proposed by Jirsa et al. (2000),
the coupling function becomes
f1(x1, x2, ẋ1, ẋ2, ε1, ε2) = (ẋ1 − ẋ2)

×(α + β(x1 − x2)
2) + ε1 cos �̃t + ε2x1 cos �̃t (7)

f2(x1, x2, ẋ1, ẋ2, ε1, ε2) = (ẋ2 − ẋ1)

×(α + β(x1 − x2)
2) + ε1 cos �̃t + ε2x2 cos �̃t , (8)

where ω is the frequency of the finger movement in (1), and �̃
is the frequency at which the metronome is presented. ε1 and
ε2 are the strengths of the linear and the parametric coupling
terms, respectively. In our description of unimanual coordi-
nation, we will use (7, 8). We make the following assumption.
The movement of one finger in response to a metronome can
be modelled by setting the movement amplitude in one of the
oscillators from (7, 8) to zero. The equation of motion of a
single finger performing rhythmic movement with a metro-
nome can now be written as follows,
ẍ1 + (Ax2

1 + Bẋ2
1 − γ )ẋ1 + ω2x1

= ε1 cos �̃t + ε2x1 cos �̃t , (9)
where
A = Ã − β, γ = γ̃ − α . (10)

The crucial element here is the presence of a parametric
driving term. Parametric driving leads to characteristic prop-
erties of the ε2 − �̃ parameter space. The parameter space
can be divided into stability and instability regions as shown
in Fig. 1.

The frequency of the metronome is plotted along the
x-axis and the strength of the parametric coupling term is
shown along the y-axis. The lighter regions indicate points in
the parameter space where an oscillatory state of a given fre-
quency, that is initially of small amplitude, will grow
exponentially. These regions, known asArnol’d tongues, cor-
respond to coordinative states where the movement of the fin-
ger is phase and frequency locked to that of the metronome.
Each Arnol’d tongue corresponds to a particular frequency
ratio. In the wider tongue, marked 1:2, the frequency of the
finger, ω, is subharmonically entrained to the frequency of
the metronome, �̃, that is, the oscillator completes one cy-
cle for two cycles of the metronome. In the 1:1 tongue, both
the oscillator and the driver have the same frequency. Stable
ω : �̃ (Finger frequency: metronome frequency) coordina-
tion modes are obtained for the following frequency ratios
(Jirsa et al. 2000).

ω

�̃
= k, k = 1

2
, 1,

3

2
, ... (11)

Earlier experiments have studied the dynamics of mul-
tifrequency coordination (Kelso et al. 1991; Treffner and
Turvey 1996; Peper et al. 1995) and theoretical models of
bimanual multifrequency coordination exist (DeGuzman and
Kelso 1991; Haken et al. 1996). Kay and Warren (1998) have
described multifrequency coordination using parametric

Fig. 1 Plot of the Arnol’d tongue structures seen for the parametrically
driven oscillator system described by Eq. (9). Along the x-axis are the
frequencies of the driver � and along the y-axis are the strengths of the
parametric coupling term ε2. The lighter regions are Arnol’d tongues.
The widest Arnol’d tongue corresponds to a 1:2 coordination mode.
The next widest region is the 1:1 mode. Other modes correspond to
ω/� = k, where, k = 3/2, 2... are progressively smaller. In the exper-
iment, we move from the 1:1 to the 1:2 coordination mode as the driving
frequency � is increased along the arrow shown in the figure
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driving to explain the coupling between gait and posture.
(see also (Kay and Warren 2001))

The goal of our experiment is to drive the system through
different coordination regimes, i.e. different frequency ra-
tios, by increasing the frequency of the metronome along
the direction shown in Fig. 1. In order to see frequency and
phase locking in the experiment, it is necessary that the Ar-
nol’d tongue structures are wide enough so that the system
does not fall into a qualitatively different solution due to tiny
perturbations that are inevitable in any biological system. In
our model, the broadestArnol’d tongues correspond to the 1:1
and 1:2 modes of coordination and there are no other stable
coordination modes in between. Experimentally and opera-
tionally, we refer to these as the single and double metronome
conditions, respectively. In the single metronome condition,
each cycle of the finger movement corresponds to one cycle
of the metronome, whereas in the double metronome con-
dition, each cycle of finger movement corresponds to two
cycles of the metronome.

3 Analytical and numerical results

As our starting point, consider (9). For the single metronome
condition, we assume ω = �̃, i.e. the intrinsic frequency of
the finger coincides with that of the metronome. For reasons
of mathematical convenience, we write, �̃ = 2�, that is, �
is half the metronome frequency. Here, we are interested in
solutions that lie within the 1:1 Arnol’d tongue. Consider the
following ansatz for the solutions,

x(t) = A0(t) + A1(t)e
2i�t + A1(t)

∗e−2i�t (12)

The oscillatory system evolves along a closed curve in a
two-dimensional phase space. The shifts in the center of mass
of the closed curve are described by a time-dependent real
quantity, A0. A1 and A∗

1 are time-dependent complex quanti-
ties that can further be split into a real amplitude, r ∈ �, and
phase, 0 ≤ φ < 2π , as follows,

A1(t) = r(t)eiφ(t) A∗
1(t) = r(t)e−iφ(t) (13)

As a first approximation, we can identify two relevant
time scales, a fast time scale corresponding to the frequency
of the metronome, 1/2�, and a slow time scale corresponding
to the dynamics of the variables, r(t) and φ(t). Hence, using
the slowly varying amplitude approximation, |Ȧ| << 2�|A|,
we obtain the following equations for the derivatives of (12),

ẋ = 2i�e2i�t + c.c , (14)

and

ẍ = (4i�Ȧ1 − 4�2A1)e
2i�t + c.c . (15)

Inserting (12, 14, 15) into (9), we obtain terms of the form

e2i�t , e−2i�t (16)

and

e6i�t , e−6i�t . (17)

Contributions from (17) are negligible due to the rotating
wave approximation (Haken 1983).

By adiabatic elimination, A0(t) can be expressed in terms
of A1(t) and A∗

1(t).

A0 = ε2

2ω2
(A1 + A∗

1) (18)

Using these approximations and with the substitutions
(12, 13, 14, 15) in (9), we obtain the following equations for
the amplitude and phase of the system,

ṙ =
(γ

2
− ε2

8ω2�
sin 2φ

)
r −

{
3

2
α�2 + β

2
+ βε2

4ω4

(cos 2φ + 1)

}
r3 − ε1

4�
sin φ , (19)

and

φ̇ = ω2 − 4�2

4�
− ε1

8�r
cos φ − ε2

2

16�ω2
(cos 2φ + 1) . (20)

Equation (20) for the phase consists of contributions from
linear and parametric driving terms. In order to simplify the
analysis, we assume that the contribution from the linear driv-
ing term is negligible, that is, ε1 << ε2, and r �= 0 because
the linear term enforces monostability (see Jirsa et al. (2000)).
In this section, we consider a situation in which the system
is far from a phase transition. A complete description is pro-
vided in Sect. 6. The steady-state value for the phase, φ, is
governed by the following equation,

cos 2φ = 4(ω2 − 4�2)ω2 − ε2
2

ε2
2

, (21)

which has two steady states corresponding to synchrony of
the metronome with peak flexion or peak extension. In order
to destabilize one of the solutions, we require a contribution
from the linear driving term. In our approximation, we set
ε1 = 0, thus neglecting the contribution from the linear driv-
ing. In Sect. 6, we will elaborate on the different mechanisms
of phase transitions when ε1 �= 0. Note that our experiment is
not designed to test this prediction explicitly, which is open
to future experimentation. Using (21) in (19), we obtain a
cubic equation of the form

Ar − Br3 = 0 , (22)

where the coefficients, A and B, are given by,

A = γ

2
− 1

8ω�

√
2(ω2 − 4�2)(ε2

2 − 2(ω2 − 4�2)ω2) (23)

and

B = 12α�2 + β

2
+ β

ω2(ω2 − 4�2)
. (24)

The amplitude is given by

r =
√

A

B
(25)

Figure 2 shows the amplitude response to a change in the
frequency of the environmental stimulus (�̃) that drives the
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Fig. 2 Plot of the amplitude associated with the most dominant fre-
quency of the oscillator ω as the frequency of the driver �̃ is increased.
The nonmonotonic behavior of the curve is characteristic of the reso-
nance structure of the oscillator system

oscillator, obtained by integrating Eq. 9 for different values
of �̃. The spectral power was computed using a discrete Fou-
rier transform on the steady-state time series associated with
a particular driving frequency. As the frequency is increased,
the system moves through the parameter space from the 1:1
to the 1:2 Arnol’d tongue along the line, as shown in Fig. 1.
Within an Arnol’d tongue structure, the amplitude shows an
inverted U-shaped dependence with increasing driving fre-
quency. Such nonmonotonic behavior originates due to the
finite width of theArnol’d tongue.

3.1 Double metronome condition

Here, we seek solutions such that ω = �̃/2 = �, i.e. the
frequency of finger movement is one half that of the metro-
nome. We use the following ansatz for the solutions within
the 1:2 Arnol’d tongue,

x(t) = A1ei�t + A∗
1e−i�t . (26)

The analysis follows the lines of the single metronome
condition. As before, A1 and A∗

1 are time-dependent coeffi-
cients that can be split into amplitude and phase components.

A1(t) = r(t)eiφ(t) A∗
1(t) = r(t)e−iφ(t) (27)

Performing the slowly varying amplitude and rotating
wave approximations, with (26, 27) in (9), we obtain the
following equations for the amplitude and phase of the oscil-
lator,

ṙ =
(

−3

2
α�2 + β

2

)
r3 +

(γ

2
− ε2

4�
sin 2φ

)
r (28)

and

φ̇ = ω2 − �2

2�
− ε2

4�
cos 2φ . (29)

Considering the steady-state solutions of (28) and (29),
we have for φ

cos 2φ = 2(ω2 − �2)

ε2
. (30)

Replacing this in (28), we obtain an equation describing
the steady-state amplitude.

Ar − Br3 = 0 (31)

where,

A = γ

2
− 1

4�

√
ε2

2 − 4(ω2 − �2)2 (32)

and

B = 3

2
α�2 + β

2
. (33)

The steady-state amplitude is given by,

r =
√

A

B
. (34)

As in the single metronome condition, here too, we ob-
serve an inverted U-shaped amplitude dependence. In Fig. 2,
the two humps correspond to the single and double metro-
nome condition, respectively.

3.2 Stochastic properties

A characteristic property of all biological systems is the pres-
ence of noise, the sources of which are both internal and envi-
ronmental. The movements are therefore not exactly repro-
ducible across trials or even across cycles of a single trial. In
order to account for the variability seen in the experimental
data, we must include noise in (9). The simplest way to do
this is by using an additive Gaussian noise term, ξ(t), with
the following properties.

〈ξ(t)〉 = 0, 〈ξ(t)ξ(t + τ)〉 = Q2δ(τ ), Q = 0.01 (35)

Schöner et al. (1986) studied the effects of noise for the
case of self-paced bimanual coordination. For a parametri-
cally driven oscillator, the trajectories of motion are asym-
metric in phase space. The variability is distinctly lower at
points of the trajectory that are coincident with peaks of the
external signal than at other points. In Figs. 3a and 3b, we
summarize the results of a numerical simulation obtained
from adding a Gaussian noise term to (9). Figure 3a describes
the single metronome condition for a particular driving fre-
quency. The driving frequency is at the center of the 1:1 Ar-
nol’d tongue (1.2 Hz). The points of peak flexion and exten-
sion are marked in the figure. Clearly, the trajectory shows
lower variability at peak flexion than at peak extension. This
effect can be attributed to the presence of a stimulus at peak
flexion which is absent at the opposite reversal point. Fig-
ure 3b shows the effect of the stimulus on the trajectories of
motion for the double metronome condition.A frequency was
chosen at the center of the 1:2 Arnol’d tongue. Here, unlike
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(a)

(b)

Fig. 3 Phase plane trajectories (position vs. velocity) obtained from
Eq. (9) with an additive Gaussian noise term. a Single metronome con-
dition: The frequency of the oscillator coincides with the frequency
of the metronome. A metronome beat is present only at flexion (ω =
2, �̃ = 2) b Double metronome condition: The frequency of the oscil-
lator is half that of the metronome. A metronome beat is present at
flexion and extension. (ω = 2, �̃ = 4). The other relevant parameters
are ε1 = 0.1, ε2 = 3

in the previous case, Fig. 3a, the trajectories are symmet-
ric in phase space. In the double metronome condition, the
environmental stimulus occurs at both peak flexion and peak
extension. Hence, the trajectories at the two reversal points
show similar variability. A discussion of these results will
follow in the next section where we compare the theoretical
predictions of the model with our experimental observations.

4 Experiment

In the experiment, subjects moved their index finger back and
forth on a parasaggital plane in accord with the frequency of
an external metronome. As the frequency of the driver was
increased, we expected subjects to move from a 1:1 to a 1:2

mode of coordination after passing through a region of phase
drift.

4.1 Participants

Nineteen right-handed subjects (14 male and 5 female aged
between 19 and 40 years.) took part in the experiment. Most
of the participants were volunteers from an undergraduate
class at Florida Atlantic University. All procedures were ap-
proved by the local Institutional Review Board for the protec-
tion of human subjects and participants signed consent forms
before taking part in the experiment.

4.2 Apparatus

Participants placed the index finger of their dominant hand
in a custom built manipulandum that restricted the motion of
the metacarpophalangeal joint to a single plane (see Kelso
and Holt (1980) for a complete description). Unnecessary
vertical and horizontal hand movements were restricted by a
padding placed against the sides of the hand. An angle cali-
brated potentiometer situated above the axis of motion was
used to measure the position of the index finger. Finger move-
ment was sampled at 128 Hz using an ODAU analog-digital
converter connected to an OPTOTRAK 3010 system. The
external metronome, consisting of a sequence of comfort-
ably sounding beeps, each of 40-ms duration, was sent to the
ODAU unit and a pair of headphones.

4.3 Procedure

Handedness was first determined using the Edinburgh Hand-
edness inventory. During the experiment, the frequency of
the metronome was increased from 2.5 Hz to 12 Hz in steps
of 0.5 Hz. Thirty cycles of the metronome were presented at
each frequency. At the end of each block of 30 cycles, the
metronome frequency was stepped up by 0.5 Hz. A single
trial consisted of 20 blocks (2.5–12 Hz) that were presented
continuously in order of increasing frequency. Each subject
performed five trials. Subjects were asked to coincide peak
flexion of the index finger of their dominant hand with the
onset of the auditory metronome. Since we did not perform a
similar task asking subjects to coincide peak extension with
the metronome beat, we cannot test for phase transitions from
extension to flexion with our present experimental design,
although such effects are well known (Kelso 1984). Prior to
the start of the experiment, participants were told, “if the ini-
tial pattern of movement changes, do not force yourself to
go back to it. Just continue with the pattern you find most
comfortable”.

4.4 Analysis

We first analyzed the metronome signal to find the onset of
the beeps. This information was used to divide the movement
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data collected over a given trial into frequency plateaus. Each
frequency plateau was coincident with a block of thirty met-
ronome beeps. We noted that the finger movement over a
given frequency plateau was almost sinusoidal. A discrete
Fourier transform was performed and a single dominant fre-
quency was obtained for each frequency plateau. The spectral
power associated with other frequencies was relatively small.
The most prominent frequency for a given frequency plateau
was chosen as the frequency of finger movement, ω, for that
plateau.

In order to classify a particular frequency plateau as 1:1
or 1:2, the following classification scheme was used. Let tP
denote the time of occurrence of a local maximum of the fin-
ger movement and tV a local minimum. The time of onset of a
metronome beat is denoted by tM . The cycles in which the pat-
terns or tM ≤ tV ≤ tP ≤ tM occur were classified as 1:1 coor-
dination cycles. The cycles in which the subjects performed
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Fig. 4 Classification of coordination patterns. The smooth curves are
the trajectories of finger movement and the rectangular pulses repre-
sent the metronome. Amplitude is measured in units of the angular
displacement (degrees). a An example of a pattern that was classified
as 1:1 coordination and b example of a pattern that was classified as 1:2
coordination. See text for details

the patterns tM ≤ tP ≤ tM ≤ tV or tM ≤ tV ≤ tM ≤ tP were
classified as 1 : 2 coordination cycles. Examples of cycles
that were classified as 1:1 or 1:2 are shown in Figs. 4a and b,
respectively. If, during a particular frequency plateau consist-
ing of 30 cycles, more than 80% of the cycles performed by
the subject were 1:1 coordination cycles, then the frequency
plateau was classified as a 1:1 coordination plateau. Similarly,
the 1:2 coordination plateaus consisted of conditions in which
more than 80% of the cycles were 1:2 coordination cycles. In
our experiment, the task involved a range of metronome fre-
quencies that were significantly higher than is traditionally
used in finger movement studies since we were looking for
subharmonic entrainment of the finger movement to the met-
ronome. We sampled twenty frequency plateaus per trial. The
sequence of metronome frequencies were presented in suc-
cession without a break in between frequency plateaus. Due
to this experimental design, we were compelled to restrict
the number of cycles per trial to 30 so that fatigue would not
be a significant issue. However, using merely 30 cycles for
higher frequencies implies that the length of each frequency
plateau is small (A 5-second plateau for a metronome fre-
quency of 6 Hz and less for higher frequencies). Therefore,
our frequency estimate has reduced accuracy with increas-
ing metronome frequency. Hence, a weak ordinal criterion to
identify mode locks (if 80% of the cycles in a frequency pla-
teau are 1:1, then the plateau is classified as such) had to be
employed. Thus, it cannot be said that a stable mode locking
was established.

5 Results

The results presented in this section will follow the steps in
our theoretical analysis. In order to characterize the oscil-
lator system and the coupling between its components, we
considered three aspects of the behavior.

1. The frequency of finger movement in relation to that of
the metronome.

2. The phase of finger movement at the point of onset of the
metronome.

3. The amplitude response for various driving frequencies.

5.1 Frequency

One of the primary goals of this experiment is to determine
whether a consistent frequency relationship exists between
the metronome and the movement of the subject’s index fin-
ger. In Figs. 5a, b, c, �̃ is the frequency of the metronome and
ω, the frequency of finger movement as defined above. The
regions in which the subject maintained a fixed frequency
ratio, �̃/ω, appear as horizontal plateaus in the figure.

Figures 5a, b, c presents the results from three subjects,
representative of the broad range of behavioral patterns seen
across all nineteen subjects. The ratio of the frequency of the
metronome to the frequency of finger movement, �̃/ω, was
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Fig. 5 The circles show the frequency ratios for five trials at each fre-
quency plateau, and the bars represent the standard deviation (see text
for details). ω is the frequency of finger movement and �̃ is the fre-
quency at which the metronome is presented. The data shown in a, b,
and c are from three subjects and are representative of the patterns seen
across all nineteen subjects
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Fig. 6 Plotted are the frequency of the driver � versus the ratio �/ω for
three possible coupling scenarios between stimulus and movement. The
dashed line represents the profile due to purely linear driving obtained
by setting ε1 = 0.1 and ε2 = 0. The solid line indicates parametric
driving obtained by setting ε1 = 0.1 and ε2 = 10. The dotted line
shows the behavior of the oscillator which, above a maximum thresh-
old frequency, exhibits a constant frequency of oscillation regardless of
the frequency of the driver.The other parameter values are from Eq. 9
are A = 1.5; B = 1; γ = 0.1; ω = 4

computed for each frequency plateau. The plotted ratio is the
mean of five 30-cycle plateaus with the same frequency for
a particular subject. The standard deviation across five trials
for each subject is shown as error bars in Fig. 5. Most sub-
jects show a distinct 1:1 mode of coordination followed by
a region where the ratio �̃/ω does not persist at a constant
value. In the 1:2 regime, the behavior varies continuously
across subjects, ranging from a strong pattern of frequency
locking (Fig. 5a) to no apparent frequency locking (Fig. 5c).
Within the context of driven limit cycle oscillators, we con-
sider three possibilities for the type of coupling. These are
illustrated in Fig. 6, which was generated by simulating a
driven oscillator under different conditions of driving:

1. The coupling between the metronome and the finger is
purely linear (Schöner and Kelso 1988c). This is depicted
by the dashed line in Fig. 6. A linear coupling implies that
the frequency of finger movement always coincides with
the frequency of the driver. Hence, we would expect to
see only one plateau in the figure, that of 1:1 coordina-
tion. This clearly violates the patterns of experimental
results observed. Hence, a purely linear driving term is
insufficient to explain our experimental findings.

2. The subjects were able to move their finger in a 1:1 pattern
until a certain threshold frequency was reached beyond
which they maintained a constant frequency. This is de-
picted by the dotted line in Fig. 6. Here, we assumed that
the oscillator performs 1:1 coordination until a threshold
frequency of 5 Hz, beyond which a constant frequency
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is maintained throughout the range of frequencies of the
driver. This compares with the behavior seen in Fig. 5c
where the subject performed 1:1 coordination until a fre-
quency of 4.5 Hz and then maintained an almost constant
frequency (mean = 5.4 Hz, standard deviation = 0.37)
throughout the rest of the trial. However, this possibility
alone does not account for the behavior seen in Fig. 5a.
Therefore, we must account for another possibility.

3. The coupling between the finger and the external driver is
achieved using a parametric driving term. This is depicted
in Fig. 6 by the solid line. Here, we see the existence
of two plateaus corresponding to a 1:1 and a 1:2 mode
of coordination. Compare this with the behavior seen in
Fig. 5a. Here, the subject clearly shows the presence of
two plateaus corresponding to the 1:1 and 1:2 modes of
coordination.

The behavior seen across all 19 subjects can be described
in terms of varying contributions from the latter two forms
of coupling and can be compared with the theoretical model
given by Eq. (9).

Our model predicts that the width of the Arnol’d Tongue
structures increases as a function of the strength of the para-
metric (ε2) driving term. This behavior is plotted as a function
of ε2 in Fig. 7 for both plateaus, 1:1 and 1:2. In order to com-
pute the width of each Arnol’d tongue for a particular driving
frequency, �̃, we first performed a discrete Fourier trans-
form on the steady-state time series obtained by numerically
integrating Eq. 9. The most dominant frequency was then
chosen as the frequency of the oscillator, ω. The width of the
1:1 Arnol’d tongue was determined by identifying the points
within |ω − �̃| < 0.1. Similarly, we computed the width
of the 1:2 Arnol’d tongue by identifying the points within
|ω − �̃

2 | < 0.1
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Fig. 7 Plotted is the width of the 1:1 (empty circles) and 1:2 (filled
circles) Arnold tongues as the strength of the parametric coupling term,
ε2, is varied. See text for details

In Figs. 8a, b we describe the broad range of behavior seen
across all 19 subjects. Each bar in the figure corresponds to
a single subject. The height of the bar represents the number
of frequency plateaus in which the subject demonstrated a
1:1 (Fig. 8a) or 1:2 (Fig. 8b) mode of coordination. The pro-
cedure identifying the width of a synchronization plateau is
described in Sect. 4.4. In Fig. 8, the subjects are arranged in
ascending order of the number of frequency plateaus in which
each subject showed 1:1 (Fig. 4a) or 1:2 (Fig. 4b) modes of
coordination. Here, 14 out of 19 subjects show significant pla-
teaus (as defined in the section 4.4) of at least 1.5 Hz width for
1:1 coordination, whereas 11 out of 19 subjects show plateaus
with at least 1.5 Hz width for 1:2 coordination. The variation
in the width of the synchronization plateaus (Figs. 8a-b) may
indicate a variation in the coupling strength across subjects.
The relationship between the coupling strength and the width
of the plateaus for our model is shown in Fig. 7.
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Fig. 8 Each bar corresponds to a subject and the height of the bar cor-
responds to the width of 1:1 a or 1:2 b frequency conditions. See text
for details
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5.2 Amplitude

In this section, we examine two aspects of the dynamics, the
amplitude response to a change in frequency and the effect
of the metronome on the trajectory of finger movement.

5.2.1 Amplitude–frequency relationship

As mentioned earlier, the movement is almost sinusoidal.
Since the frequency variability within a given frequency
plateau is small, we may use the spectral power associated
with the most dominant frequency as a measure of the ampli-
tude. Spectral power associated with the neighboring fre-
quencies does not cause a qualitative change in the amplitude
response function. Figure 9a shows the mean amplitude re-
sponse to a change in frequency for all 19 subjects.As the fre-
quency of the metronome is increased, the amplitude of finger
movement decreases consistently across subjects. Different
frequency-amplitude relationships, other than monotonically
decreasing, have been observed over limited ranges of the
frequency. Kugler and Turvey (1997) described an inverted
U-shaped behavior for a bimanual wrist-pendulum system.
The existence of a non-monotonic frequency-amplitude rela-
tionship has also been shown in single trials by Beek et al.
(2002). We found similar frequency-amplitude relationships
for some trials although this was quite variable across sub-
jects. In Fig. 9b, for example, the maxima of the amplitude
roughly coincide with the different frequency plateaus asso-
ciated with the 1:1 and 1:2 Arnol’d tongues in Fig. 5a. Both
these figures are obtained using data from the same subject.
Parametric excitation, as discussed in sections 3.1 and 3.2,
provides a straightforward explanation of the amplitude re-
sponse behavior observed in Fig. 9b. However, the data aver-
aged across subjects and trials show only a monotonic de-
crease in amplitude (Fig. 9a), and a finer structure that might
resolve the peaks in the region associated with the 1:2Arnol’d
tongue cannot be seen.

The experimental condition required subjects to coincide
peak flexion with the metronome beat. In frequency regimes
where the subjects performed a 1:1 coordination pattern,
peak flexion coincided with the metronome. At the opposite
reversal point, peak extension, the metronome was absent.
Figure 10a was generated using the data from one subject per-
forming in the 1:1 coordination mode at a frequency of 4 Hz.
Along the horizontal axis is plotted the position, and along
the vertical axis, the velocity of the finger. The boxes show
the regions corresponding to maximum flexion and extension
in the phase plane. Compare the spread of the trajectories in
the box marked ‘flexion’ with that in the boxmarked ‘exten-
sion’. The standard deviation is clearly lower (0.19) for peak
flexion compared to peak extension (0.40). The phase space
trajectory at 8Hz is plotted in Fig. 10b. Here, the subject
performed a 1:2 mode of coordination. In the 1:2 mode of
coordination, peak flexion and peak extension are coincident
with a metronome beat. This trajectory is more symmetric
than the one seen in Fig. 10a. In Fig. 10c, the standard devi-
ation of the position of the peaks of finger movement for a

Fig. 9 a Plot of the mean amplitude as a function of the frequency of the
metronome. The mean is obtained for each frequency plateau using data
from 19 subjects. The error bars show the standard deviation across 19
subjects for all trials. b The data are from one subject and averaged
across five trials. Here, we can see the presence of two peaks at 2.5 Hz
and 7 Hz. These features may correspond to the positions of the 1:1 and
1:2 Arnol’d tongues

particular frequency plateau was first computed and averaged
across five trials. The white bars in Fig. 10c show this aver-
aged quantity for a particular subject. The standard deviation
of peak extension was similarly computed and represented
by the black bars in the figure. The standard deviation at
peak flexion for low frequencies (<6 Hz) that correspond to
1:1 modes of coordination is markedly lower than for exten-
sion. A t-test was performed at a 95% confidence level. The
frequency plateaus where the standard deviation of exten-
sion was higher than flexion at this level of significance are
marked with an asterisk in Fig. 10c. At higher frequencies
(>6 Hz), the standard deviation for flexion and extension do
not show a similar relationship. Earlier studies in bimanual
coordination experiments have also shown the presence of
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Fig. 10 Experimentally obtained phase plane trajectories of finger
movement for one subject at frequencies of 4 and 8 Hz, respectively.
The boxes indicate the regions of peak flexion and extension. a At 4 Hz
(10A), the subject performs a 1:1 mode of coordination and a met-
ronome beat is coincident with peak flexion. b At 8 Hz, the subject
performs in a 1:2 coordination mode and the metronome is coincident
with both peak flexion and extension. c Standard deviation of the points
of peak flexion and peak extension are shown. The white bar shows
peak flexion and the black bars show peak extension. Frequency pla-
teaus where the standard deviation of extension is significantly higher
than flexion (p < 0.05) are marked with an asterisk

this phenomenon, referred to in the literature as anchoring
(Byblow et al. 1994). Fink et al. (2000) showed that the
presence of a metronome at both peak flexion and exten-
sion reduces the propensity to switch from an anti-phase to
an in-phase mode of coordination as compared to when the
metronome is present only at extension. Thus, the presence
of specific environmental information affects not only local
changes in the trajectory, but also induces changes in the
global behavior of the system. The anchoring phenomenon
demonstrated in our experimental results compares favor-
ably with that seen in Figs. 3a and b, which was obtained by
numerically simulating Eq. (9) in the presence of a Gaussian
noise term.

5.3 Phase

The finger movement data for each subject were divided into
frequency plateaus using the onset times of the auditory met-
ronome as a reference. We calculated the continuous phase
of the movement for each frequency plateau using a Hil-
bert transform. The points in the continuous-phase trajectory
that coincided with the onset times of the metronome were
extracted. For each frequency plateau, we obtained 30 such
points corresponding to 30 cycles of the metronome. This
method of evaluating the phase is equivalent to the commonly
used point estimate of the phase for a given cycle, which is
usually obtained using the time difference between a peak
of finger movement and the onset of the nearest metronome
peak. The trace in Fig. 11a shows the standard deviation for
each frequency plateau for each trial, averaged across all tri-
als for a given subject. Variability across trials is denoted by
the error bars. In Fig. 11b, the driving frequency, �̃, is plot-
ted along the x-axis and the ratio of the driving frequency
to the finger movement frequency is shown along the y-axis.

Fig. 11 a Standard deviation of the phase of finger movement as a func-
tion of the metronome frequency for one subject. Error bars represent
the deviation of these values across five trials. b A plot of the ratio �

ω
versus � for the same subject. See text for details
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The figure is obtained exactly as in Fig. 5 (see Sect. 5.1).
Figures 11a and b are from the same subject and are shown
together for comparison.

Figure 12a allows a further exploration of the causes of
variability near the borders of Arnol’d tongues. Shown is a
section of the time series of the continuous phase strobed
using the onset time of the metronome. The segment of the
time series shown corresponds to the edge of the 1:1 mode of
coordination and the region of phase drift. In the initial part
of the time series, the subject performs a 1:1 pattern with
respect to the metronome, that is, the onset times of each
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Fig. 12 a A plot of the phase of finger movement relative to the stim-
ulus onset for one subject. A segment of the data on the border of the
1:1 mode of coordination is chosen. The behavior shows three distinct
regions: a 1:1 coordination mode; a region where the drift is initiated;
and a region between the 1:1 and 1:2 modes of coordination. Each point
corresponds to the phase associated with one cycle of finger movement.
b Plot of the phase of finger movement at points of the movement coinci-
dent with a metronome beat obtained from a section of the experimental
data for one subject. The data shows phase slippages at t = 35 s and
resetting at t = 40 s

metronome cycle coincide almost precisely with some phase
of the movement cycle. The standard deviation of the phase
in this region is small as seen in Fig. 11a. The data in Figs. 11
and 12a, b are from the same subject. As the frequency of
the metronome is increased, the subject departs from the 1:1
mode of coordination. (Between 40 s and 55 s in Fig. 12a).
This introduces a small frequency difference between the
finger movement and the metronome. Each cycle of the met-
ronome strobes the movement at a phase that systematically
decreases over the successive cycles, thus introducing a slope
in the time series shown in Fig. 12a(between 40 s and 55 s).
The rate of the phase drift is proportional to the difference in
the frequency. In our experiment, we are constrained to use a
maximum of 30 cycles per frequency plateau. Over 30 cycles,
the strobed phase is distributed between 0 and 2π . However,
due to the small frequency difference, the entire [0, 2π) inter-
val does not get covered uniformly in thirty cycles. This is an
artifact of the small number of points that are used to sam-
ple this interval. A consequence of this non-uniformity at the
edge of an Arnol’d tongue is that, across trials, the variabil-
ity of the phase standard deviation becomes large compared
to the variability within an Arnol’d tongue. For higher met-
ronome frequencies in the region of drift, the points of the
continuous phase that coincide with the onset of the met-
ronome are distributed uniformly over the interval [0, 2π).
Therefore, in the drift region the standard deviation across
30 cycles of the metronome is large. However, due to the
uniform distribution over the [0, 2π) interval, the variability
across trials is small. This leads to a maximum in the vari-
ability of the standard deviation across trials at the edge of
an Arnol’d tongue. Similar maxima are observed at the edge
of the 1:2 mode of coordination.

In a small region within the 1:1 coordination mode, the
subject showed phase drift and then resumed in a 1:1 mode
of coordination. An example is shown in Fig. 12b. This kind
of behavior occurs in regions close to the edge of an Arnol’d
tongue where a small perturbation, due to intrinsic or envi-
ronmental noise, plunges the system into a region where the
solutions are qualitatively different.

6 Mechanisms of phase transitions

One of the crucial features of the HKB model is its ability to
characterize the observed phase transitions from anti-phase to
in-phase mode of coordination that accompany scalar changes
in cycling frequency (Kelso et al. 1981; Kelso 1984). This
phenomenon has also been established using more neural-
ly based approaches (Nagashino and Kelso 1992; Grossberg
et al. 1997; Jirsa and Haken 1997). Kelso et. al. (1990) have
demonstrated a similar transition for the case of a single limb
performing a rhythmic coordination task with a metronome.
Subjects were asked to perform an off-the-beat rhythmic task,
that is, peak flexion was coincident with a point between two
metronome beats. As the frequency of movement was in-
creased, subjects spontaneously shifted from an off-the-beat
to an on-the-beat pattern of coordination, analogous to a jump
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from an anti-phase to an in-phase coordination state seen in
bimanual experiments. Research conducted using EEG and
MEG (Kelso et al. 1992, 1999; Mayville et al. 2001) has con-
sistently shown that a phase transition in behavior from an
anti-phase to an in-phase mode of coordination is accompa-
nied by changes in patterns of neural activity. In this section,
we will examine how such a transition can be effected and in
the process postulate the existence of two types of transitions,
a phase-mediated transition and an amplitude-mediated tran-
sition. Consider the equations of motion of the system in the
plane spanned by the amplitude, r , and the phase, φ.

ṙ = f (r, φ), φ̇ = g(r, φ) (36)

The above equations are referred to as the complete system.
The complete system may operate on different time scales,
for example, the time scale of change in the amplitude vari-
able, r , may be radically different from that of the phase var-
iable, φ. The presence of distinct types of transitions arises
from a separation of time scales. The faster time scale can
be adiabatically eliminated and the slower time scale then
dictates the subsequent behavior of the system. For the case
of a phase-mediated transition, the amplitude rapidly decays
to its steady-state value and the entire dynamics can then be
described by the phase variable (Haken 1983).

r = f1(φ) φ̇ = g(f1(φ), φ) (37)

The HKB model is an example of a system that exhibits a
phase-mediated transition (Haken et al. 1985). Adiabatically
eliminating the amplitude, we arrive at Eqs. (4, 5) for the
dynamics. The numerically generated time series in Fig. 13a
shows that the transition takes place over a few cycles without
any change in the amplitude.

For the case of an amplitude-mediated transition, the
dynamics of the phase takes place at a time scale much faster
than that of the amplitude. The steady-state value of the phase
can now be replaced in the amplitude equation to obtain the
entire dynamics of the system.

ṙ = f (r, g1(φ)) φ = g1(r) (38)

An example of an amplitude-mediated transition is seen in
the equations for a parametrically paced version of the HKB
oscillators. Transitions in coordination are usually described
in polar coordinates, where the relative phase jumps through
π and the amplitudes are positive.Alternatively, the phase can
be held constant while the amplitude crosses over to a nega-
tive value. This description has been advanced by Jirsa et al.
(2000). The time series shown in Fig. 13b was obtained by
numerically simulating Eq. (9).A phase transition is achieved
through an amplitude-mediated mechanism where the ampli-
tude of the oscillation dies down and comes up again in the
opposite phase.

Figure 14 illustrates the two different mechanisms for
phase transitions. Along the horizontal axis is plotted the
phase of the oscillator. The amplitude, r , is plotted along
the vertical axis. In a phase-mediated transition, described
by Eq. (37), the amplitude remains constant while the phase
performs a transition through π . In an amplitude-mediated
transition (38), the amplitude decreases and then grows, but
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Fig. 13 Two kind of phase transitions. a Time series of a coupled
oscillator system showing a phase-mediated transition. The trajecto-
ries are obtained by integrating the HKB model (equations 1, 2, and
3). The transition takes place over a few cycles without a significant
change in the amplitude of the oscillation. The solid and the dotted lines
are the time series of each oscillator of the coupled oscillator system.
b Time series of a parametrically driven oscillator given by (9) showing
an amplitude-mediated transition

in the opposite phase. With this general description of phase
transitions in hand, let us now examine the kind of transitions
observed in our model. The equations of motion for the com-
plete system are given by Eqs. (19, 20). Here, we consider
only the single metronome condition, that is, the frequency
of finger movement coincides with that of the metronome.
In the φ̇ equations, we notice contributions due to linear and
parametric driving terms. A parametric driving term leads
to bistability, that is, there are two stable fixed points in the
phase space of the system and depending on initial condi-
tions the system tends towards one of the fixed points. Linear
driving enforces monostability in the system by destabilizing
one of the fixed points. The state of the system, monostability
or bistability, is determined by the relative contributions of
the two terms. From Eq. (20), we can see that the amplitude
plays a crucial part in the transition. The contribution from
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Fig. 14 Two mechanisms of phase transitions in rhythmic coordination,
an amplitude- and a phase-mediated transition in the plane spanned by
the amplitude, r , and the phase, φ

the linear driving term depends inversely on the amplitude.
As the amplitude of the oscillator approaches zero, this con-
tribution far outstrips that of the parametric driving term and
the system becomes monostable. The local dynamics in the
vicinity of a transition can be classified as an amplitude-
mediated transition. In Figs. 15a and 15b, we numerically
integrated Eqs. (19) and (20) to obtain the time series of the
amplitude and the phase of the complete system. Coincident
with the drop in amplitude (Fig. 15a), the time series of the
phase (Fig. 15b) shows a transition π/2 to −π/2.

Due to the presence of the 1/r term in the phase equation,
we cannot adiabatically eliminate the phase for the entire time
course. However, in the neighborhood of a phase transition
the trajectory in the r vs φ space does not show any change in
the direction of the phase variable, i.e. φ̇ = 0. Figures 16a–
c describe the dynamics of the system in the r − φ plane.
Consider the set of points with ṙ = 0. These are called the r
nullcline. The set of points with φ̇ = 0 are called the φ null-
cline. The arrows shown in Figs. 16a–c point in the direction
of the flow of the vector field given by Eqs. (19, 20).At points
on the r nullcline, the r component of the flow is zero, that
is, the arrows point in the horizontal direction. At points on
the φ nullcline, the φ component of the flow is zero, that is,
the arrows point in the vertical direction. The intersections of
the r and the φ nullclines are the fixed points of the system.

Figures 16a–c show the nullclines and the flow directions
in the r − φ plane for different values of the strength of the
linear driver, ε1. As mentioned earlier, the relative contribu-
tions of linear, ε1, and parametric, ε2, driving terms determine
the monostability or bistability of the system. In Fig. 16a,
ε1 = 0.05. Here, the contribution due to the linear driving
term is negligible and the system shows the presence of three
fixed points, two stable and one unstable.As ε1 is increased to
0.1 in Fig. 16c, one of the stable fixed points and the unstable
fixed point coalesce and disappear and all the trajectories con-
verge to the remaining stable fixed point, that is, the system
becomes monostable. Preliminary data from DeGuzman et al.
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Fig. 15 Plot of the time series of the amplitude, r , (a) and the phase,
φ, (b) during an amplitude-mediated transition obtained by simulating
equations (19) and (20). A drop in the amplitude is accompanied by a
jump in the phase through an angle π . A = 1.5; B = 1; γ = 1; ε1 = 0.1;
ε2 = 3; ω = 2

(2002) provide some confirmation of an amplitude-mediated
transition mechanism for the case of bimanual coordination.
The experiment compared data from two experimental para-
digms, that is, coordination of cyclical finger movements with
and without a metronome. DeGuzman et al. (2002) report that
in the presence of an external metronome subjects perform a
transition from anti-phase to in-phase coordination states via
an amplitude-mediated mechanism in 70% of all trials exam-
ined. In contrast, in the self-paced case, that is, coordination
in the absence of a metronome, subjects showed phase-med-
iated transitions in about 80% of the trials examined. The
self-paced case can be clearly described using the original
HKB equations. However, in order to describe the results for
the metronome-paced case, one would require the presence
of a linear and a parametric driving term.
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Fig. 16 Plots of the amplitude, r , and the phase, φ, as a function of
increasing the strength of the linear coupling, ε1, showing the mecha-
nism of an amplitude-mediated transition for (19, 20). The solid dots
represent the fixed points of the system. The arrows show the approx-
imate direction of the flow in the space spanned by the amplitude, r ,
and the phase, φ. See text for details

7 Summary and conclusions

The chief motivation behind this study was to examine the na-
ture of action-perception coupling in the coordination
dynamics of movement. Rhythmic movements, driven by a
periodic stimulus, present a paradigm that is ubiquitous in
nature and has the additional advantage of being accessible

in terms of well-studied ideas of oscillator theory. Numerous
experimental and theoretical studies have demonstrated the
appositeness of this approach. We employed a limit cycle
oscillator, based on the Haken–Kelso–Bunz model, to de-
scribe the intrinsic dynamics of the system. The external met-
ronome was operationalized by a periodic external stimulus.
Our central hypothesis was that the coupling between the
external metronome and the intrinsic dynamics of the sys-
tem cannot be described by a purely linear driver. Therefore,
a minimal description of the system must use a parametric
driving term. Here, we described an experimental strategy to
verify this hypothesis. Parametrically driven limit cycle oscil-
lators are characterized by the presence of Arnol’d tongue
structures (as shown in Fig. 1). The experiment consisted of
driving the system through different regions of the parameter
space to extract signatures of the Arnol’d tongue structures
using frequency, amplitude, and phase measures. The syn-
chronization behavior exhibited by subjects clearly showed
the presence of 1:1 and 1:2 coordination regimes. Signatures
of the 1:1 and 1:2 Arnol’d tongue structures were also seen in
the reduced standard deviation of the phase associated with
these regions (Sect. 5.3). Experimentally observed anchoring
phenomena were shown to be a consequence of parametri-
cally driving the limit cycle oscillator. The model presented
accounts for bistability, and a transition from bistability to
monostability as observed in unimanual coordination exper-
iments. The main new feature of our theoretical model is the
existence of two mechanisms via which a phase transition can
be achieved, an amplitude-mediated transition and a phase-
mediated transition. The transitions follow mutually orthog-
onal paths to a steady state. A possible quantification of the
degree of phase or amplitude mediation can be described by
examining the movement trajectories in the space spanned by
the amplitude and phase of finger movement. Before a tran-
sition, the fluctuations in the direction of the slower variable
should be significantly lower than that of the fast variable.
This prediction is now open to further experimental tests.
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