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Abstract In detailed simulations we present a coordinated
delayed feedback stimulation as a particularly robust and
mild technique for desynchronization. We feed back the mea-
sured and band-pass filtered local field potential via sev-
eral or multiple sites with different delays, respectively. This
yields a resounding desynchronization in a naturally demand-
controlled way. Our novel approach is superior to previ-
ously developed techniques: It is robust against variations
of system parameters, e.g., the mean firing rate. It does not
require time-consuming calibration. It also prevents inter-
mittent resynchronization typically caused by all methods
employing repetitive administration of shocks. We suggest
our novel technique to be used for deep brain stimulation in
patients suffering from neurological diseases with patholog-
ical synchronization, such as Parkinsonian tremor, essential
tremor or epilepsy.

1 Introduction

Pathological synchronization is a hallmark of several neu-
rological diseases like Parkinson’s disease (PD) or essential
tremor (Alberts et al. 1969; Nini et al. 1995). For example,
Parkinsonian resting tremor is caused by a pacemaker-like
population of neurons which fires in a synchronized and peri-
odical way (Alberts et al. 1969). In contrast, in healthy sub-
jects these neuronal populations fire in an uncorrelated, i.e.
desynchronized manner (Nini et al. 1995). In patients who
do not respond to drug therapy, electrical deep brain stimula-
tion (DBS) is administered via depth electrodes chronically
implanted in the thalamic ventralis intermedius nucleus or
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the subthalamic nucleus (Benabid et al. 1991, 2002). To this
end, a permanent high-frequency (>100 Hz) periodic pulse
train stimulation is used.

The mechanism of high-frequency DBS is not yet suffi-
ciently understood. High-frequency DBS basically mimics
the effect of tissue leasoning and appears to block neuro-
nal activity in relevant target areas (Benabid et al. 2002).
High-frequency DBS is the standard therapy for medically
intractable patients suffering from Parkinson’s disease and
essential tremor. Standard DBS (SDBS) has been developed
empirically, mainly based on experimental results and clin-
ical observations. However, in some patients DBS may not
help, or may cause side effects, or the therapeutic effects may
disappear over time (Volkmann 2004). To find milder and
more effective DBS techniques, a model-based development
of novel stimulation protocols has been initiated (Tass 1999,
2002a,b, 2003a). For this, relevant target areas were mod-
eled mathematically and novel stimulation techniques have
been developed using stochastic phase resetting principles
(Tass 1999).

In a first clinical study performed during electrode implan-
tation, we have shown that the coordinated reset via several
sites can suppress the peripheral tremor, even if the stan-
dard high-frequency DBS has no tremor suppressive effect
(Tass et al. 2005). To achieve a coordinated reset of neural
subpopulations one administers short high-frequency pulse
trains via N stimulation sites, with a delay of T/N between
the different resets. T approximates the mean period of the
rhythm which has to be desynchronized. The coordinated
reset splits a large synchronized population into a so-called
N -cluster state, i.e. into N subpopulations, where the mean
phases of the subpopulations are equally spaced within a unit
cycle [0, 2π ]. In the course of the resynchronization, when
the stimulation is off, the neuronal population transiently
passes through a desynchronized state. Hence, to maintain
a desynchronized firing, a coordinated reset has to be per-
formed repetitively. The disadvantage of this approach is that
a desynchronized state cannot be maintained in a stable way.
Rather, due to the repetitive stimulus administration, the neu-
ronal population bounces between an N -cluster state and an
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in-phase synchronization, spending most of the time in the
transient desynchronized state in between.

In this paper we present a technique for the desynchro-
nization of a strongly synchronized target population, where
the desynchronized state is permanently and robustly main-
tained in a stable way without intermittent occurrence of
resynchronization. The idea of the novel stimulation tech-
nique is as follows. In principle, perfect desynchronization
can be achieved by stimulating all neurons individually, each
with its own electrode and its own resetting stimulus (Tass
2003a). Stimulation signals which are appropriate to reset a
single neuron are single pulses or pulse trains (Tass 2003a,b)
as well as smooth signals such as sine waves (Tass 2002a).
However, stimulating thousands of neurons, each with its
own electrode, would damage the tissue and is, hence, not
practicable. Nevertheless, we can approximate an individual
control mode by a stimulation via several or multiple sites,
where the stimulation via multiple sites might be realized by
neurochip technology. For the sake of simplicity let us first
consider a sinusoidal signal. It provides us with a soft control
of the phase of the neuron, such that there is no strong pertur-
bation of the frequency of the neuron, but an individual phase
shift is induced (Richardson et al. 2003). Furthermore, if these
harmonic signals are presented at different sites within the
population they superpose, each neuron receives a combina-
tion of all these stimulation signals. These superposing sig-
nals form a new stimulation signal with a new phase shift for
each neuron individually. For example, if two sinusoidal sig-
nals S1(t) = A1 sin(ωt + θ1) and S2(t) = A2 sin(ωt + θ2),
with phase shifts θ1 and θ2, are superposed, we get S1 +S2 =
A sin(ωt + θ) with A =

√
A2

1 + A2
2 + 2A1A2 cos(θ2 − θ1)

and tan θ = (A1 sin θ1 +A2 sin θ2)/(A1 cos θ1 +A2 cos θ2),
which results in a new sinusoidal signal with a new phase
shift. Figure 1 illustrates the effect of the superposition of
the stimulation signals. Two electrodes deliver signals with
different phases, so that each neuron is reseted by a combined
stimulation signal with its own individual phase depending
on the location of the neuron with respect to the stimulation
electrodes.

Next, we have to choose appropriate stimulation signals
instead of the rigid sine signals used for the illustration above.

S1 + S2 

S1 S2

Fig. 1 The superposition of stimulation signals S1 and S2 creates stim-
ulation signals with spatially varying phase shifts

Superposition-induced desynchronization can elegantly be
realized in a demand-controlled way by using the delayed
band-pass filtered local field potential (LFP) as stimulation
signal. For this, the LFP has to be measured, amplified and
feedback into the target population with different time delays
via different stimulation sites, respectively. Strong synchroni-
zation of the target population leads to large variations of the
LFP and, consequently, to strong stimulation signals. In con-
trast, in the case of an uncorrelated firing, the LFP has small
variations, especially if a large number of neurons contribute
to the LFP so that practically nothing is fed back. This real-
izes a demand-controlled stimulus administration in a natural
way.

Below we consider stimulation protocols with four stim-
ulation sites such that the LFP is fed back with four different
time delays separated from each other by T/4, where T
is close to the mean period of the oscillatory neurons. We
demonstrate the novel stimulation technique by applying it
to a mathematical model which accounts for the important
dynamical properties of the neuronal target population.

2 Mathematical model

We use a microscopic model which is based on physiology.
The model mimics the dynamical behavior of a population
of neurons of the subthalamic nucleus (STN), displaying an
oscillatory activity which is characteristic for Parkinson’s dis-
ease (Nini et al. 1995). We use the well known Morris-Le-
car equation as spike generator (Morris and Lecar 1981). In
dimensionless form the dynamics of the membrane potential
vj of the j th neuron is described by the following set of
equations

C
dvj

dt
= −gcaminf(vj )(vj − vca)

−gkwj (vj − vk) − gl(vj − vl) + Ij , (1)
dwj

dt
= φ

[winf(vj ) − wj ]

τw(vj )
, (2)

with minf(v) = 0.5[1+tanh{(v−v1)/v2}], winf(v) = 0.5[1+
tanh{(v−v3)/v4}] and τw(v) = 1/ cosh{(v−v3)/(2v4)}. The
parameters C, gca , gk , gl , vca , vk , vl , φ, v1, v2, v3, and v4 are
adjusted following (Rinzel and Ermentrout 1989) and listed
in the caption of Fig. 2. The external current Ij is composed
out of a slow varying current I slow

j important for the genera-
tion of bursting activity, a noise component I noise

j , a current
due to synaptical coupling I

syn
j and a stimulation current I stim

j .
A slowly varying current I slow

j which has been proposed
by Rinzel and Ermentrout (1989) as a source of bursting

behavior is introduced
dI slow

j

dt
= ε[(v� − vj (t − τi))−αI slow

j ],
where v�, ε, and α are parameters. This models the inhibi-
tory feedback from the globus pallidum exterior (GPe). The
neurons in this area are excited by the STN activity and, with
a time delay τi , the inhibitory effects from the GPe result in
an inhibition in (1) (Hauptmann and Mackey 2003). Noise
introduced by external and internal sources is modeled by
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a spatially incoherent exponentially correlated noise source
I noise
j (Dolan et al. 1999). A constant current I const

j adjusts
the spike generator with respect to the onset of oscillatory
behavior necessary for the bursting activity.

The neurons within the STN are coupled by excitatory
synapses. The synaptic interaction is modeled as suggested
by Terman et al. (2002). The post-synaptic effect of an action
potential spreading from neuron k is calculated at the source
neuron side. The action potential results in an opening of the
corresponding ion gates according to dgs

k

dt
= αs

1
1+e−(vk−θs )/σs

(1 − gs
k) − βsg

s
k , where αs , θs , σs , and βs are parameters

listed in the caption of Fig. 2. The local gating variables gs
k

are weighted with a distance-dependent function and are mul-
tiplied with a maximal gating term and the potential differ-
ence corresponding to the glutamatergic synapses present in
the STN. The resulting synaptic current I

syn
j (t) driving the

j th neuron is given by I
syn
j (t) = ḡs(vj − vs)

c1

N
√

2πσg

∑
k exp

−||xj−xk||2
2σ 2

g
gs

k(t), where ||xj − xk|| is the distance between the

kth and the j th neuron. c1 is a normalization factor and ḡs ,
vs , and σg are parameters. N is the number of neurons in the
population. The details of connections within the populations
on which most of the current studies of Parkinsonian disease
focus, the basal ganglia, are poorly understood (Terman et al.
2002). However, from other areas we know that rather local
than global connections are realized (Traub and Miles 1991;
Hellwig 2000).

The stimulation is formed by the band-pass filtered and
time delayed LFP detected by a center electrode (see Fig. 2a).
The LFP V f (t) = Re

4π

∑N
j=1

Ij (t)

rj
is calculated using the

method proposed by Nunez (1981), where rj is the distance
between neuron j and the recording electrode, Ij (t) are the
ionic currents defining the dynamical behavior of neuron j ,
see (1). Re is the extracellular resistivity, which is assumed
to be homogeneous. The LFP is band-pass filtered by using
a damped harmonic oscillator.

In our stimulation protocols, the stimulation is admin-
istered via four electrodes located within the network. The
time delay is related to the mean period T of the neural activ-
ity. The resulting effect of the stimulation I stim

j (t) on the j th
neuron induced by the four electrodes is given by I stim

j (t) =
csX(t)

∑4
k=1 e−2||xj−Xk||Ṽ f

k (t − τk), where ||xj − Xk|| is the
distance between the kth electrode and j th neuron, and cs

is the parameter which controls the strength of the stimula-
tion. X(t) determines the onset and offset of the stimulation
and Ṽ

f

k (t − τk) is the time delayed (delay τk) and band-
pass filtered LFP presented through the kth electrode. The
external currents Ij (t) for the j th neuron in (1) are given by
Ij (t) = I slow

j + I noise
j (t) + I const

j + I
syn
j (t) + I stim

j (t).
In the stimulation protocols below we consider a setup,

where a strongly synchronized neuronal population (popu-
lation 1) acts as a pacemaker and drives another population
(population 2), which gets synchronized only because of the
driving. For example, the pacemaker-like population in the
basal ganglia and thalamus drives cortical motor areas which
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Fig. 2 First stimulation protocol: The LFP is measured in population
1 which is permanently stimulated by the delayed feedback stimula-
tion during t ∈ [15, 45]. a Schematic plot of the stimulation setup. b
LFP of population 1. c LFP of population 2. d Membrane potentials
of four representative neurons of population 2 before stimulation (left)
and during stimulation (right). e Synchronization measure R of pop-
ulation 1 (R1, red) and 2 (R2, black). f Mean stimulation current. g
Logarithmic plot of the p-value of the Kuiper test of population 1 (p1,
red) and 2 (p2, black). Lower and upper dashed lines indicate the cor-
responding 1st and 99th percentile of the corresponding prestimulus
distribution [−10, 15]. b,c,e–g Vertical lines indicate onset and offset
of the stimulation. Parameters: N1 = 100, N2 = 100, gca = 1.0,
gk = 2.0, gl = 0.5, vca = 1.0, vk = −0.7, vl = −0.5, v1 = −0.01,
v2 = 0.15, v3 = 0.1, v4 = 0.145, C = 1.0, φ = 1.15, ε = 0.002,
v� = −0.22, α = 0.0, τi = 10, I const

j = 0.075, σg = 0.5, Dnoise =
0.00001, αs = 0.1, βs = 0.05, θs = 0.2, σs = 0.02, ḡs = 0.4/0.05,
vs = −0.85, Re = 1, τ1 = 0.125T , τ2 = 0.375T , τ3 = 0.625T ,
τ4 = 0.875T (T = mean period of the system), c1 = 2.1765, cs =
0.011, X(t) = 1 for t ∈ [15, 45] and X(t) = 0 otherwise, ta = −10,
tb = 15
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induce the peripheral shaking (Volkmann et al. 1996). We
model two neuronal populations (Fig. 2a): A driver (pace-
maker) and a population (cortex) driven by the pacemaker via
synaptic connections. Within each population the coupling is
local, respectively, whereas the coupling strengths between
the two populations are randomized and obey a Gaussian dis-
tribution. To study the challenging situation of strong driv-
ing, we assume that the mean coupling within the driving
population is equal to the mean coupling between the two
populations. The excitatory coupling between pacemaker and
driven system is given by ḡs = 0.4. Within the driven popula-
tion weak excitatory synaptic coupling exists, which by itself
does not induce synchronization (ḡs = 0.05). For illustration,
we represent the neurons in the populations as arranged in
square lattices and four stimulation electrodes are equally
spaced within the population. The fifth measuring electrode
is positioned in the center of the neuron population (Fig. 2a).

3 Results

We define the phase �j(t) of the individual neuron j by
standard interpolation (Pinsky and Rinzel 1995): �j(t) =
2π t−tk

tk+1−tk
, where t ∈ [tk, tk+1], and tk is the onset time of

the kth burst of the neuron. The phases enable us to assess
the extent of in-phase synchronization of a population with
the standard order parameterR(t) exp [i�(t)] = 1

N

∑N
j=1 exp

[i�j (t)], where R is the synchronization measure and �
is the mean phase (Kuramoto 1984). 0 ≤ R(t) ≤ 1 for all
times t , where complete absence of in-phase synchronization
corresponds to R = 0, whereas perfect in-phase synchroni-
zation is characterized by R = 1.

Another quantity for the characterization of synchronous
dynamics is the Kuiper test which is a circular version of
the Kolmogorov–Smirnov test. For a given distribution of
phases {�1, . . . , �N } at time t it provides us with the proba-
bility p(t) (the so-called p-value), with which {�1, . . . , �N }
has to be considered as a uniform distribution (Kuiper 1960;
Batschelet 1981). If p = 1, {�1, . . . , �N } is a uniform dis-
tribution and there are no synchronized or clustered states
whatsoever, cluster states may not be detected by the stan-
dard order parameter R (Tass 1999). If p is close to 0, the
neuronal population is synchronized, in-phase or in a clus-
ter state. The first and the 99th percentile of the prestimulus
distributions {p(t)}t∈[ta ,tb] provide confidence levels, which
allows one to determine whether a stimulus causes a signifi-
cant change of the corresponding distribution of the phases.

The mean stimulation current is calculated by averaging
the absolute values of the stimulation currents over the whole
ensemble of N neurons < |I stim(t)| >= 1

N

∑N
j=1 |I stim

j (t)|.
Below we describe four exemplary stimulation protocols for
the desynchronization of the strongly synchronized neural
populations.

1. Desynchronization of the pacemaker using its LFP (Fig. 2):
The synchronization in the pacemaker is caused by a strong
excitatory coupling within the population. The LFP used for
stimulation is measured within the pacemaker (Fig. 2a). The

vertical bars indicate the on- and offset of the stimulation.
The stimulation causes an instantaneous desynchronization
of population 1, which shows up as a decrease of its LFP
(Fig. 2b), a suppression of the synchronization measure R
(Fig. 2e), and p-values close to 1 (i.e. log10 p close to 0) indi-
cate an optimal, nearly uniform desynchronization (Fig. 2g).
Due to missing synchronized synaptical input from the desyn-
chronized population 1, population 2 gets desynchronized,
too (Fig. 2c,e,g). The mean stimulation current plotted in
Fig. 2f approaches zero because of its direct relation to the
LFP of population 1: A weak stimulation input is sufficient to
prevent the desynchronized population 1 from resynchroni-
zation. Note, the stimulation does not influence the bursting
activity of the neurons (Fig. 2d). A decisive disadvantage
of this stimulation protocol is the simultaneous stimulation,
measurement and LFP recording at nearby sites. In experi-
ments, the stimulation current exceeds the measured currents
by a factor of 106. Consequently the LFP can be corrupted
by stimulation artifacts and it might be difficult to use it as
a feedback signal. We here present two methods in order to
overcome this obstacle.
2. Desynchronization of the pacemaker using the LFP of the
driven population (Fig. 3):

The first method simply uses the LFP of the driven pop-
ulation as feedback signal (Fig. 3a). The local separation of
stimulation and recording sites guarantees that the feedback
signal is not corrupted by stimulation artifacts. Nevertheless
the stimulation effect is as good as in Fig. 2.
3. Desynchronization of the pacemaker by intermittent stim-
ulation with its own LFP (Fig. 4):We propose another method
to overcome the obstacle of protocol 1. Stimulation and
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Fig. 3 Second stimulation protocol: The LFP is measured in popula-
tion 2. Population 1 is permanently stimulated by the delayed feedback
stimulation during t ∈ [15, 45]. a Schematic plot of the stimulation
setup. b LFP of population 1. c LFP of population 2. The synchroni-
zation measures R and the p-values of the Kuiper test show similar
behavior as in Fig. 2. Parameters are as in Fig. 2
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Fig. 4 Third stimulation protocol: The LFP is measured in population 1
which is intermittently stimulated by the delayed feedback stimulation
during t ∈ [15, 45]. a Schematic plot of the stimulation setup. b LFP of
population 1. c LFP of population 2. d Mean stimulation current. R and
the p-values of the Kuiper test are similar to Fig. 2. The time delays are
extended to τ1 = 0.125T + T , τ2 = 0.375T + T , τ3 = 0.625T + T ,
τ4 = 0.875T + T (T = 200 ms: mean period of the system). Other
parameters are as in Fig. 2

recording are no longer performed simultaneously, but con-
secutively in a periodical manner: The stimulation is ap-
plied during short intervals without parallel measurement.
These stimulation epochs are preceded by longer measure-
ment intervals during which no stimulation is performed
(Fig. 4). Note that the time delays cannot be smaller than the
duration of the stimulation intervals. Even though stimula-
tion is repetitively presented for 200 ms, each time preceded
by a measurement period of 400 ms (Fig. 4), good desyn-
chronization is achieved. Moreover, due to this intermittent
type of stimulation the total stimulation current used is nearly
three times lower than the total stimulation current used in
the protocol of Fig. 2. If the length of the measurement peri-
ods is short compared to the time scale of the resynchroni-
zation, no significant resynchronization occurs during these
periods (Fig. 4).
4. Desynchronization of the driven neuronal population using
its own LFP (Fig.5): We apply the technique from Fig. 2
directly to the driven population. This is to demonstrate that
our stimulation technique does not require that we stimu-
late the pacemaker directly. Rather we can also effectively
desynchronize a neuronal population, which is driven by the
pacemaker, by only stimulating the particular driven popu-
lation. To avoid stimulation artifacts of the feedback signal,
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Fig. 5 Fourth stimulation protocol: The LFP is measured in population
2 which is permanently stimulated by the delayed feedback stimulation
during t ∈ [15, 45]. a Schematic plot of the stimulation setup. b LFP
of population 1. c LFP of population 2. d Synchronization measure R
of population 1 (R1, red) and 2 (R2, black). e Mean stimulation current.
Parameters are as in Fig. 2

in medical applications one has to perform an intermittent
stimulation (as in Fig. 4) or one has to use the LFP of another
driven population, situated further downstream.

Let us compare our four stimulation protocols presented
in this paper with the clinically established SDBS, i.e. the
permanent high-frequency deep brain stimulation (Fig. 6).
For the SDBS no measuring electrode and only one stimula-
tion electrode is used. The stimulation electrode is optimally
positioned in the center of population 1. As in the previous
protocols the stimulation acts directly on the spike gener-
ator of the neurons, see (1). We use mono-phasic pulses of
0.2 ms duration. The pulses are interseced by pauses of 7.5 ms
which results in a stimulation frequency of 130 Hz. The level
of desynchronization induced by SDBS is lower compared
to the stimulation protocols above (Fig. 6). Moreover, SDBS
destroys the normal activity of the neurons and results in an
irregular firing of the stimulated neurons, where the main
activity pattern of the neurons is a spiking/bursting activity
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Fig. 6 Standard high-frequency stimulation. The stimulation amplitude
is the same as used for Figs. 2 to 4. Population 1 is stimulated by the
high-frequency pulse train (pulse duration 0.2 ms, frequency 130 Hz)
during t ∈ [15, 45]. a Schematic plot of the stimulation setup. b LFP
of population 1. c LFP of population 2. d Membrane potentials of four
representative neurons of population 2 before stimulation (left) and dur-
ing stimulation (right). e Synchronization measure R of population 1
(R1, red) and 2 (R2, black). The p-values of the Kuiper test are similar
to Fig. 2. Other parameters are as in Fig. 2

with only one or two spikes per burst instead of typically
5–6. The neurons cannot follow the high-frequency activa-
tion because the slowly varying current I slow

j mimicking the
recurrent inhibition from GPe, prevents entrainment. SDBS
results in a large mean stimulation current.

All the four presented stimulation protocols cause a de-
synchronization of the driven population. To compare the
effectiveness of these stimulation protocols as well as SDBS,
the time-averaged mean stimulation current is calculated
(Table 1).

The mean p-value of the Kuiper test and the mean value
of the synchronization measure R (low values indicate good
performance) are evaluated and averaged in the time window
t ∈ [20, 45]. The 5 sec directly after the stimulation onset
are discarded. The first stimulation protocol from Fig. 2, indi-
cated as stim 1, causes a very good desynchronization at very
low stimulation current. The performance of the second and
fourth stimulation protocols, indicated as stim 2 and stim 4
respectively, is even better, while using similar stimulation

Table 1 Evaluation of the desynchronization within population 2
during stimulation (t ∈ [20, 45])

Averaged Mean Kuiper Mean R
stimulation index (pop. 2)
current (pop. 2)

Stim 1 1.2 × 10−5 −0.455 0.094
Stim 2 1.2 × 10−5 −0.336 0.079
Stim 3 0.64 × 10−5 −0.491 0.093
Stim 4 1.4 × 10−5 −0.248 0.061
SDBS 25.9 × 10−5 −0.782 0.124

The averaged stimulation current (mean stimulation current summa-
rized over time and the stimulated neurons), the mean p-value of the
Kuiper test for population 2 and the mean synchronization measure R
of population 2 are listed. The labels stim 1 to stim 4 indicate the cor-
responding stimulation protocols of the Fig. 2 to 5, respectively. The
results from the SDBS technique are also indicated (Fig. 6)

Table 2 Evaluation of the desynchronization within population 2
during stimulation (t ∈ [20, 45]) in the presence of (strong) global
and (strong) local coupling

Averaged Mean Kuiper Mean R
Stimulation index (pop. 2)
current (pop. 2)

Local coupling 1.2 × 10−5 −0.455 0.094
Strong local coup. 1.2 × 10−5 −0.279 0.070
Global coupling 1.3 × 10−5 −0.470 0.094
Strong global coup. 1.4 × 10−5 −0.528 0.098

The stimulation protocol is the same as used for Fig. 2. Parameters:
coupling within population 1: ḡs = 0.4 (normal), ḡs = 0.8 (strong)

currents. The improved performance is due to the fact that
in the second protocol, the LFP is measured in population
2 and in the third protocol the second population is stimu-
lated itself, which results in a more direct stimulation of the
second population where the effectiveness of the stimulation
is calculated.

The third stimulation protocol (from Fig. 4) uses a nearly
two times smaller amount of stimulation current while the
effectiveness of the stimulation is the same as in the first
protocol (Fig. 2). This means, even though the stimulation
is repetitively effective during short periods only which are
intersected by measurement periods, the resulting desynchro-
nization remains the same. In contrast, SDBS (Fig. 6) requires
a much larger stimulation current, and the resulting desyn-
chronization is comparably weak. A comparison of the third
stimulation protocol and SDBS shows that the standard high-
frequency stimulation requires a 40 times larger amount of
stimulation current with poor desynchronizing performance
(the mean p-value of the Kuiper test is 1.6 times smaller and
the mean synchronization measure is 1.3 times larger). Our
technique works equally well in the case of strong global
coupling, see Table 2.

Hence, the stimulation technique using delayed feedback
at four different stimulation sites (Fig. 4) is clearly superior to
the standard high-frequency stimulation technique (Fig. 6).
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4 Discussion

In this paper we present for the first time a spatio-temporal
control technique for robust desynchronization: A novel
spatially coordinated delayed feedback causes an effective
desynchronization of networks of coupled neurons. The mea-
sured and band-pass filtered LFP is fed back via several sites
with different delays, respectively. The technique requires the
use of at least two stimulation sites. For medical applications,
all stimulation sites can be located in one depth electrode as
will be demonstrated in a forthcoming study. The results indi-
cate that the method is very robust and shows a very effec-
tive demand-controlled desynchronization even in the case of
global coupling. Spatially incoherent noise sources are taken
into account. However, desynchronization is induced even in
the absence of noise.

Our novel technique establishes a long-lasting desynchro-
nization, where minimal stimulation currents are necessary,
even in the case of strong synaptic interactions. Our method
makes it possible to perform a desynchronization which is as
robust as that achieved by a coordinated reset via several sites
[see below, cf. (Tass 2003a)]. An effective desynchronization
with a coordinated reset requires repetitive administration of
electrical shocks in a periodical or demand-controlled way
(Tass 2003a). Consequently, the target population repetitively
bounces between complete desynchronization and residual
synchronized states (Tass 2003a). This is what makes our
novel technique superior: The coordinated delayed feedback
via several sites maintains an optimum of desynchronization
without intermittent resynchronization and without repetitive
artificial shock-like inputs into the target area. The next step
in a more realistic modeling to investigate synchronization
processes is to add the ability of the model to show different
activity patterns, e.g. bursting, tonic firing, silence, depend-
ing on the current state of the population. The transitions
might be induced by mechanisms like spike-time dependent
plasticity, LTP or LTD, which will be investigated in a forth-
coming study. In this study to simplify things we restricted
ourselves to the bursting case, which promotes the entrain-
ment of rhythmic activity.

In Sect. 3 we have shown that our desynchronizing stim-
ulation technique also works effectively when applied to a
driven population and not to the pacemaker directly. This
finding is important for medical applications for two rea-
sons. We can apply our stimulation technique even if the
pacemaker cannot be targeted directly for surgical reasons,
e.g., if electrode trajectories would damage arteries (causing
severe cerebral bleedings). By the same token, our stimula-
tion technique can be applied even if the pacemaker, under-
lying a particular pathology, has not yet been identified or
if the pacemaker is not confined to one particular neuronal
population.

Our results show that our novel stimulation technique is
clearly superior to SDBS, with respect to both desynchro-
nizing effect and energy consumption (Sect. 3): The mean
stimulation current is 40 times larger for SDBS compared
to our technique. Furthermore, SDBS hardly desynchronizes

the synchronized activity, and SDBS induces alterations of
the firing pattern. To understand this phenomena we shall
shortly be performing a detailed theoretical study. More-
over, excellent animal model for investigating how stimu-
lation induces transitions between bursting and firing might
be the electroreceptors of paddle fish (Neiman and Russell
2004).

Delayed feedback control techniques were first devel-
oped by Pyragas (1992). Recently, the idea of Pyragas was
extended to achieve a desynchronization in ensembles of cou-
pled oscillators by Rosenblum and Pikovsky (2004). They
found that in the parameter plane there are islands of de-
synchronized dynamics surrounded by a large sea of stim-
ulus-induced synchronization (Yeung and Strogatz 1999).
From the medical standpoint this means that a time consum-
ing calibration and precise choice of stimulation parameters
is mandatory. Furthermore, the method by Rosenblum and
Pikovsky requires that the system parameters undergo at most
minor variations. This aspect has to be considered as a severe
limitation for medical applications. In Parkinson’s disease,
essential tremor and epilepsy, one typically observes varia-
tions of the mean frequency over time of up to 25% and even
more (Nini et al. 1995). Consequently, with a fixed delay in
Rosenblum’s and Pikovsky’s method, the system will vary
between desynchronization and stimulus-induced synchro-
nization (i.e., between the small islands and the surrounding
sea). In other words, given the realistic variability of system
parameters an experimentalist will run the risk of boosting
the pathological rhythm instead of desynchronizing it. In con-
trast, our technique presented here effectively desynchroniz-
es without preceding calibration over a wide range of model
parameters, especially if the polarity of two of the four stim-
ulation signals is changed as proposed in Tass (2003a). Our
novel stimulation technique is very robust and works on de-
mand which makes it predestined for clinical applications to
diseases characterized by abnormal synchronization, e.g. to
Parkinsonian tremor, essential tremor and epilepsy. As yet,
the pathophysiology of akinesia and rigidity in PD is not
fully understood. Abnormal synchronization in the beta-fre-
quency band appears to be related to akinesia and rigidity
(Brown et al. 2001) and might in that case be accessible to
the approach presented here. In fact, novel control techniques
might contribute to both an improvement of therapeutic pro-
cedures and a better understanding of the pathophysiology
of diseases.
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