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Abstract. A computational model is presented for the
detection of coherent motion based on template matching
and hidden Markov models. The premise of this approach
is that the growth in detection sensitivity is greater for
coherent motion of structured forms than for random
coherent motion. In this preliminary study, a recent exper-
iment was simulated with the model and the results are
shown to be in agreement with the above premise. This
model can be extended to be part of a more complex and
elaborate computational visual system.

1 Introduction

In the 1970s, Johansson (1973) demonstrated that the
human visual system is remarkably sensitive to motion of
a human or biological origin. The movements of the joints
alone were sufficient to convey full information about the
gender of a person (Kozlowski and Cutting 1977; Mather
and Murdoch 1994) and his/her activity (Dittrich 1993;
Brownlow et al. 1997). An example of a Johansson rep-
resentation or display is shown at the top of Fig. 1. The
joints of the body alone are illuminated, but the remain-
der of the human form is not visible. A recent study by
Neri et al. (1998) further demonstrated that for human
observers the growth in detectability of biological motion
is greater than for simple translational motion in a random
dot kinematogram (see bottom of Fig. 1). While biological
and translational motion are both examples of coherent
motion, they differ in terms of complexity and detectabil-
ity. Naively one might expect that the simpler motion type
(i.e., translational motion) is easier to detect because of
the greater redundancy in the motion sequence.

In the study by Neri et al. (1998) detection and discrim-
ination thresholds were estimated from biological motion
with human observers. Biological motion was derived
from a Johansson display showing the temporal sequence
of illuminated points of a moving person. A Johansson
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display can be generated by recording either the motion
of a live subject or by using computer algorithms like the
onedetailed in Cutting (1978). The walking figure or signal
was masked by the inclusion of dots that are uncorrelated
to the signal. The amount of signal was varied by dis-
playing from 1 up to a maximum of 11 light sources (top
of Fig. 2). The subject’s task was to correctly identify the
presence or absence of a walking person in a single-interval
forced-choice task. The number of noise dots was then var-
ied until a certain performance criterion was achieved (e.g.,
a 75% correct response). This measure of performance
therefore yielded an estimate of the absolute sensitivity
or threshold of detecting biological motion. These results
were then compared to a different experiment with trans-
lational motion in random dot kinematograms. Added
noise was again varied as a function of signal, while per-
formance level was kept constant. In both cases, it was
found that the signal and the noise obeyed a relationship
of the form

Nocs, (1)

where « took on values greater than 1 for biological
motion and 1 for translational motion. Equation (1) sug-
gests that the increase in sensitivity for biological motion
is greater than that of random coherent motion for the
following reason. In the case where the exponent is, say,
2, a twofold increase in the signal will result in a fourfold
increase in tolerable noise. Conversely, when « equals 1,
the tolerable noise simply increases linearly with the sig-
nal. We feel that (1) is a result of critical importance and
have built a preliminary model of motion detection around
this result. While there have been models proposed for the
detection of biological motion (e.g., Cutting and Proffitt
1981; Goddard 1992; Troje 2002), no known computa-
tional models currently address (1).

A basis for understanding (1) comes from the analysis
of the underlying statistics of the system (e.g., Tripathy
et al. 1999). In the case of biological motion, detectabil-
ity is limited by the variability of noise from trial to trial.
Since the masking noise is Poisson distributed, we know
that the variance is proportional to the number of noise
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Fig. 1. Top: A Johansson display illustrated for a walking person.
Only the joints of the person are illuminated and nothing else is dis-
played. The net dot displacement over the entire figure is equal to zero
as the figure always remains centered in the display. Bottom: Transla-
tional motion in a dot kinematogram. The dots undergo horizontal
displacements of equal steps in successive frames, and hence the net
displacement here is nonzero. Image sizes are not to scale

dots (Wong and Barlow 2000). For constant detectability,
d'=Au/o =constant, where Au is the amount of signal
S and o is proportional to the square root of the noise
N. From here we obtain N o S2. In the case of transla-
tional motion detection, correspondence noise becomes
the dominating factor and the number of spurious pairs
increases with the square of the number of noise dots (e.g.,
Barlow and Tripathy 1997). Hence the standard deviation
grows linearly with the noise N. Following a similar argu-
ment we obtain N o S. As we shall see, the computational
model presented in this paper captures these results.

2 Background and motivation

There have been extensive studies into the theories of mo-
tion perception and in the development of computational
models of the visual system (e.g., Marr 1982; Adelson and
Bergen 1985; Dawson 1991; Goddard 1992; Frederick-
sen et al. 1993; Grzywacz et al. 1995). However, many
of these models are either centered around the detailed
neural architecture of the visual processes (e.g., Goddard
1992; Giese and Poggio 2003) or are largely computational
in nature (e.g., Dawson 1991; Fredericksen et al. 1993).
Fewer studies have addressed high-level, systems-oriented
models. We propose one such model based upon the no-
tion of signal detectability.

Itis widely recognized that signal detection theory is the
standard tool used in the analysis of threshold phenomena
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(e.g., Green and Swets 1966). Central to the signal-detec-
tion approach is the idea that the internal representation
of a sensory signal is a random variable determined from
the responses of neurons involved in the processing of sen-
sory information. While little is known about the nature
of the internal response in motion processing, studies have
identified the neurons from the areas MT (V5) and MST to
be of importance in random dot kinematograms (Britten
et al. 1992; Newsome et al. 1989; Celebrini and Newsome
1994; Braddick et al. 2000) and the region of the supe-
rior temporal sulcus (STS) in the perception of biological
motion (Grossman et al. 2000; Vaina et al. 2001).

We have taken a different route here and have largely
ignored the transduction process from image to neural
response. Instead we focus on the stochastic dynamics
associated with the internal mental representation of the
sensory signal. We have chosen a hidden Markov process
to model the temporal variability associated with the inter-
nal representation. The motivation of this choice is now
discussed.

Hidden Markov modeling is a probabilistic technique
for the study of time series. Hidden Markov processes dif-
fer from Markov processes in that there are additional
mechanisms that alter the observable sequence. Figure 3
illustrates the differences between the two models. Shown
at the top is a Markov series in which each state (gray cir-
cle) stochastically determines (horizontal arrow) the next
state. It is well known that most real phenomena are not
well described by such a process. The lower half of Fig. 3
is an example of a hidden Markov model (HMM). The
Markov chain is still present (gray circles), but the observ-
able outcomes (white circles) are determined by additional
stochastic steps (vertical arrows). In HMM terminology,
the gray nodes are the “hidden states” while the white
nodes are the “observable states.” Other architectures are
possible (e.g., additional layers of hidden states), although
they will not be considered in this paper. Those who are
unfamiliar with HMMs are invited to consult a number
excellent references (e.g., Poritz 1988; Rabiner 1989).

A HMM can be used to detect temporal patterns under
noisy conditions. The model is first trained with a noise-
free target pattern. Given an input, the output of the model
is a likelihood representing the probability that the input
was produced by the same model that generated the train-
ing pattern. If the two patterns are highly correlated, this
likelihood will be high. Two problems now emerge in con-
nection with the use of HMMs in our model. The first
problem is to associate the likelihood or output of the
HMM to a decision variable in the detection model, and
the second problem is to devise a technique whereby the
HMM can process the input signal. The solution to the
first problem is straightforward: we simply take the like-
lihood of the HMM to be the decision variable. If the
likelihood exceeds a predetermined threshold, the input
sequence is deemed to be generated by the same source
as the training sequence. Regarding the second problem,
recall that the Johansson display is a sequence of frames
encoding the motion of a moving person. Several of these
frames were selected initially as templates for the decision
model. The input was matched to the templates, and a se-
quence of numbers was generated representing the number
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Markov chain The process described above is similar to the idea of
Time matched-filter analysis. The premise is that patterns are
R learned and stored in memory throughout life. When
- the sensory system engages in pattern recognition, the
observed patterns are matched to internal templates
. . . and the closest match becomes the object “perceived.”
The idea of matched-filter is not entirely unreasonable,
and evidence for a biological basis has been found in
many studies (e.g., Peterson and Gibson 1991; Wong and
Barlow 2000).
HMM In our simulations, we have introduced additive mask-
; ing noise that is uncorrelated with the signal. The noise
Time has a limited lifetime of one frame. The simulated task is
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Fig. 3. Schematic diagram illustrating the difference between a
Markov process and a hidden Markov model. In a Markov process,
the current state depends stochastically on the previous state. In an
HMM, the Markov process is still present (gray circles), but there are
additional transitions (vertical arrows) that affect the outcome

of the template that corresponded to the best match. As an
example, consider the case where four frames were chosen
from a walking person sequence (see bottom of Fig. 2).
Applying the templates (numbered 1-4) to a noise-free
walking signal yields an output sequence like “1 11222
333444, etc. On the other hand, if the same templates
were applied to a sequence uncorrelated to the moving
walker, the resulting sequence is random, e.g., “24 3123
122343, etc. These output sequences are processed by
the HMM and a likelihood is generated.

where a signal + noise input is to be discriminated from
a noise-only input. This task is identical to the one used
in the experiment of Neri et al. (1998). In the case of bio-
logical motion, a number of uncorrelated (but otherwise
identical) dots are embedded into a Johansson display.
Errors are made in the matching of templates, and a noisy
sequence is then processed by the HMM. The response
distribution is generated from the log-likelihood output
from the HMM. From here it is a relatively simple task
to compute a psychometric function and then derive the
noise/signal dependence at a fixed performance level.
While many studies in machine vision have made use
of HMMs in motion analysis, none has attempted the
technique proposed here. These studies have mainly used
HMM to model physical motion rather than the decision
process itself (e.g., Yamato et al. 1992; Bregler 1997).

3 Design of the model

In this section, we outline the details of the model and
show their implementation.

3.1 Motion of structured forms

Figure 4 shows a schematic overview of the proposed

computational model for coherent motion detection. The
input to the model is a sequence of frames that represent
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Fig. 4. Schematic diagram illustrating overview of proposed model.
Template matching is performed on the input to find the sequence of
best match. This sequence is then fed into the HMM, from which a
likelihood is calculated. The likelihood is used as a decision variable
to decide whether a target is present

a moving light display. The walking person was generated
using the algorithm detailed in Cutting (1978). The frame
rate of the motion sequence is not a salient parameter,
although it is worth mentioning that 36 equally spaced
frames were used to digitize one cycle of walking motion.

Four frames were chosen as templates to be used in the
model. These choices are shown at the bottom of Fig. 2
and were selected at regular intervals from the walking
sequence. The input frames (i.e., a signal + noise frame
or noise-only frame) are then individually matched to
each of the four template frames (labeled 1-4), and the
best match (i.e., highest correlation) was recorded. We
employed a distance algorithm that determined the aver-
age distance between the dots in the template and the dots
in the input frame. Average distance was calculated by a
two-dimensional Euclidean metric:

1
Dj=— Z Iy —x;

n;
J kES,‘

: (@)

where D; is the average distance between the jth tem-
plate point (represented by x;) and the n; neighboring
points in the input frame (represented by y,). The set of
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n; points lying within a given fixed radial distance from
x; is denoted as S;. The smaller the average distance, the
closer the match. Figure 5 illustrates this algorithm. For
each point x; in the template, points in the input frame
within a fixed radial distance of x; are chosen and the
average distance is then calculated. Likewise the average
distance is calculated for all template points and the sum
totalis then used as a measure of correlation. The template
with the lowest total distance (i.e., highest correlation) is
chosen to best represent the input frame.

Theidea of template matching was inspired by the phys-
iological evidence that the neural response in the visual
cortex measures the correlation or similarity between the
visual stimulus and the optimal pattern the neuron is tuned
to recognize (for example, the hand-selective and face-
selective cells found in the inferior temporal cortex or IT,
Gross et al. 1972; Desimone et al. 1984). Recent studies
have suggested that neurons from the so-called “extrastri-
ate body area” can recognize entire bodies (Downing et al.
2001; Grossman and Blake 2002). The use of templates
is also supported by the fact that the ventral pathway and
higher cortical areas play an important role in the percep-
tion of motion of structured forms (Grossman et al. 2000;
Vaina et al. 2001).

The sequence of best-matched templates provides the
input to the HMM. The HMM was initially trained with
all joints present (full signal, no noise) using a standard
algorithm known as the forward-backward algorithm
(e.g., Poritz 1988; Rabiner 1989). The algorithm optimizes
the transition probabilities so that the highest likelihood
is assigned to the training pattern. We describe our imple-
mentation of the HMM in the appendix.

A predetermined threshold was used to determine the
presence or absence of a target. Figure 6 schematically
shows the noise-only and signal + noise distributions
resulting from a simulation of a forced choice detection
task. The noise-only distribution represents the output of
the HMM in the case where no target was present (i.e., a
noise-only input). A criterion that maximizes the percent-
age of correct responses was chosen.

3.2 Random coherent motion

To evaluate the model for random coherent motion, we
followed the study of Neri et al. (1998) and chose transla-
tional motion in a random dot kinematogram. The RDKs
were generated with dots that have a limited “lifetime”
of one frame. In each frame, the same dots (signal) were
displaced horizontally in accordance with translational
motion. The remainder of the dots (noise) were placed ran-
domly and are uncorrelated to the signal. Two detection
schemes were implemented based on different assump-
tions regarding the underlying process.

3.2.1 Template method. The first method proposes that
high-level processes are involved in the detection of trans-
lational motion in RDKs. This method uses the same algo-
rithm discussed earlier for biological motion. However,
since the shape of the target is unknown, there can be
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Fig. 6. The signal-detection problem. Two distributions representing
the noise-only and signal + noise possibilities are shown. The verti-
cal line represents the decision criterion. When the noise-only and
signal + noise distributions overlap, the decision task is nontrivial.

no a priori templates. Any templates used in the detec-
tion process must be created “on the fly.” Since noise is
indistinguishable from signal in the first frame, the entire
frame is used as the template. Subsequent templates are
then obtained by shifting the first template over by a fixed
number of pixels in accordance with the expected pattern
of motion. The remainder of the procedure is identical to
the method discussed earlier.

3.2.2 Collinear detection method. This method is adapted
from a study by Tripathy et al. (1999). The original tech-
nique was applied to the detection of static patterns, but
we have generalized it to work with translational motion.
The method of collinear detection does not involve the
use of template matching or HMMs. The likelihood is
instead calculated by a different technique. We have pro-
vided a more detailed description of the work by Tripathy
et al. (1999) in the discussion section. The collinear tech-
nique was implemented by taking all input frames and
creating a single “superframe” that tracks the succession
of dots over time. This “superframe” can be thought of
as the entire signal integrated over the duration of the
motion, with one important exception: only those dots
that advance one position in each frame and follow the
sequence expected from translational motion are tracked.
A rectangular template is then applied throughout this
frame, and the number of times the rectangle is fully

There are false alarms and false positives in addition to correct re-
sponses. Note that this figure is for illustrative purposes only and was
not obtained from any simulations

occupied is taken to be a measure of the likelihood that
the signal is present (Fig. 7).

4 Results

The results of the simulations are discussed. All simula-
tions were carried out with the C programming language
and in MATLAB on a PC. We begin with a discussion of
the underlying detection distributions.

4.1 The log-likelihood distributions

The signal + noise and noise-only distributions were gen-
erated by creating a histogram of the output of the HMM.
Consider first the noise-only distribution. Figure 8 shows
a typical distribution obtained from a noise-only input.
The distribution appears to be Gaussian to a good approx-
imation. This result can be derived analytically in the fol-
lowing manner. When the frames in a noise-only input
are uncorrelated, the likelihood from the HMM is cal-
culated from the product of a number of independent
probabilities. Taking the logarithm of the likelihood, this
product becomes a sum of independent log probabilities.
Finally, the central limit theorem guarantees that the dis-
tribution of this sum converges asymptotically to a normal
distribution (Lee 2003). Figure 8 also illustrates a typical



Fig. 7. An example of a “superframe” obtained from the collinear
detection method. A rectangular template is used to detect the pres-
ence of collinear dots. This example illustrates a case where the total
length of the signal is four (i.e., the target dots will move three posi-
tions to the right in the stimulus sequence), and hence the size of the
rectangular template used to search for a collinear path is also four

distribution for the signal + noise case. The distribution
is skewed slightly toward the higher likelihoods. As the
amount of noise is increased, the distribution becomes
more symmetrical, bearing a closer resemblance to a nor-
mal distribution. We have also noted that the variance of
the noise-only distribution is generally greater than the
signal + noise distribution, giving rise to an asymmetric
or unequal variance detection problem.

The distributions for the two translational motion-
detection models (template matching and collinear detec-
tion) are similar and are not shown here.

4.2 Sensitivity plot

During the initial simulation of the motion-detection task,
an adaptive algorithm was used to determine the opti-
mal placement of the threshold. The percentage of correct
response was then calculated as a function of noise with
the amount of signal held constant. A psychometric func-
tion was generated from these results and sufficient data
were accrued to obtain unbiased results. The simulations
were then repeated for a different value of the signal.
Sensitivity plots were then derived from the psycho-
metric functions. For a fixed performance criterion (say,
80%), the psychometric function defines the average tol-
erable noise. The noise level was then tabulated as a func-
tion of the signal strength. These data were plotted on a
double-log plot of signal to noise. The results in all three
cases (biological motion + two methods of translational
motion) were straight lines, indicating that the underlying
dependence between signal and noise follows the equa-
tion defined in (1). Please see Fig. 9. The exponent is the
most salient parameter here since the intercept is a func-
tion of the performance criterion and the parameters of
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Fig. 8. Typical noise-only (/eft) and signal + noise (right) distribu-
tions obtained from simulations using a Johansson display. Note that
these two distributions were obtained from different runs of the sim-
ulation

the experiment. For biological motion, the exponent was
found to beclose to 2 (1.9 obtained from linear regression).
For translational motion, both detection methods resulted
in an exponent close to 1 (0.88 for template matching and
1.0 for collinear detection).

4.3 Robustness of results

The results presented here were generated from lengthy
computer simulations. This limited our ability to explore
the model under a wide range of conditions. Nevertheless,
in our preliminary study an attempt was made to evaluate
the robustness of the results by varying (among other fac-
tors) the speed of the walker, number of hidden states used
in the HMM, and the performance criterion. In all cases,
changes to the value of the exponent in (1) were minimal
(<5%). This is a good indication that the values of the
exponents are robust.

5 Discussion

This paper proposes a high-level, systems-oriented model
of coherent motion detection. The model is based on the
idea that the detection of biological or articulated mo-
tion is more noise tolerant than motion originating from
a source that lacks a definite or recognizable form. At the
core of the model is an algorithm for template matching
and a hidden Markov process that models the stochastic
nature of motion detection. The implications of our model
are now discussed.

Central to our approach is the idea that the detection
strategy or mechanism will differ according to whether
there are stored mental representations or templates of
the object to be detected. When the signal is well defined
and well known, as in the case of biological motion, tem-
plates are used in the detection process. However, when the
source of the motion is lacking a definite form or recog-
nizable structure, we cannot rely on existing templates and
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Fig. 9. Sensitivity curves for the Johansson display (inverted trian-
gles), translational motion via template matching (circles), and trans-
lational motion via collinear detection (squares). The solid curves
show the regression lines

must use correspondence mechanisms for the detection.
We feel that this is ultimately the reason why the growth in
sensitivity is different for biological and random coherent
motion.

In the case of biological motion, the use of template
matching in our model was inspired by the high-level pro-
cess of motion perception. The representation of a person
walking across a room can be thought of as a collection
of images or templates sequenced temporally in a partic-
ular order. If the right foot was observed to precede the
left foot at an earlier instance, the left foot is expected
to overtake the right foot at a later time. Thus the per-
ception of a walking person is based on having the correct
sequence of steps match a stored representation. This pro-
cess is exactly how template matching and HMMs work
within the model.

While the focus of this paper has been primarily on
spatial factors and their effect on the sensitivity of motion
detection, there are a number of other important factors
to consider as well. For example, temporal factors like the
frame rate and exposure time will also affect the sensitivity
of detection. Currently the proposed model does not take
these factors into account. For example, we have implicitly
assumed that the system is always given sufficient time to
process each frame in the input sequence. This is not true
in the case of, say, a time-constrained environment where
each frameis allocated only a certain amount of processing
time. Depending on how the template-matching process is
carried out, fewer signal dots are processed, and hence
the tolerable noise would be lower. In such a scenario the
temporal summation curve (i.e., sensitivity) would rise for
increasing exposure time until a plateau is reached where
the system is no longer constrained in processing time.

One of the algorithms used in translational motion
detection was based upon a method first proposed by
Tripathy et al. (1999). In this paper, the authors provided
an analysis based upon the so-called “optimal perfor-
mance condition.” Their argument is as follows. Let L and
w be, respectively, the length and width of the rectangular

template used in the detection of collinear dot patterns
in the “superframe” (see earlier description of the collin-
ear detection method). The number of noise dots that fall
within the template obeys Poisson statistics with variance
LwN, where N is the density of noise dots. The dot den-
sity is proportional to the total number of noise dots. In
a detection task, the performance measure d’ is constant
and is defined as

d'=Au/o =constant, 3)

where Au is the difference in mean between the signal +
noise and noise-only distributions and o is the standard
deviation. If the detection performance is limited by cor-
respondence noise, o is obtained from the standard devia-
tion of the Poisson distribution. Hence o =~/ LwN . Since
Ap is equal to the number of target dots S, we have from

3)

S
=constant. 4
o constant 4)
Under optimal performance condition, the length of the
template is chosen to be equal to the length of the target.
Thus L = S. From here a power law emerges with an expo-
nent equal to 1, in agreement with our simulations and
with the arguments made earlier in the introduction.
Finally, we note that the model proposed here can be
easily extended to more complex systems that allow for the
recognition of different types of biological or articulated
motion. Figure 5 shows an overview of such a system. The
system is comprised of three main components: a hidden
Markov model, the template database, and a preproces-
sor to perform template matching. The template database
grows as part of the learning or development process. As
templates are required in a particular task, they are loaded
into a local cache. Given an arbitrary input to the sys-
tem, the templates are matched sequentially to the input
— the one with the highest likelihood is the pattern that is
“recognized” by the system. A system can be trained to
recognize a number of different motion types (e.g., walk-
ing, running, jumping) by storing a different set of tem-
plates for each motion class. Similar maximum likelihood
models have been used in speech recognition (e.g., Gold
and Morgan 1999) and elsewhere. There are, of course, a
number of specificissues that require further consideration
before a system can be implemented effectively (e.g., per-
spective invariance). The solution to this problem might
be to include additional preprocessors to help transform
the image into an orientation that best matches the stored
templates.

6 Conclusions

A high-level, systems-oriented stochastic model of mo-
tion detection has been proposed. One consequence of
this model is that the detection of biological motion is
more noise tolerant than the detection of random coher-
ent motion. Sensitivity curves were generated from simu-
lations, and a power law governing the relation between
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logical motion and 1 for the detection of random coherent
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experimental findings on human subjects, suggesting that
the mechanisms of template matching and HMMs may
provide a suitable model of the process of motion detec-
tion.
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Appendix: Details concerning the implementation
of the hidden Markov models

The HMMs used in this study were implemented using
the Hidden Markov Model Toolbox for MATLAB
(Murphy 2003). Each HMM had four hidden and three
observable states. An HMM is defined by the initial state
probabilities, the transition probabilities, and the obser-
vation probability that map the hidden states onto the
observable states. The HMMs were trained using the stan-
dard forward—backward algorithm. This algorithm is car-
ried out iteratively and is comprised of the following steps:
(1) randomize all parameters; (2) calculate forward and
backward probabilities according to:

a(s)=Y_a 1(r)aby(0)), ()
res

Bi()=_ayb, (Or11)Brs1(r), (6)
res§

where ay, is the probability that governs the transition
from state s to r, by(0,) is the probability of the observa-
tion at time ¢ given hidden state s, and S is the set of all
possible hidden states; (3) calculate posterior probabilities
and state transitions from

seS

where y;(s) is the posterior probability of state s at time
t, y,(r, s) the posterior probability of transition from state
r to s at time ¢, and T the total number of frames; (4)
calculate initial, transition, and observation probabilities:

Ty =y1(s) ©)
T-1 T-1
ars =Y 1) [ 3D mtrs) (10)
t=1 s'eS t=1
T
ZOEDIRACYSIAC! (11)
t:0,=k =1

and (5) repeat steps 2, 3, and 4 until convergence is satis-
fied. The initial training sequence was obtained with tem-
plate matching on a noise-free walking sequence.
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