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Abstract A new numerical approach for the time-dependent wave and heat equations as well as for the time-
independent Poisson equation on irregular domains has been developed. Trivial Cartesian meshes and simple
9-point stencil equations with unknown coefficients are used for 2-D irregular domains. The calculation of the
coefficients of the stencil equations is based on the minimization of the local truncation error of the stencil
equations and yields the optimal order of accuracy. The treatment of the Dirichlet and Neumann boundary
conditions in the new approach is related to the development of high-order boundary conditions with the
stencils that include the same or a smaller number of grid points compared to that for the regular 9-point
internal stencils. At similar 9-point stencils, the accuracy of the new approach is two orders higher than that for
the linear finite elements. The numerical results for irregular domains in Part 2 of the paper also show that at
the same number of degrees of freedom, the new approach is even much more accurate than the quadratic and
cubic finite elements with much wider stencils. Similar to our recent results on regular domains, the order of
the accuracy of the new approach for the Poisson equation on irregular domains with square Cartesian meshes
is higher than that with rectangular Cartesian meshes. The new approach can be directly applied to other partial
differential equations.

Keyword Local truncation error - Irregular domains - Cartesian meshes - Optimal accuracy - Wave - Heat
and Poisson equations

1 Introduction

The development of numerical techniques for an accurate solution of partial differential equations (PDEs)
on complex domains is an active area of research. The finite element method, the finite volume method, the
isogeometric elements, the spectral elements and similar techniques represent very powerful tools for the
solution of PDE for a complex geometry. However, the generation of non-uniform meshes for a complex
geometry is not simple and may lead to the decrease in accuracy of these techniques if ‘bad’ elements (e.g.,
elements with small angles) appear in the mesh. Moreover, the conventional derivation of discrete equations for
these techniques (e.g., based on the Galerkin approaches) does not lead to the optimal accuracy. For example,
it has been shown in many publications on wave propagation that at the same width of the stencil equations of
a semi-discrete system for regular rectangular domains with uniform meshes, the accuracy of the conventional
linear finite elements can be improved from order two to order four (e.g., see [1,14—-16,31-33,40,42,46,51,59]
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and others), and the accuracy of the conventional high-order finite and isogeometric elements can be improved
from order 2 p to order 2 p+2 where p is the element order (e.g., see [2,47,56-58]). However, the improvement
in the order of accuracy for the high-order elements in [2,47,56-58] is not optimal. In our papers [21,23,28],
the order of accuracy of the high-order elements on rectangular domains has been improved to 4 p, and this
order is optimal at a given width of stencil equations.

There is a significant number of publications related to the numerical solution of different PDEs on irreg-
ular domains with uniform embedded meshes. For example, we can mention the following fictitious domain
numerical methods that use uniform embedded meshes: the embedded finite difference method, the cut finite
element method, the finite cell method, the Cartesian grid method, the immersed interface method, the virtual
boundary method, the embedded boundary method, etc, e.g., see [3-5,7-11,13,17-19,34-39,41,43-45,48-
50,52-55,60] and many others. The main objective of these techniques is to simplify the mesh generation for
irregular domains as well as to mitigate the effect of ‘bad’ elements. For example, the techniques based on the
finite element formulations (such as the cut finite element method, the finite cell method, the virtual boundary
method and others) yield the p + 1 order of accuracy even with small cut cells generated by the complicated
irregular boundary (e.g., see [7,41,44,48,49,53,55] and many others). The main advantage of the embedded
boundary method developed in [34,37-39,45] is the use of a simple Cartesian mesh. The boundary conditions
or fluxes in these techniques are interpolated using the Cartesian grid points, and this leads to the increase
in the stencil width for the grid points located close to the boundary. (However, the numerical techniques
developed in [34,37-39,45] provide just the second order of accuracy for the global solution.) Therefore, the
development of robust numerical techniques for the solution of PDEs on irregular domains that provide an
optimal and high order of accuracy is still a challenging problem.

A new numerical approach suggested in this paper is the generalization of our previous numerical algo-
rithms developed for the improvement of accuracy of linear and high-order finite element techniques for wave
propagation problems and heat transfer problems for regular rectangular domains with uniform meshes. For
example, in [20-22,31-33] we have improved the accuracy of the linear finite elements and the high-order
isogeometric elements used for wave propagation from order 2 p to order 4 p where p is the order of the poly-
nomial basis functions. These techniques have been based on the reduction of the numerical dispersion error.
Because the numerical dispersion error is based on the existence of exact and numerical harmonic solutions for
systems of partial differential equations and its discrete counterpart, then the application of these approaches
was limited to wave propagation problems for regular rectangular domains with uniform meshes only. (The
numerical dispersion error is defined on uniform meshes.) In [21,23,28], we have improved the accuracy of
the linear finite elements and the high-order isogeometric elements for time-dependent and time-independent
heat transfer problems for regular rectangular domains with uniform meshes. In contrast to the use of the
numerical dispersion error, the approach in [21,23,28] was based on the minimization of the order of the
local truncation error and did not require the existence of exact and numerical harmonic solutions. However,
the use of uniform meshes in [21,23,28] reduces the application of the technique to rectangular domains and
significantly restricts the value of the proposed approach. Moreover, in our paper [21] it was shown that the
direct application of some techniques with improved accuracy on uniform meshes (e.g., the MIR techniques
in [14,31,59]) to non-uniform meshes leads to a significant degradation in the order of accuracy (e.g., by three
orders for the wave equation). In this paper, we show that the approach based on the minimization of the
local truncation error is very general and can be applied to different partial differential equations on complex
irregular domains. We will call this approach as the optimal local truncation error method (OLTEM).

The idea of the proposed OLTEM is very simple. We start the development of a new numerical technique
by assuming the stencil equations of a discrete or semidiscrete system of equations used for the solution of a
system of partial differential equations. A stencil equation is a linear combination of the numerical values of
the function (for a discrete system) or the function and its derivatives (for a semidiscrete system) at a number
of grid points where the coefficients of the stencil equations are assumed to be unknown. These unknown
coefficients are determined by the minimization of the order of the local truncation error for each stencil
equation. This procedure includes a Taylor series expansion of the unknown exact solution at the grid points
and its substitution into the stencil equation. As a result, we obtain the local truncation error in the form of a
Taylor series. At this point, no information about partial differential equations is used. Then, the corresponding
partial differential equations are applied at the grid points in order to exclude some partial derivatives in the
expression for the local truncation error. Finally, the unknown coefficients of the stencil equation are calculated
from a small local system of algebraic equations obtained by equating to zero the lowest terms in the Taylor
series expansion of the local truncation error. The coefficients of the stencil equations are similarly calculated
for the regular stencils located far from the boundary and for the cut stencils located close to the boundary.
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Then, a fully discrete or semidiscrete global system can be easily solved. The main advantages of the new
approach are a high optimal accuracy and the simplicity of the formation of a discrete (semi-discrete) system
of equations for irregular domains. The order of accuracy of the new approach cannot be improved without
adding new grid points into the stencil equation. As a mesh, the grid points of a uniform rectangular (square)
Cartesian mesh as well as the points of the intersection of the boundary of a complex irregular domain with the
horizontal, vertical and diagonal grid lines of the uniform Cartesian mesh are used, i.e., in contrast to the finite
element meshes, a trivial mesh is used with the new approach. Changing the width of the stencil equations,
different linear and high-order numerical techniques can be developed.

We should mention that the OLTEM can be also used for the improvement of accuracy of the existing
numerical techniques. Usually, many known numerical techniques finally reduce to a system of algebraic
equations with respect to the unknown numerical solution at the grid points (or they can be often rewritten
in this form). The coefficients of the final system of algebraic equations are defined by the corresponding
numerical technique and in many cases do not yield the optimal accuracy. Therefore, the coefficients of the
stencil equations for the corresponding numerical techniques can be recalculated by the minimization of the
order of the local truncation error as described above. For example, using this idea, in [21,23,28] we have
improved the accuracy of the linear finite elements and the high-order isogeometric elements for time-dependent
and time-independent heat transfer problems on regular domains with uniform meshes. In [25,27] we have
developed 2-D 9-point and 25-point stencils for the time-dependent and time-independent elasticity on regular
domains with uniform meshes that are similar to those for quadrilateral linear and quadratic finite elements. For
these problems, the 9-point stencils provide the optimal second order of accuracy, while the 25-point stencils
provide the 10th order of accuracy for the time-independent elasticity and the 6th order of accuracy for the
time-dependent elasticity.

In this paper, we present the development of the new numerical approach for the time-dependent wave and
heat equations as well as for the time-dependent Poisson equation in the general case of irregular domains in
the 1-D and 2-D cases. Wave propagation in an isotropic homogeneous medium is described by the following
scalar wave equation in domain :

3%u 202
Similarly, the heat equation in domain €2 can be written as:
du 5
— —aVu=f. 2
5y “avu=f 2)

The Poisson equation in domain €2 has the following form:
Viu = f. 3)

In Egs. (1)—(3), ¢ is the wave velocity, a is the thermal diffusivity, f (x, ¢) is the loading (source) term, and u is
the field variable. The Neumann boundary conditions n- yu = g on I'' and the Dirichlet boundary conditions
u = g on I'" are applied, where n is the outward unit normal on I'’, and I'* and I'* denote the boundaries with
the Neumann and Dirichlet boundary conditions, respectively. The initial conditions are u(x,t = 0) = g3,
v(x,t =0) = fi—‘t‘(x, t = 0) = g4 in Q for the wave equation and u(x, t = 0) = g3 in 2 for the heat equation
where g; (i = 1,2, 3, 4) are the given functions.

Remark 1 The time and the right-hand side in Eqs. (1) and (2) can be rescaled as t = ct, f = f/c?andf = at,
f = f/a, respectively. In this case, the material parameters ¢ and a will not be presented in the rescaled
Egs. (1) and (2). However, in order to keep the derivation of the right-hand side for the numerical technique
without confusions, we will use the original notations given by Egs. (1) and (2). For the rescaled Egs. (1)
and (2), the formulas presented below in the paper can be easily modified by putting c = a = 1.

According to the new approach, we assume that the stencil equation for the wave and heat equations after
the space discretization with a rectangular Cartesian mesh can be written as an ordinary differential equation:

L n,,num
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where u"™ and ;z[n are the numerical solution for function u and its time derivative at the grid points, m;
and k; are the unknown coefficients to be determined, L is the number of the grid points included into a stencil,
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f (t) is the discretized loading term (see the next sections), n = 2 and ¢ = 2 for the wave equationandn = 1
and ¢ = a for the heat equation, % is the mesh size along the x — axis. The stencil equation for the Poisson
equation after the space discretization can be written as an algebraic equation:

L
Y k™ = f. 5)

i=1

Many numerical techniques such as the finite difference method, the finite element method, the finite volume
method, the isogeometric elements, the spectral elements, different meshless methods and others can be finally
reduced to Eqs. (4) and (5) with some specific coefficients m; and k; for the wave, heat and Poisson equations.
In order to demonstrate a new technique, below we will assume a 3-point stencil in the 1-D case and a 9-point
stencil in the 2-D case that correspond to the width of the stencils for the linear quadrilateral finite elements
on Cartesian meshes. However, the stencils with any width can be used with the suggested approach.

Let us introduce the local truncation error used with the new approach. The replacement of the numerical

. s . drym . . . .
values of the function "™ and its time derivatives + at the grid points in Eq. (4) by the exact solution
u; and d;t‘,ﬁ" to the wave or heat equation, Egs. (1) or (2), leads to the residual of this equation called the local

truncation error e in space for the semidiscrete equation, Eq. (4):

L

d"u,- _ -
e=Z<h2miW—|—ckiui) — f. (6)

i=1

Calculating the difference between Eqs. (6) and (4), we can get

L 2 d*y;  d"uMm L )
. Z{h m [ S :|—|—ck,- [u, _u;wm]} = 3 (WPmic! + ckicr) )
i=1 i=1
_ - ny. drymm . .. L .
where ¢; = u; —u"™ and ¢} = dd['f,' — g# are the errors of function u and its time derivatives at the grid

points i. As can be seen from Eq. (7), the local truncation error e is a linear combination of the errors of the
function u and its time derivatives at the grid points i which are included into the stencil equation. The local
truncation error e for Eq. (5) can be obtained from Eqgs. (4)—(7) withm; =0 and ¢ = 1.

Remark 2 The analysis and improvement of the error in space, Eq. (6), is considered in the paper. Therefore,
for the numerical examples in Part II, a sufficiently small size of time steps is used for the time integration
of Eq. (4). In this case, the error in time can be neglected and the numerical error is related to the space-
discretization error only. However, Part II also includes a numerical example showing the effect of the size of
time increments on the total error for the new approach and for FEM (see Fig. 18 in Part II).

In Sect. 2 we consider the development of the new numerical approach for the 1-D wave equation that
also includes new high-order boundary conditions on conforming and non-conforming Cartesian meshes. In
Sect. 3 we extend it to irregular domains with Cartesian meshes in the 2-D case. The new technique is uniformly
derived for the 2-D wave and heat equations. In Sect. 4 we show that along with the time-dependent wave and
heat equations, the new approach can be similarly developed for the time-independent Poisson equation. The
numerical examples are presented in Part 2 of the paper [12]. For the derivation of many analytical expressions
presented below, we use the computational program “Mathematica.” We should also mention that the suggested
approach can be extended to the 3-D case (see [24,30]) as well as to other partial differential equations (see
[26,27,29]).

2 A new numerical approach for the 1-D wave equation (with zero load f = 0 in Eq. (1))

In the 1-D case, we consider the wave equation only. The derivations and the coefficients of the stencil equation
for the heat equation are exactly the same as those for the wave equation (this is explicitly demonstrated in the
2-D case).
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Fig. 1 The spatial locations of the degrees of freedom u; (i = 1,2, 3,4, ...) for a non-conforming uniform mesh in the vicinity
of the left end of the 1-D domain

2.1 The determination of the coefficients of the stencil equation

Let us consider a 1-D bounded domain and a Cartesian mesh with a mesh size 4. In the case of non-
conforming uniform grids when the grid points do not coincide with the boundary, the first grid points that are
located outside the physical domain are moved to the boundary of the physical domain. Therefore, the size of
the first and the last cells of the mesh can be different from the sizes of other cells, e.g., see the first four grid
points in the vicinity of the left end of the 1-D domain in Fig. 1. For example, the size of the first cell in Fig. 1
equals £h where the coefficient 0 < & < 1 is defined by the location of the physical domain with respect to
the Cartesian mesh. A 3-point stencil is assumed. In this case, Eq. (4) can be explicitly rewritten as follows:

B2 (mydiy™ 4 moiiy™ + maiym ) + ¢ (kiu™ + kou'f™ + ku'YM) =0, (8)

where the case of zero loading f = f = 0is considered, A = 2,3, ..., N — 1 (N is the total number of the
grid points), the coefficients m; and k; (i = 1, 2, 3) are to be determined from the minimization of the local
truncation error. It is sufficient to derive the coefficients of the stencil for the degree of freedom us (A = 2)
because the coefficients of the stencils for other degrees of freedom can be obtained from the formulas for
A =2 (just changing the value of the coefficient £ related to the length of the first cell; see Fig. 1). To derive
the coefficients m; and k; (i = 1,2, 3) in Eq. (8) at A = 2, let us expand the exact solution u; and its time

derivative ig" at the grid pointi (i = A — 1, A+ 1) into a Taylor series at small 7 < 1 as follows (see Fig. 1
for the locations of u;):

dwa,, | wa EW’  Pwa Eh° dwa P

L =ws— h

wa-1 =wa = Eh e 9x3 3l axt 4l
dwy Zwa hr Pwah® *wa h*

WA+l = WA+ dx + ax2 E—i_ ax3 §+ ax4 41

)

92 . . . . .
where w = u and w = ‘;75‘ The exact solution to Eq. (1) also meets the following equations at point A with

the coordinates x = x4 and y = y4:

82uA 282uA
a2 ¢ a2 T
8j+2uA 23j+2uA
o2 oxit2

(11)

=0, (12)

where the case of zero loading f = 0 is considered and j = 1, 2, 3, 4, .... Equation (12) is obtained by the
differentiation of Eq. (11) with respect to x/. Replacing the numerical solution in Eq. (8) by the exact solution
(similar to Eq. (6)) and using Egs. (9)—(10) with w = u and w = % as well as Egs. (11)—(12), we get a Taylor
series of the local truncation error in space for the new approach:

5 8“A 1 282MA 2
e=c uA(k1+k2+k3)—h¥(—§k1+k3)+§h 512 (S ki + k3 +2(my +my +m3))
1 23%ua 1 ,0%4
— 2 (=83 4+ ks + 6(— — A (B + ks 4+ 12(82
i (—&7k1 + k3 + 6( $M1+M3))+24 e (8%t + k3 + 12(%m1 + m3))
+Lh585ﬂ(—55k + ks +20(—E3my +m ))+Lh686ﬂ(g6k + k3 + 30 m) +m3))
120" 0x P P T a0 axe BT P
1 87MA
— =2 =Tk + k3 + 42(—8 o (h®). 13
TR (=&7k1 + ks + 42(=E"m1 +m3)) | + 0 (") (13)
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Due to the use of Egs. (11) and (12), the local truncation error in Eq. (13) does not include the time derivatives.
Equating the first five coefficients with the smallest orders of 7 in Eq. (13) to zero, we get a linear system of
five algebraic equations:

ki+ko+k3=0, —&ki+k3=0, £k +k3+2(m; +ma—+m3) =0,
—&%k k3 +6(—Emp +m3) =0,  E% + ks +12(E%m; +m3) = 0.

Solving this system, we can find the following coefficients m; and k; (i = 1, 2, 3) of the stencil Eq. (8) that
yield the minimum local truncation error:

_ (—1+&+£2) . _ E(1+E—8Y)
mp = — 2 ay, mp =aj, m3 = 2 ay,
(I+&6)(1+38+&%) (I+8)(1+35 +§%)
12 12 12
ki =— alz 30 1’<2=—a1 5 ka=-— 5(112 3° (14)
1 +4&446-+ & 1+3&+4+& 1 +4&446-+ &
where aj is an arbitrary coefficient. For the other degrees of freedom with A = 3,4, ..., N —2 that correspond

to the uniform grid, the coefficients m; and k; (i = 1, 2, 3) of the stencil equations can be obtained from Eq. (14)
at £ = 1 and they are:

ag ai
= —, my =dai, m3 = —,
10 10

6a; 12a; 6a;
ki = ——, ky = , ky = ——. 15
1 5 2 5 3 5 (15)

mi

Inserting the coefficients m; and k; (i = 1, 2, 3) for the new approach (see Eq. (14)) into Eq. (13), we get the
following local truncation error:

(—1+8EQ+ O +26) a1 L5 EB+ (=1 +£EQ +)(—1 + 38)?hoa; Lia
300 +£G +6) 1200 1 €G3 1 £))
(“1+8E0+(—1+88)G+E02+ 55))0%701%
- 840(1 +£(3+§))

€new = —

+ 00 (16)

for the stencil equation for the degree of freedom u; (A = 2) located close to the boundary with the coefficient
& that can be different from unity, and

2. a6
: ccay 0°uy
how = g 56 10+ OUY) 17)
for the regular stencil equations for the grid points located far from the boundary withé = 1(A =3,4,..., N—

2). It should be mention that small distances from the grid points to the boundary (or small £ < 1) do not
decrease the accuracy of the new approach. Moreover, at small £ < 1, the accuracy is higher than that at
& =~ 0.5; see Fig. 2 for the variation of the leading term of the local truncation error in Eq. (16) as a function
of &.

In the final semidiscrete system, there are only two stencils (Eq. (8§) at A = 2 and A = N — 1) with the
5th order of the local truncation error, see Eq. (16), and N — 4 stencils (Eq. (8) at A = 3,4, ..., N — 2) with
the 6th order of the local truncation error, see Eq. (17). These stencils provide the 4th order of accuracy of the
entire numerical solution at mesh refinement for a large number N of the grid points.

It is interesting to mention that for the conventional linear finite elements that also have a 3-point stencil,
the local truncation error is:

(1 4+ 36%)h* 9%uy
12 ax4

for a degree of freedom u, of a non-uniform mesh shown in Fig. 1. As can be seen from Eq. (18), the local
truncation errors for the linear finite elements have the same orders on non-uniform (§ # 1) and uniform
(¢ = 1) meshes. These stencils provide the second order of accuracy of the entire finite element solution at
mesh refinement for a large number N of the grid points.

+O0h) (18)

eFE =
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Fig. 2 The variation of the leading term Coef; = 00 +EGTE)

in Eq. (16) as a function of & (see Fig. 1)

2.2 Boundary conditions

The application of the boundary conditions at the left and right ends of the 1-D domain is similar. Therefore,
we show this application for the left end only.

2.2.1 Dirichlet boundary conditions

The application of the Dirichlet boundary conditions in the new approach is trivial and similar to that for the
finite elements. We simply use u|"™ = g>(¢) (and, as a consequence, i|""™ = g>(¢)) in the stencil equation,
Eq. (8), at A = 2, i.e., the Dirichlet boundary conditions are exactly imposed. Here, g-(¢) is a given function
of time ¢ that describes the Dirichlet boundary conditions. The final semidiscrete system of equations includes
N — 2 equations given by Eq. (8) with A =2, ..., N — 1 and the two Dirichlet boundary conditions for the

degrees of freedom u "™ and u'yi"™.

2.2.2 Neumann boundary conditions (with the inclusion of boundary degrees of freedom)

For the imposition of the Neumann boundary conditions, we will show two possible approaches. The first
approach is based on an additional stencil equation for the boundary grid point #1, and the degree of freedom
u1 is included into the stencil equation. We assume that this stencil has the same form as that for the grid point
uy given by Eq. (8) at A = 2 with nonzero right-hand side term f7:

h? (mlurf“m + moiiy"™ + m3u2um) +c (klu““m + kouy"™ + k3u"um) /1, (19)

where f7 is the load term for the Neumann boundary conditions that will be defined later. The difference in the
derivation of the coefficients m; and k; of the stencil Egs. (8) and (19) consists in the fact that for the stencil
Eq. (19) we use a Taylor series for u, and u3 as well as for their time derivatives in the vicinity of the first grid
point (in contrast to Egs. (9)—(12)):

dw; Pwi ER? Pwi €L dtw (£
— h e 20
w2 =wit o th+ ax> 3l ot 4 (20
dw) 3wy [+ Dh1*  Bwi [+ DA 8%w [(E + DA*
— e+ 21
wy=wi+ 5 G+ D S ot s 3 Tt a T @D

where w = u and w = %27? For a sufficiently smooth solution, the exact solution u|(x = x1, t) to Eq. (1) at
the boundary also meets Egs. (11) and (12) with A = 1. Replacing the numerical solution in Eq. (19) by the
exact solution (similar to Eq. (6)) and using Egs. (20)-(21) withw = u and w = 2273‘ as well as Egs. (11)—(12)
with A = 1, we get a Taylor series of the local truncation error in space for the new approach:

92u
e=c H:ul(k1+k2+k3)+ h2 (g (ky + k3) + 26k3 + k3 + 2(m1 + ma + m3))

3*u
+24h4 = Ltk + 1282my + (£ + DYks + 122 + 1)%m3)

1 3%u
Jr_6

=0 (g% +30E%ma + (€ + DOk + 30( + 1)*m3)
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+h8f) 4(E3ka + 565°m) + (€ + 1)%ks + 56(¢ + 1)Om3)

40320
+h108<” - (6% 4 908%ma + (5 + 1)'%ks +90(5 + 1)¥m3)
3628800
4+ | h(E(ky 4+ k3) + k3)8_ gh (§ (ky + k3) + 3&7ks + 3& (k3 + 2(mo + m3)) + k3 4+ 6m3)
1 50%u; s 3 5 3
+m —5(5 ko +20&°my 4+ (€ 4+ 1)° k3 +20(€ 4+ 1)"m3)
h' Sk il 1L (ETky + 428%ma + (€ 4+ 1)k + 42(€ + 1)°m3)
+ 5040
h” G (&% + 726 Tmy + (€ + 1Dks + 72(5 + 1) m3)
+ 262850 —fife? |+ O (n"). (22)

Due to the use of Egs. (11) and (12), the local truncation error in Eq. (22) does not include the time derivatives.
From now, we will use the Neumann boundary conditions at the left boundary:

8u1
oy (D =810, (23)
X

where g (¢) is a given function of time 7. Taking the even derivatives of Eq. (23) with respect to time, we can
express the odd spatial derivatives of the solution u(xy, ) with respect to x at the left boundary in terms of
the known boundary conditions g1(¢). For example,

e (X1, 1) = ttyer (X1, 1) = (811 (1), (24)

where for the first equality in Eq. (24), the second derivative with respect to time is replaced by the second
derivative with respect to space using the partial differential equation, Eq. (1), indices x and ¢ designate the
corresponding partial derivatives with respect to x and ¢. Equating to zero the expression in the second square
brackets of Eq. (22), we define the load vector f; for the stencil equation, Eq. (19), that can be expressed in
terms of the given Neumann boundary conditions at the left boundary as follows:

fi =¢ [h(é(kz +k3) +k3>%
X

+-h"—

6" 5 (

£3 (ko + k3) + 38%k3 + 38 (ks + 2(m2 + m3)) + k3 + 6m3)

1 3 Uy
+@h5 xS
WU (kg + 428%my + (6 + 1)ks + 425 + 1)>m3)
+ 5040
+h9% (€% + 72&Tmy + (€ + 1)°ks + T2(¢ + 1)7m3)
362880

(%2 +208%m2 + (6 + ks +20(¢ + 1)*ms3)

= Ph(E(ky + k3) + k3)g1 (1)

3h3d jlz(t) (&% (ka + k3) + 3€7k3 + 3& (ks + 2(m2 + m3)) + k3 + 6m3)

1 hsd g1(1)
202"~ dr
6
W7 S8 (£7ky + 4285my + (€ + 1)7ks + 42(E + 1)°m3)
i 50404

+ (%K +208%m: + (€ + 1)k +20(¢ + 1)
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8
WO S8 (9%, + 7287 my + (€ + 1)%k3 + 72 + 1)7m3)

+ 362880c0

. (25)

Now, equating to zero the first five coefficients in the first square brackets of Eq. (22) with the smallest even
orders of /1, we get a linear system of five algebraic equations. Solving this system, we can find the following
coefficients m; and k; (i = 1, 2, 3) of the stencil equation, Eq. (19), for the new approach:

B (& + D)* (482 + 26 + 13)a;
(2& + 1)(488% + 9683 — 21282 — 260¢ — 65)°
£(45> — 186 — 9)ay

myp = daip, mz =

M3 T 2E 1 1)(485% 1 9683 — 21252 — 2606 — 65)
o 12(3266 + 965 4 8&* — 1443 — 16652 — 78¢5 — 13)a;
DT T E2(E 1 1)2(A8E + 9687 — 21282 — 260 — 65)
o 12(8 + 1)*(29¢% — 26¢ — 13)ay
> T TE2(2E + 1)(48E4 + 9683 — 21262 — 260€ — 65)
4 2
ks 12642982 + 84& + 42)a @6

T (& + D2(2E + 1)(48E4 + 96E3 — 21262 — 260 — 65)

where a; is an arbitrary coefficient. Inserting the coefficients m; and k; (i = 1, 2, 3) from Eq. (26) into Egs. (25)
and (22), we get the following load term f] and local truncation error eyey for the stencil, Eq. (19), related to
the Neumann boundary conditions with the new approach:

P [_1205(5 +1)(EE + DE +& —4) — 13) — 13)c2hg (1)

E(E+ (25 + D(@EGE + D(12E(E + 1) — 65) — 65)

E(E+ 1D(EE + DREE + 1) — 13) — 13)p3 L0

T (QE + D@EE + D126 + 1) — 65) — 65)

E(E + D3BEE + 1) — 265 a0

30025 + D@EE + D(12E(E + 1) — 65) — 65)c2
E4E + 1A QEE + 1) — 2K S0

840(2& + 1)(4E(£ + 1)(126(£ + 1) — 65) — 65)cb

E4E + DAS(E —3E(E + D(E +4) — 12)p°880
30240(2£ + 1)(46(E + 1)(126(E + 1) — 65) — 65)cl0

27)

and

4 4 2,10, 0%u;
o o EUEHDIEEE + UG+ D - SD SR G o8)
604800(4& (& + 1)(126(€ + 1) — 65) — 65)
i.e., the local truncation error in space for the stencil, Eq. (19), related to the Neumann boundary conditions
is even smaller than that for the regular 3-point stencils of the internal degrees of freedom considered in the
previous Sect. 2.1 (see Eq. (17)). It should be mention that small distances from the grid points to the boundary
(or small £ « 1) do not decrease the accuracy of the new approach. Moreover, at small £ < 1, the accuracy
is higher than that at £ close to 1; see Fig. 3 for the variation of the leading term of the local truncation error
in Eq. (28) as a function of &.
The final semidiscrete system of equations includes N —2 equations given by Eq. () withA =2, ..., N—1,
Eq. (19) for the left end and the equation similar to Eq. (19) for the right end. (These last two equations include
the Neumann boundary conditions.)

Remark 3 Due to Egs. (26) and (27), the same multiplier a included into the left- and right-hand sides of the
stencil equation, Eq. (19), can be canceled (or it can be taken a; = 1).
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Fig. 3 The variation of the leading term Coef> = 604800 (42 (E 1 1) (122 6 11)—65)—¢5) 1N Eq. (28) as a function of & (see Fig. 1)

2.2.3 Neumann boundary conditions (without the inclusion of boundary degrees of freedom)

In contrast to the approach for the Neumann boundary conditions described in Sect. 2.2.2, the second approach
is based on a uniform mesh without the inclusion of the boundary degrees of freedom into stencil equations.
This technique can be derived from the previous technique in Sect. 2.2.2 as follows. The boundary degree of
freedom u is not included in calculations. Instead of the two stencil equations, Eq. (8) at A = 2 and Eq. (19),
we will use just one stencil equation, Eq. (19), with m; = k; = 0. Repeating the derivations presented in
the previous Sect. 2.2.2 with m| = k; = 0 and equating to zero the first three coefficients in the first square
brackets of Eq. (22) with the smallest even orders of /, we get a linear system of three algebraic equations.
Solving this system, we can find the following coefficients m; and k; (i = 2, 3) of the stencil equation, Eq. (19),
for the new approach:

(482428 + Day

:0’ = s = ,
" S S ) P
12a; 12a;
k=0, k=g k= 29
! T 4106 +5 0T 424106 +5 2

where a; is an arbitrary coefficient. Inserting the coefficients m; and k; (i = 1, 2, 3) from Eq. (29) into Egs. (25)
and (22), we get the following load term f and local truncation error epey, for the stencil Eq. (19) related to
the Neumann boundary conditions with the new approach:

hg () QEE+D - DRSO 2 - seEGEE +2) + 1) - 9)p0 80

fi=a ~3 5
EQRE+S)+S5 26(RE+5)+5 3022 +5) + 5)c

(1-76E+DE> +a—DEEE+D + 1))h7%
168(2& (2 + 5) + 5)c®
(1 -36ETEE*E+DEE+2) +2)—2) — 10) — 3))h9%
60482 (2& + 5) + 5)cl0

(30)

and

6
25+ DMEEEMUEE+2)+ 1) —3) —3)62h6a133% 7
€new = + 0", (31)
12025 (2§ +5) +95)

i.e., the order of the local truncation error in space for the stencil Eq. (19) related to the Neumann boundary
conditions and given by Eq. (31) is comparable with that for the 3-point stencils of the internal degrees of
freedom considered in Sect. 2.1 (see Eq. (17)). It should be mention that small distances from the grid points to
the boundary (or small £ < 1) do not decrease the accuracy of the new approach. Moreover, at small £ < 1,
the accuracy is higher than that at & close to 1; see Fig. 4 for the variation of the leading term of the local

truncation error in Eq. (31) as a function of £.
The final semidiscrete system of equations includes N — 4 stencil equations given by Eq. (8) with A =
3,...,N — 2, Eq. (19) for the left end and the equation similar to Eq. (19) for the right end. (These last




A new numerical approach to the solution

2631

Coef
0.01l
g
-0.0t
-0.02
-0.03
-0.04
-0.05
Fig. 4 The variation of the leading term Coefs = (25+D?%gg%gﬁ;ig_&_” in Eq. (31) as a function of & (see Fig. 1)
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Fig. 5 The spatial locations of the degrees of freedom ujj(i=A-1,A,A+1,j=B~—1,B, B+ 1) that contribute to the
9-point uniform stencil for the internal degree of freedom u 4, g located far from the boundary

Y

d7 A—hi Boundary
5 /

Fig. 6 The spatial locations of the degrees of freedom u; j i = A—1,A,A+ 1, j = B —1, B, B + 1) that contribute to the
9-point non-uniform stencil for the internal degree of freedom u 4, p located close to the boundary with the Dirichlet boundary

conditions

two equations include the Neumann boundary conditions.) The degrees of freedom u}"™ and u'y'™ are not
included in the final global system. The values of the unknown function at these grid points can be found by
an extrapolation after the solution of the final system of equations.

Remark 4 Due to Egs. (29) and (30), the same multiplier a; included into the left- and right-hand sides of the
stencil equation, Eq. (19), can be canceled (or it can be taken a; = 1).

3 A new numerical approach for the 2-D wave and heat equations

3.1 Zero load f = 01in Egs. (1) and (2)
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Here, we present 9-point uniform stencils that will be used for the internal grid points located far from the
boundary and 9-point non-uniform stencils that will be used for the grid points located close to the boundary
with the Dirichlet boundary conditions. (The case of the Neumann boundary conditions will be considered
separately in Sect. 3.3.2.) Let us consider a 2-D bounded domain and a rectangular Cartesian mesh with a mesh
size h where h is the size of the mesh along the x-axis and by is the size of the mesh along the y-axis (by is
the aspect ratio of the mesh); see Figs. 5 and 6. The 9-point stencil considered here is similar to that for the
2-D linear quadrilateral finite elements. The spatial locations of the 8 degrees of freedom that are close to the
internal degree of freedom u 4 p and contribute to the 9-point stencil for this degree of freedom are shown in
Fig. 5 for the case when the boundary and the Cartesian mesh are matched or when the degree of freedom u 4 5
is located far from the boundary. In the case of non-conforming grids when the grid points do not coincide with
the boundary, the first grid points that are located outside the physical domain are moved to the boundary of the
physical domain as shown in Fig. 6. In order to find the boundary points that are included into the stencil for
the degree of freedom u 4 p (see Fig. 6), we join the central point u 4 g with the 8 closest grid points, i.e., we
have eight straight lines along the x — and y—axes and along the diagonal directions (the dashed lines) of the
grid; see Fig. 6. If any of these lines intersects the boundary of the domain, then the corresponding grid point
(designated as o) should be moved to the boundary. (The new location is designated as e.) This means that
for all internal points located within the domain, we use the 9-point uniform (see Fig. 5) or non-uniform (see
Fig. 6) stencil. To describe the coordinates of the boundary points shown in Fig. 6 we introduce 8 coefficients
0<di<1(=1,2,...,8)asfollows (see also Fig. 6):

XA-1,B-1 = XA,B —dih,  ya—1,5-1 = ya,B —dibyh,

XA,B—1 = XA,B»  YA,B—1 = YA,B — dabyh,
XA+1,B—1 = XA.B +d3h,  yat1,B—1 = yap — d3byh,
XA-1,B = XA,B —dsh,  Ya-1,B = YA,B,
XA+1,B = XA,B +dsh,  YA+1,B = YA.B»
XA-1,B+1 = XA —deh,  ya—1B+1 = Ya.B +desbyh,
XA,B+1 = XAB»  YA,B+1 = YA,B +d7byh,
XA+1,B+1 = XAB +dgh,  yay1B+1 = ya.B +dsbyh. (32)

If for a specific geometry of the domain some grid points designated in Fig. 6 as o are located inside the
domain, then these grid points should not be moved and the coordinates of these points can be also determined
by Eq. (32) with the corresponding coefficients d; equal to unity (d; = 1). Equation (4) for the 9-point uniform
(see Fig. 5) or non-uniform (see Fig. 6) stencil can be explicitly rewritten as follows:

B2 m]dnur(l/lirfl),(s—l) +m2dn”iu,r(n3—1) +m%dn”?ﬂ1),(3—1) +m4dn”?fxn31>,3 +m5dn”1}4u,r§
dm dr ‘ dem dr dem
num num num num
+m6d"“(A+1),B +m7dnu(A71),(B+1) +m8dnuA,(B+l) mgd"“(AH),(BH)
dem dem dr dr

e {klu?f‘rfll(l?—l) +kaul gy +ksu(any (1) +Kkau(aZy) g+ ksup
+ket(atry. g + KU1 1y T KsUA (1) T k9”?§$1),(3+1)} = fa.B. (33)

where fA,B = 0 in the case of zero load f = 0 in Egs. (1) and (2), the unknown coefficients m; and k;
(i=1,2,...,9) are to be determined from the minimization of the local truncation error, the superscript n in
the time derivative in Eq. (33) and the material parameter ¢ are n = 1 and ¢ = a for the heat equation as well
as n = 2 and ¢ = ¢? for the wave equation. For the calculation of the local truncation error, let us expand the
exact solutionuj; (j =A—1,A,A+1land! = B —1, B, B+ 1) and its time derivatives into a Taylor series
at small & < 1 as follows:

82wA,B (ihdij)z
0x2 2!

owa,B . dwa
i hd
ax (ihd;j) + dy

32w, p (ihd;j)(jhd;;) N 32wa, p (jhd;j)?
dxdy 2! 0y?2 2!

B, .
WA+i, B+j = WA,B + (jhd;j) +




A new numerical approach to the solution 2633

Bwa p (ihdij)®>  Pwa p (ihd;i))*(jhd;;)

dx3 3! dydx2 3!
Bwa p (hdij)(jhdij)*  Pwa g (jhd;;)? . (34)
9y29x 3! 9y3 3!
where w = v and w = % aswell as i, j = —1,0, 1, and there is no summation over the repeated indexes

i and j in Eq. (34). For convenience, the coefficients d; (i = 1,2, ...,8) in Eq. (32) are designated as d;;
(@i, j = —1,0, 1) in Eq. (34) with the following correspondence between d; and d;;:
dy-1=d, do-1=dr, di-1=d3, d-10=das, (35)
dip=ds, d-11=ds, doy=d7, di1=4ds.

The exact solution u 4 g to Egs. (1) or (2) meets the following equations:

"ua B
at"
3i+j+nuA B 8i+jv2uA B
——— — ——
ax' oyl ot" ax'oy/

—Vupsp =0, (36)

=0, (37

with i, j = 0,1, 2, 3,4, .... Replacing the numerical solution in Eq. (33) by the exact solution (similar to
Eq. (6)) and using Eq. (34) with w = v and w = %Z,ﬁ‘ as well as Eqgs. (35)—-(37), we get a Taylor series of the
local truncation error in space for the new approach:

u ou h? 0%u 0%u 0%u
AB L, A,B) <b4 AB g, uan A,B)

=cib hi{b —
¢ C{ 1,8+ (2 dx 3 dy 2 9x2 xdy 9y?

n3 93 a3 93 93
<b7 uap  , 0UAB UA,B bio MA,B)

+_

6 dx3 s 9x29y ? 9xdy? ay3
+§ (b“ W‘au# + b1a f:;;’j + b3 gizgyi + b4 834uaAf + bis 34;:;,3)
+% (bma?% + b7 %5;4%’5 + big gizgyg + byo gizgg + by %zuaA);f + by %)
+% (bzz% + b3 %6_:5/3; + b2 giig’g + bas gzzg’g + b6 gzg’i
+b7 Z?‘g‘yf +bag aég‘y/;'B ) } + 0@ (38)

with the coefficients b, (p = 1,2, ..., 28) given in “Appendix A.” Due to the use of Egs. (36) and (37), the
local truncation error in Eq. (38) does not include the time derivatives. In order to improve the order of the
local truncation error in Eq. (38) at small 2 < 1, we will equate to zero the coefficients b,, in Eq. (38) for the
smallest orders of h. If we equate to zero the first 15 coefficients b, = 0(p = 1,2, ..., 15)in Eq. (38), then, at
least, we could obtain the fifth order of the local truncation error. However, for a rectangular mesh with by # 1,
the corresponding system of 15 algebraic equations for some particular cases (e.g., when three or four points
of the 9-point regular stencil are located outside the physical domain and we have a non-uniform stencil with
ds #1,de # 1,d7 # 1 and dg # 1, see Fig. 6) can be analytically solved with the help of Mathematica. These
solutions show that all coefficients k; in this stencil equation are zeros, i.e., these solutions are inappropriate.
Therefore, the maximum possible order of the local truncation error for a non-uniform stencil, Eq. (38), on a
rectangular mesh corresponds to the fourth order. (This can be done by equating to zero the first 10 coefficients
b, =0(p =1,2,...,10) in Eq. (38).) Fortunately, for square meshes with b, = 1, the solutions of the
system of 14 algebraic equations b, = 0 (p = 1,2,..., 11, 13, 14, 15) for the cases when five points of the
9-point regular stencil are located outside the physical domain (e.g., for non-uniform stencils with ds # 1,
ds #1,de #1,d7 #1,dg = lord) # 1,ds # 1,de # 1,d7 # 1, dg # 1; see Fig. 6) can be analytically
solved with the help of Mathematica. The substitution of these solutions in the expression for coefficient b,
(see “Appendix A”) yields bj2 = 0, i.e., all 15 coefficients b, = 0 (p =1, 2, ..., 15) are zero in these cases.
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Therefore, for square meshes the new approach with the non-uniform stencils for a very general geometry (the
five points of the 9-point regular stencil can be located outside the physical domain) yields, at least, the fifth
order of the local truncation error. The case of square Cartesian meshes with b, = 1 will be considered below
for the wave and heat equations.

In order to zero the coefficients b, (p = 1,2,...,15) and minimize the values of the coefficients b,
(p=16,17,...,21) for the fifth and sixth orders of the local truncation error, we use the following procedure.
First, let us zero the following coefficients b,:

bp =0, p=12,...,11,13,15, 39
and
bip+ b4 =0, (40)

The use of Eq. (40) instead of equating a single coefficient b, (as in Eq. (39)) allows a symmetric form of the
local truncation error in Eq. (38) with respect to x and y.

Then, for the coefficients b, related to the fifth and sixth orders of the local truncation error, we use the
least square method with the following residual R:

21 28
R=Y br+h Y b, (41)
p=16 p=22

where /1 is the weighting factor to be selected (e.g., the numerical experiments show that 71; = 1 yields accurate
results). The inclusion of the sixth-order terms is explained by the fact that for uniform square meshes, the
fifth-order terms do not provide a sufficient number of equations for the calculation of the coefficients m; and
ki i =1,2,...,9). In order to minimize the residual R with the constraints given by Egs. (39)—(40), we can
form a new residual R with the Lagrange multipliers A ,:

21 28 11
R=)"br+h Y b+ Y Apbp+ria(biz +b1a) + Aizbiz + Aiabis. (42)
p=16 p=22 p=1
The residual R is a quadratic function of coefficients m; and k; (. = 1,2,...,9) and a linear function of

the Lagrange multipliers A, i.e., R = R(m,-, ki, Ap). In order to minimize the residual Ié(m,-, ki, Ap), the
following equations based on the least square method for the residual R can be written down:

R0, By iz12..9 43)
~ =Y ~ =Y L=1,2,...,7,

3mi 8/(,'

oR

=0, p=1,2...,14, (44)
M,

where equation aBTIi = 0 should be replaced by ms = 1 (because for the homogeneous stencil equation,

Eq. (33), with fA, B = 0 one of the coefficients m; and k; (i = 1,2,...,9) can be arbitrary selected, e.g.,
ms = 1). Equations (43) and (44) form a system of 32 linear algebraic equations with respect to 18 unknown
coefficients m; and k; (i = 1,2,...,9) and 14 Lagrange multipliers 1, (p = 1,2, ..., 14). Solving these
linear algebraic equations numerically, we can find the coefficients m;, k; (i = 1,2,...,9) for the 9-point
non-uniform stencils.

Remark 5 To estimate the computation costs of the solution of 32 linear algebraic equations formed by Egs. (43)
and (44), we solved 10° such systems with the general MATLAB solver on a simple student laptop computer
(Processor: Intel (R) Core(TM) i5-4210U CPU @ 1.70 GHz 2.40 GHz). The computation *wall’ time was
T = 12165 for 10° systems or the average time for one system was 0.001216s. Because the coefficients m;
andk; (i = 1,2, ...,9) are independently calculated for different non-uniform stencils, the computation time
of their calculation for different grid points can be significantly reduced on modern parallel computers. This
means that for large global systems of equations, the computation time for the calculation of the coefficients
m;and k; (i = 1,2,...,9)1is very small compared to that for the solution of the global system of equations.
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Remark 6 The coefficients m; and k; (i = 1,2, ..., 9) calculated according to the above-mentioned procedure
lead to a non-symmetric global system of semidiscrete equations. Non-symmetric global matrices are also
reported for other numerical techniques with Cartesian meshes on irregular domains, e.g., see [6].

For the limit case of uniform stencils with d; = 1 (i = 1, 2, ..., 8) and square meshes, the coefficients
m;and k; (i = 1,2,...,9) can be calculated analytically with the help of Mathematica and are equal to those
obtained by the modified integration rule technique for uniform stencils in [23,59]:

my = m3 = m7 = mg = ay/100, my = mg = mg = mg = a/10, ms = aj,
ki = k3 = k7 = kg = —6a;/25, ko = ks = k¢ = kg = —24a;/25, ks 24a;/5, (45)

where a; is an arbitrary coefficient.

By the substitution of m; and k; (i =1, 2, ..., 9) from Eq. (45) for the uniform stencil in the formulas for
the coefficients b, (see “Appendix A”), we can find that b, = 0 for p =1, 2, ..., 21 and the local truncation
error for the uniform stencil on square meshes is:

€new =

36115]’16 |:36MA’B 36MA,B

00 | e o ] + 0. (46)

The new approach with square Cartesian meshes provides the fifth order of the local truncation error for the
non-uniform stencils and the sixth order of the local truncation error for the uniform stencils (see Eq. (46)).
For the conventional linear finite elements on uniform square meshes, the local truncation error is (see [23])

in_ ch* (9*uap  0%uap
x4 ay4

- 6
€conv — 12 ) + O(h ), (47)

i.e., for the 9-point stencils the new approach improves the local truncation error in space by two orders
compared to that for the conventional linear elements on uniform square meshes.

3.2 Nonzero load f # 0 in Egs. (1) and (2)

The inclusion of nonzero loading term f in the partial differential equations, Egs. (1) and (2), leads to the
nonzero term fA p in the stencil equation, Eq. (33) (similar to Eq. (4)). The express10n for the term fA B can
be calculated from the procedure used for the derivation of the local truncation error in the case of zero loading
function.

In case of nonzero loading function (f (x, ) # 0), Egs. (36) and (37) for the exact solution at x = x4 and
y = yp can be modified as follows:

uap  _
S~ VA = f(xa, y8,0), “48)
YA+, _Eaﬁﬂ')VZuA,B ATV N)) (49)
dxidyl drn axigyl dxidyl

Then, replacing the numerical solution in Eq (33) with nonzero f, ‘A, B by the exact solution (similar to Eq. (6))

and using Eq. (34) with w = u and w = 3 t,, as well as Eqgs. (35), (48) and (49), we get a Taylor series of the
local truncation error in space ey for the new approach:

ey =e—[fap—{h*fapOni +mo+ms +mas+ms +me +m7 + ms + mo)

d
+h? (b fa.p (—dimy — domy — dzm3 + dem7 + dymg + dgmg)

ofa,B

+
0x

(—=dimy + dym3 — damg + dsme — dgm7 + dsl’ﬂ9))

52
+3 Ly (b2 fA B (@my + d3my + dims + d2my + d3mg + d3ms)
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0° fa,B
3f2 (d2m1 + d32m3 + dfm4 + d52m6 + d62m7 + dgmg)
+2b, af A8 (&2my — dims — dEmy + dgmg))

A,B
+6h5 <b3 8f3 (d}(=m1) — d3ma — d3ms + dim7 + d3ms + dgmo)

3fAB
33

(di(=my) + dims — dima + dime — dgm7 + dgmo)

+3b, (b) a];Af(d( my) + dims — d2my + d3mo)

3 fa.n
+ 8xJ;8’y (df(—ml) — dym3 + dims +d§m9)))
1 a*
5 (b;‘ aj; 28 (dfmy + d3dmo + d3ms + dimq + dims + dgmo)
9
afﬁB (d4m1 + d§m3 + dffm4 + d§m6 + a’ém7 + dg'mg)
A,B
+4b3 5 J; (dimy — d§ms — d¢m7 + dgmo)
23 fa.B 4 4 4
+6by =25 2,2 (dimi + dims + d¢m7 + dgmo)
I fam 4 4 4 4
+4bym (dimy — dim3 — dgm7 +dgmo) | +--- ¢ |, (50)

where e is the local truncation error in space given by Eq. (38) for zero loading function, f4 p designates
function f(x, y,t) calculated at x = x4 and y = yp. Equating to zero the expression in the square brackets
in the right-hand side of Eq. (50), we will get the expression for f4 p:

fa.p =h?fap(my +my +m3 + my +ms + me +m7 + mg + mg)
d
+h3(by f“
ofa,B
ox

(—dimy — damy — dsms + dem7 + d7mg + dgmo)

(—dim1 + dsm3 — damy + dsme — dem7 + dgmyo))

23 fAB

4= h“(b

(dim + dsmy + dymy + dgmy + dimg + dgmo)

9
+ afA E(d2my + dims + dimg + dme + dim7 + dZmo)

82
+2by#(d12m1 — d3m3 — d}my + dimo))

3a fAB

+- hS(b (di (—=my) — d3my — d3m3 + dgmy + d3mg + dgmo)

3 fan
33

(d} (—=m1) + d3ms — d3ma + d3me — d3m7 + d3mo)

3
+3by(by J; Ay’f (d} (—my) + d3ms — dim7 + d3mo)

3fAB 43fAB
ax2

+d6m7 + d3ms + dgmo)

+ (dl( my) — dym; +d6m7+d8m9)))+ h6(b — 22 dimy + d3ma + dim;
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8
fA B — 22 @dmy + dims + dimy + dime + dimg + dgmo)
+4b3 fA B = (dimy — d3m3 — dgm7 + dgmo)
ot fA B
2
+6bya 20y 2(dlm1 + d§m3 + dim7 + dgmo)
* fam
+4by 9x39 (d1m1 d§m3—dgm7+d§m9))+... (5])

as well as we get the same local truncation errors ey = e for zero and nonzero loading functions. This means
that the coefficients m; and k; of the stencil equations are first calculated for zero load f = 0 as described in
Sect. 3.1. Then, the nonzero loading term f4_p given by Eq. (51) is used in the stencil equation, Eq. (33).

3.3 Boundary conditions
3.3.1 Dirichlet boundary conditions

Similar to the 1-D case in Sect. 2.2.1, the application of the Dirichlet boundary conditions in the new approach
is trivial and similar to that for the finite elements. We simply equate the boundary degrees of freedom of
the uniform and non-uniform stencils (see Figs. 5 and 6) to the values of a given function g>(x, y, t) at the
corresponding boundary points, i.e., the Dirichlet boundary conditions are exactly imposed. Here, g2 (x, y, )
describes the Dirichlet boundary conditions. The final global discrete system of equations includes the 9-point
uniform and non-uniform stencil equations (see Figs. 5 and 6) for all internal grid points that are located inside
the domain as well as the Dirichlet boundary conditions at the boundary points.

Remark 7 The imposition of the Dirichlet boundary conditions at any boundary point means that the stencil
coefficients at this boundary point are multiplied by the known values of function u and its time derivatives and
are moved to the right-hand side of the stencil equation. Therefore, the left-hand side of the stencil equation
in this case includes the unknown function u and its time derivative at the Cartesian grid points. (There are
no unknowns at the boundary points, and the boundary points contribute to the right-hand side of the stencil
equation only.) This also means that the 9-point non-uniform stencils shown in Fig. 6 actually include less
than 9 Cartesian grid points.

Remark 8 The proposed technique yields accurate results for the non-uniform stencils even with very small
coefficients d; < 1; see the numerical examples in Part II. However, the new technique allows also to exclude
very small coefficients d; < 1 from calculations. For example, if d; < tol for some internal point (see Fig. 6)
where tol is a small tolerance (e.g., tol = 10_3), then the non-uniform stencil for this internal point can be
removed from the global system of equations and this point can be moved to the boundary and treated as the
boundary point for other stencils. In this case, the corresponding coefficients d; for this point in other stencils
can be slightly greater than one. According to the derivations in the previous section, all equations will be valid
also for d; > 1. The numerical experiments with a small tolerance tol = 1073 show that if the point with very
small coefficients d; < 1 is moved to the boundary, then the coefficients d; for this point in other stencils can
be taken as d; = 1 without introducing any significant errors.

3.3.2 Neumann boundary conditions (with no inclusion of boundary degrees of freedom)

In this section, we show that a high accuracy of the new approach with the Neumann boundary conditions in
the 2-D case can be developed with a cut stencil that includes less than 9 grid points. Here, we show that the
8-point cut stencil can be used for the imposition of the Neumann boundary conditions at the upper boundary.
(The cases of the left, lower and right boundaries can be considered by the rotation of this stencil through
angles 907, 180° and 2707, respectively.) This stencil includes the internal grid points of a uniform Cartesian
mesh only. Similar to the Neumann boundary conditions in the 1-D case presented in Sect. 2.2.3, the boundary
points with the Neumann boundary conditions are included into the right-hand side of the 8-point cut stencil.
For the time-dependent wave and heat equations, we use three boundary points with the coordinates x;, y;,
i =1,2,3 (see Fig. 7 and Eq. (52) ). The stencil equations should be formed for all grid points located within
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Fig. 7 The spatial locations of the degrees of freedom u; ; = A —1,A,A+ 1, j = B — 1, B, B + 1) that contribute to
the 8-point cut stencils for the internal degrees of freedom u4 g and u 4 p+1 located close to the boundary with the Neumann
boundary conditions. e designates the 8 points contributing to the stencil equation

the actual domain. For any internal grid point located far from the boundary, we use the 9-point stencil; see
Fig. 5. For the 9-point regular stencil for the grid point u 4 g shown in Fig. 7 and located close to the boundary,
one grid point u 41 p+1 is cut by the boundary. Therefore, for this grid point, we use the 8-point stencil shown
in Fig. 7. The case when the boundary cuts the grid point u 441, p+1 (instead of the grid point u 41, p+1) can be
treated similarly. For the 9-point regular stencil for the grid point u 4 p+1 shown in Fig. 7 and located close to
the boundary, the boundary cuts four grid points ua—1 p+1, YA—1,B+2, UA B+2 and u 41 p+2. In this case, for
the grid point u 4, p+1, we use the same 8-point stencil as that for the grid point u 4, . However, in order to have
linear independent stencil equations for the grid points u 4, p+1 and u 4, g, we will select different locations of
the boundary points used for these stencils (with the different coordinates x;, y;, i = 1, 2, 3). If for the 9-point
regular stencil for the grid point u 4 g1 the boundary cuts one grid point # 4 g+2, or two grid points u4—1 p+2
and u 4 p42, or three grid points us—1, p42, ua, p+2 and u a1, p+2 (or three grid points us—1,p4+1, UA—1,B+2
and u 4 p+2), then the same 8-point stencil as that for the grid point u 4, p+1 shown in Fig. 7 is used, i.e., the
8-point stencils will be used for all grid points close to the boundary where the boundary cuts the grid points of
the 9-point regular stencil. Equation (4) for the 8-point stencil (see Fig. 7) can be explicitly written as follows:

L3 dnul(lfllgl),(Bfl) tm d"“r}xu,r(anl) +m2dn”r(12?1),(371) m d"“r(lfxnll),B ‘m d"uy"p
! din 2T am : dn Y am >
- dn“?XT-l),B 4 m d””%“,r(nBJrl) tm dn“?/liril),(BH)
O g T am ’ dn

te {klu?ﬂl%w—l) + kou'y g1y + k3u(ayy) (p_1) + kau(sly) g+ ksuly'p

+keu(a Ty, + ksup (1) + k9“?fxnil),(3+1)}

= [ch(hgi(x1. y1. 1) + g1 (x2, y2. 1) + 1381 (x3, y3. )]+ fa,5. (52)
where fA, g = 0 in the case of zero load f = 0 in Egs. (1) and (2), the unknown coefficients m;, k;
i=12,...,6,8,9and[; (i =1,2,3) are to be determined from the minimization of the local truncation

error, the expression in the square brackets in the right-hand side of Eq. (52) represents the Neumann boundary
conditions at three boundary points with the coordinates x;, y;, i = 1,2,3 (xa—1,B+1 < Xi < XA+1,B+1, €€
Fig. 7), the superscript n for the time derivative in Eq. (52) and the material parameter caren = 1 and ¢ = a
for the heat equation as well as n = 2 and ¢ = ¢ for the wave equation. For convenience, the left-hand side
of Eq. (52) is written similar to that of Eq. (33) with k7 = m7 = 0.

Remark 9 Only 18 out of the 19 coefficients m;, k; (i = 1,2,...,6,8,9) and [; (i = 1,2,3) in Eq. (52)
can be considered as unknown coefficients. This can be explained as follows: In the case of zero load f =0
and fa p = 0, Eq. (52) can be rescaled by the division of the left and right sides of Eq. (52) by any scalar
ay. For example, let us select a; = ms. In this case, the rescaled coefficients m;, IE,- (i=12,...,6,89)
and [; (i = 1,2, 3) of the stencil equation are: m; = m;/ms (i = 1,2,3,4,6,8,9), ms = 1, k; = k;j/ms
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(i=12,...,6,8,9) and_l_i = [i/ms (i = 1,2,3), i.e., there are only 18 unknown rescaled coefficients.
The case of nonzero load f4 p # O can be similarly treated because the term f4 p is a linear function of the
coefficients m; (see Eq. (51)).

Remark 10 In the numerical simulations in Part 2 of the paper, we use the uniform spacing 1 = h /32 for the
boundary points along the x-axis (x;+1; = x; + h1 with i = 1, 2; see Fig. 7) with the following x-coordinate
of the first point: (a) x; = xa—1,p + h1 in the case when the boundary cuts one grid point u4—1 g+1; (b)
X1 = x4, — hi in the case when the boundary cuts one grid point u4 g1 or three grid points ua—1 p+2,
ua p+2 and ua41 p+2 as well as in the case of the conforming mesh; (¢) x1 = (x4, + xa+1.8)/2 — h1 in the
case when the boundary cuts four grid points u4—1,p+1, UA—1,B+2, UA, B+2 and u 441, p+2 or three grid points
UA—1 B+1, UA—1,B+2 and u 4 pyo or two grid points us—1 p42 and u 4 p2. The numerical results show that
with this selection of the boundary points we have stable numerical solutions.

The local truncation error of the stencil equation, Eq. (52), at any time ¢ can be written down by the
replacement of the numerical solution in Eq. (52) by the exact solution as follows:

d"ua— _ d"u _ d"u _ d"ua— d"u
2 (A=1),(B—1) A(B—1) (A+1),(B—1) (A=1),B A,B
e = h“{m + m + m m m
{ ! drn 2 am T am am > dm
d"uca+1).8 d"up,(B+1) d"u(A+1),(B+1)
+m — +m ; +m :
am 8 de de

+ ¢ {kiuca—ny,8—1) + kaua,(a—1) + kauat1),(8—1) + katta—1).8 + ksia,p
+kett(a+1),8 + ksua, (B+1) + kouatny,B+1) )

_ Ju(xy, du(xy, du(xy, du(xy,
Nen (1, (nyy (x1, y1) + g (x1, y1) b (s (x2, y2) + o (x2, y2)
ox ay ox ay

ou(xz, du(xs,
‘i <n13 (x3, y3) 1y u(x3 y3)))] (53)
ox ay

where ny; and ny; (i = 1,2, 3) are the x- and y-components of the unit normal vector n; at the boundary
point i (see Fig. 7), function u(x, y, t) in Eq. (53) corresponds to the exact solution, the Neumann boundary
conditions in the right-hand side of Eq. (52) are expressed in terms of the function u(x, y, ) and are moved to
the left-hand side of Eq. (53). Next, using the following notations for the coordinates of the boundary points
(see Fig. 7):

Xi =xaB+aih, yi=yan+Bih, (54

with the coefficients o; (—1 < o; < 1), B;, i = 1,2, 3, let us expand the expression in the square brackets
of Eq. (53) (that corresponds to the Neumann boundary conditions) into a Taylor series at small # < 1 as
follows:

du(xa,+oih, ya s+ Bih)  duap | 0%uap

= (aih)
0z 9z 0z0x

9%u 93u aih)? 33u o;h)(Bih

+ A,B(IBih)_i_ A,f( i ) A,B ( i )(ﬂl )
azdy 0z0x 2! 0z0xdy 2!
PBuap B dtuap (ih)?  *uap (:h)*(Bih)
dzoy? 2! 9zox3 3! 9z0ydx? 3!
0 urp @M Bl 0w Bih)® (55)
0z0y2dx 3! dzoy3 3l

with 34 = 04 21 — g_; Using Eq. (34) with w = u, w = 3% and d;; = 1, Egs. (36), (37), (55), we get the

following form of the local truncation error in space e from Eq. (53):

+ = +b +b
dy 2 ax2 5 6

dup B dua n? 32MA7B 321414’3 321414’3
+ ba oxdy ay?

Puap Puap
B, ,
O oxayz 10753
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120 ( 167555 %y VB 9x3ay2 T 9x29y3 T 0 aayd T 2 T )5
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with the coefficients b, (p = 1,2, ..., 28) given in “Appendix A.” Due to the use of Egs. (36) and (37), the
local truncation error in Eq. (56) does not include the time derivatives. In order to improve the order of the local
truncation error in Eq. (56) at small 7 < 1, we equate to zero the coefficients b, in Eq. (56) for the smallest
orders of h. The stencil equation, Eq. (52), includes 19 unknown coefficients m;, k; i = 1,2,...,6,8,9)and
l; i =1,2,3), but only 18 of them can be considered as unknown coefficients; see Remark 9. Therefore, we
can zero 18 coefficients b, in Eq. (56). As can be seen from Eq. (56), this will lead to the fifth order of the
local truncation error. In order to minimize the leading terms of the local truncation error, we use the following
procedure. First, we can zero the first 15 coefficients b, =0 (p =1, 2, ..., 15) in Eq. (56) (this provides the
fifth order of the local truncation error), and then, we can minimize the coefficients b, (p = 16, 17, ..., 21) that
define the leading terms of the local truncation error. From this procedure, we can find the unknown coefficients
mi ki (i =1,2,...,6,8,9)and/; (i = 1,2, 3) of the stencil equation, Eq. (52). Symbolic computations with
the Mathematica software show that the 14 algebraic equations b, = 0 (p = 1,2,...,11,13, 14, 15) can
be analytically solved for k; i = 1,2,...,6,8,9 andm; (i = 2,3,...,6,8,9) in terms of m, ms and /;
(i =1, 2, 3) and are given in the attached file *'m-k-coeff.pdf” where the coefficients m5 can be taken as ms = 1
after rescaling; see Remark 9. The remaining unknown coefficients m; and [; (i = 1, 2, 3) can be found from
the minimization of the leading terms of the local truncation error at the constraint bj; = 0. Let us consider
the least square method with the following residual:

R - b%6 + b%7 + b%g + b%g + b%o + b%l + )\.b12, (57)

where A is the Lagrange multiplier. With the help of the formulas given in “Appendix A” and the attached file 'm-
k-coeff.pdf’, the right-hand side of Eq. (57) can be expressed as a quadratic functionof m; and /; (i = 1,2, 3)
and a linear function of A, i.e., R = R(my, 1,2, I3, A). In order to minimize the residual R(m, [y, [, I3, 1),
the following five equations based on the least square method for the residual R can be written down:

IR IR IR

om; ol o,
R R
—_— 07 _— = N (58)
dl3 oA

where the explicit form of these linear algebraic equations is given in the attached file *Derivatives.pdf.” Solving
the 5 linear algebraic equations (see Eq. (58)), we can find the coefficients m1, [; (i = 1, 2, 3) as well as the
coefficients k; (i = 1,2,...,6,8,9 andm; (i =2,3,...,6,8,9) with the help of the formulas given in the
attached files *m-k-coeff.pdf’ and "Derivatives.pdf.” As can be seen, the 8-point cut stencil with the Neumann
boundary conditions yields the same fifth order of the local truncation error as the non-uniform 9-point stencil
with the Dirichlet boundary conditions in Sect. 3.1.

Remark 11 For some simple cases, the 5 linear algebraic equations (see Eq. (58)) can be solved analytically.
In this case, the leading terms b, (p = 16, 17, ..., 21) of the local truncation error are the rational functions
of the x; and y; coordinates (i = 1,2, 3) of the boundary points and the components of the unit normal
vectors ny; (i = 1,2, 3) for the boundary points. (The components n;; can be expressed in terms of ny;.)
If the denominators of these rational functions are nonzero for all x;, y; and ny;, then the leading terms b,
(p = 16,17, ...,21) are bounded. The numerical results show that in this case we have stable numerical
solutions. A more comprehensive study of the imposition of the optimal boundary conditions (including the
number and location of the boundary points) will be considered in the future. We should also mention that a
simpler way of the imposition of the Neumann boundary conditions is considered in our papers [29,30].
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4 A new numerical approach for the 2-D Poisson equation
4.1 Zero load f = 0 in Eq. (3)

The derivation of the new approach for the Poisson equation is similar to that for the wave and heat equations in
Sect. 3. The 9-point uniform and non-uniform stencils introduced in Section 3.1 (see Figs. 5 and 6) will be used
with the new approach for the internal grid points located far from the boundary and for the grid points located
close to the boundary with the Dirichlet boundary conditions. (The case of the Neumann boundary conditions

will be considered separately in Sect. 4.3.2.) The stencil equation for the degree of freedom u'}"; of the time-
independent Poisson equation can be obtained from Eq. (33) withc = 1l and m; = Ofori = 1,2,...,9) as
follows:
kiugaZy) (p_y + ko (p_1) + kau(ay) g1y + kau(py) 5 + ksup'p
+he(a 1) g + k1u(ay) g1 + kU (1) T kou(athy sy = faB (59)
where fA,B = 0 in the case of zero load f = 0 in Eq. (3), the unknown coefficients k; (i = 1,2,...,9) are

to be determined from the minimization of the local truncation error. The exact solution u 4 p to the Poisson
equation, Eq. (3), with f = 0 at x = x4 and y = yp meets the following equations:

82”A,B . 321/{A,B (60)
ax2 ay2 ’
i+2j i+2j
PIG .I)MA’B _ PIC ])MA’B 6D
3yi3x2j oy+2))
gli+2j-1) 9li+2j-1)
Ll = (-1 L (62)

withi =0,1,2,3,4,...and j = 1, 2, 3, 4, .... The right-hand sides of Egs. (61) and (62) are obtained by the
replacement of the second x-derivative in the left-hand sides of Eqgs. (61) and (62) by the second y-derivative
using Eq. (60). For the calculation of the local truncation error, we also use Eq. (32) with Egs. (34) and (35).
Replacing the numerical solution in Eq. (59) by the exact solution (similar to Eq. (6)) and using Eq. (34) with
w = u as well as Egs. (60)—(62), we get a Taylor series of the local truncation error in space for the new
approach:

8MA B auA B h2 821/!,4 B 82uA B
=b h(by—"= + by—— — (b = +b ’
¢=biap+t (28x T )+2 oxay 5 Tay2

h3 ([ 3%uap Puap) b ([, dtuas ua.n
— b . b - — b . b .
* 6 ( o axay? o ay3 ) T ( 8 ox0y3 b ay* )

K’ u du Ko 9% 9%u
T (blo A L AR 4 (b12 A8 4 by A’B> + O (63)

dxdy* 9y> 720 9xdy> ayo

with the coefficients b, (p = 1,2, ..., 13) given in “Appendix A.” Due to the use of Eqgs. (60)—(62), the local
truncation error in Eq. (63) does not include the second- and higher-order partial derivatives with respect to x.
In order to improve the order of the local truncation error in Eq. (63) at small 7 < 1, we equate to zero the
coefficients b, in Eq. (63) for the smallest orders of /. The stencil equation, Eq. (59), includes 9 coefficients
ki i =1,2,...,9), but only 8 of them can be considered as unknown coefficients; the explanation is similar
to that for the wave (heat) equation in Remark 9. Therefore, we zero 8 coefficients b, (p = 1,2,...,7,9)
in Eq. (63). Taking the scaling coefficient ks = a; = 1, from the 8 linear algebraic equations b, = 0
(p=1,2,...,7,9), all coefficients k; (i = 1,2, ...,9) of the stencil equation, Eq. (59), can be numerically
found for the new approach. As can be seen from Eq. (63), this leads to the fourth order of the local truncation
error for rectangular meshes with by # 1. However, we would like to mention that for square meshes with
by = 1, the coefficient bg = 0; see “Appendix A” and the attached file "b-coeff.pdf.” This means that the
order of the local truncation error on square meshes is five (see Eq. (63) with b, = Ofor p =1,2,...,9)
and is one order higher than that on rectangular meshes. Below, we present the analytical solution of a system
of algebraic equations b, = 0 for p = 1,2,...,7,9 in the case of the 9-point uniform stencil with d; = 1
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(i =1,2,...,8). In this case, the coefficients k; (i = 1,2, ...,9) of the stencil equation, Eq. (59), and the
local truncation error e (see Eq. (63)) are:

2 2
o (62 =5)a @ (1-582)a
kq =—2—0, ky = ——+——, kSI_%, ky = ———, ks = ar,
10(53+1) 10 (53 +1)
(1-502) @ 4 (12-5)a ay
10 (53 +1) 10 (3 +1)

and

h 3us p 8 Buap
—a | 2 (—1 b? : b2 (11 — 322 11b4) FUAB T L o', (65
c=a [400 T y> 5y ' 100800 y Tby ) =5 | T O, (65)

where a; is an arbitrary coefficient (we can take a; = 1). As can be seen from Eq. (65), on the square meshes
with by = 1, the local truncation error for the 9-point uniform stencil is two orders higher than that on
rectangular meshes (see also our paper [23]).

For the conventional linear finite elements on uniform rectangular meshes, the local truncation error is
(e.g., see [23]):

<by + bi) H 5ty n by <_1 + bi) h 9%u .5

€conv — 12 3)74 90 8y6
2 2 ) h®
+by (1 + by) (25 — 67by + 25by> " 0%uap +OM" (66)
60480 ay® .

As can be seen from Eq. (66), the order of the local truncation error for the linear finite elements is four on
rectangular and square meshes, i.e., compared to conventional linear elements, the new approach improves the
local truncation error in space by two orders on uniform rectangular meshes and by four orders on uniform
square meshes.

4.2 Nonzero load f # 01in Eq. (3)

The inclusion of nonzero loading term f in the partial differential equation, Eq. (3), leads to the nonzero
term f4 p in the stencil Eq. (59) (similar to Eq. (5)). The expression for the term f4 p can be calculated
from the procedure similar to that for the wave (heat) equation in Sect. 3.2 and is given in the attached file
"RHS-Poisson.pdf.” Similar to Sect. 4.1, the coefficients of the stencil equations are first calculated for zero
load f = 0. Then, the nonzero loading term f4 p given in the attached file 'RHS-Poisson.pdf’ is used in the
stencil equation, Eq. (59). The expressions for the local truncation error are the same for zero and nonzero
loading functions.

4.3 Boundary conditions
4.3.1 Dirichlet boundary conditions

Similar to Sect. 3.3.1, the application of the Dirichlet boundary conditions in the new approach is trivial and
similar to that for the finite elements. We simply equate the boundary degrees of freedom of the uniform and
non-uniform stencils (see Figs. 5 and 6) to the values of a given function g» (x, y) at the corresponding boundary
points, i.e., the Dirichlet boundary conditions are exactly imposed; see also Remark 7 in Sect. 3.3.1. Here,
g2(x, y) describes the Dirichlet boundary conditions. The final global discrete system of algebraic equations
includes the 9-point uniform and non-uniform stencil equations (see Figs. 5 and 6) for all internal grid points
that are located inside the domain as well as the Dirichlet boundary conditions at the boundary points.
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4.3.2 Neumann boundary conditions (with no inclusion of boundary degrees of freedom)

Here, we show that the 8-point cut stencil used in Sect. 3.3.2 for the grid points close to the boundary in the
case of the wave (heat) equation can be also used for the imposition of the Neumann boundary conditions for
the Poisson equation. Similar to Sect. 3.3.2, we consider this stencil at the upper boundary (the stencils at the
left, lower and right boundaries can be considered by the rotation of this stencil through angles 90°, 180° and
270°, respectively). Similar to Sect. 3.3.2, the boundary points with the Neumann boundary conditions are
included into the right-hand side of the 8-point cut stencil. For the time-independent Poisson equation, we use
four boundary points with the coordinates x;, y;, i = 1,2, 3, 4 (see Fig. 7 and Eq. (67) below). The stencil
equations should be formed for all grid points located within the actual domain. For any internal grid point
located far from the boundary, we use the 9-point stencil; see Fig. 5. For the 9-point regular stencil for the grid
point u 4, g shown in Fig. 7 and located close to the boundary, one grid point u4—1 g+ is cut by the boundary.
Therefore, for this grid point, we use the 8-point stencil shown in Fig. 7. The case when the boundary cuts the
grid point u o1 p+1 (instead of the grid point u o1 p-1) can be treated similarly. For the 9-point regular stencil
for the grid point u 4 p+1 shown in Fig. 7 and located close to the boundary, the boundary cuts four grid points
UA—1,B+1, UA—1,B+2, UA,B+2 and u a1 2. In this case, for the grid point u 4, p+1, we use the same 8-point
stencil as that for the grid point u 4 g. However, in order to have linear independent stencil equations for the
grid points u4 g1 and u 4, g, we select different locations of the boundary points used for these stencils (with
the different coordinates x;, y;, i = 1, 2, 3, 4). If for the 9-point regular stencil for the grid point u 4 g+ the
boundary cuts one grid point u 4 g2, or two grid points # 4—1,g+2 and u 4, g2, or three grid points u4—1 542,
ua p+2 and uay1 py2 (or three grid points us—1,p+1, ua—1,8+2 and u 4 p42), then the same 8-point stencil
as that for the grid point u 4 p+1 shown in Fig. 7 is used, i.e., the 8-point stencils are used for all grid points
close to the boundary where the boundary cuts the grid points of the 9-point regular stencil. Equation (4) for
the 8-point stencil (see Fig. 7) can be explicitly written as follows:

kiuta2yy (p—1y +kouly' g1y +k3u(a 1) g1y + kau(y ) p + ksuy'p

+keu(a 1), g+ ksuA (g1 + KoUAT ) (841

= [h(l1g1(x1, y1) + lag1(x2, y2) + 1381(x3, ¥3) + lag1 (x4, y4)] + fa.B. (67)
where fA,B is zero fA,B = 0 in the case of zero load f = 0 in Eq. (3), the unknown coefficients k;
(i=1,2,...,6,8,9and/; (i =1,2,3,4)are to be determined from the minimization of the local truncation

error, the expression in the square brackets in the right-hand side of Eq. (67) represents the Neumann boundary
conditions at four boundary points with the coordinates x;, y;, i = 1,2,3,4 (xga—1,B+1 < Xi < XA+1,B+1, S€€
Fig. 7). For convenience, the left-hand side of Eq. (67) is written similar to that of Eq. (59) with k7 = 0.

Remark 12 Only 11 out of 12 coefficients k; (i = 1,2,...,6,8,9) and/; (i = 1,2, 3,4) in Eq. (67) can be
considered as unknown coefficients with the rescaled coefficient k5 = 1. This can be explained similar to that
in Remark 9.

Remark 13 In the numerical simulations in Part 2 of the paper, we use the uniform spacing h; = h/32 for the
boundary points along the x-axis (x;+1 = x; +h; withi = 1, 2, 3; see Fig. 7) with the following x-coordinate
of the first point: a) x; = xa—1,5 + h; in the case when the boundary cuts one grid point us—1 p+1; b)
X1 = x4,p — 1.5h1 in the case when the boundary cuts one grid point u 4, g2 or three grid points u4—_1, g2,
ua p+2 and w41, p42 as well as in the case of the conforming mesh; ¢) x; = (x4, B + xa+1.8)/2 — 1.5k
in the case when the boundary cuts four grid points ua—1 p+1, UA—1,B+2, A, B+2 and u a4, p+2 or three grid
points #A—1 p+1, UA—1,B+2 and u 4 g+ or two grid points u 4—1,p4+2 and u 4 _p+2. The numerical results show
that with this selection of the boundary points we have stable numerical solutions.

The local truncation error of the stencil equation, Eq. (67), can be written down by the replacement of the
numerical solution in Eq. (67) by the exact solution as follows:

e = kiua—1),B—1) + kaua,(B—1) + kau(at1),(B—1) + kauca—1), + ksua,p
+keuav1),B + ksua, (B1+1) + kouayn, B+
du(xy, du(xy, ou(xp, du(xp,
“nliy [y (x1 )’1)+n21 (x1, y1) b (n (x2 y2)+n22 (x2, ¥2)
ax ay dx dy
ou(xq, y4) ou(xs, y4)
— t+npy——) |,
ax dy

du(xsz, y3) ou(xs, y3)
+ na3

68
ax dy (68)

+13 <n13 >+l4(n14
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where ny; and ny; (i = 1, 2, 3, 4) are the x- and y-components of the unit normal vector n; at the boundary
point i (see Fig. 7), function u(x, y) in Eq. (68) corresponds to the exact solution, the Neumann boundary
conditions in the right-hand side of Eq. (67) are expressed in terms of the function u(x, y) and are moved to
the left-hand side of Eq. (68).

Using Eq. (34) with w = u and d;; = 1, Egs. (60)—(62), we get the following form of the local truncation
error in space e from Eq. (68):

au ou
e =biua p +h(b2 81:3 + b3 A’B)

dy
h? [ 8%u 3%u
+—{ by A.B bs Az'B
2 dxady ay
h3 83MA,B 83MA,B h4 84MA’B
6 oxdy ay 24 0xdy
3414,4 B
b ;
+09 9y )
/’ls 85MA B 8514,4 B h6 36L£A B
R J b ) R -2
+120< 0yt T gy )T 720( 2 xS
a%u
+bi3 Af) + 0" (69)
dy

with the coefficients b, (p = 1,2, ..., 13) given in “Appendix A.” For the derivation of Eq. (69), we also
used Egs. (54) and (55) with 3—’; = g—z and g—’; = g—: Due to the use of Egs. (60)—(62), the local truncation
error in Eq. (69) does not include the second- and higher-order partial derivatives with respect to x.

In order to improve the order of the local truncation error in Eq. (69) at small 7 < 1, we equate to zero the
coefficients b, in Eq. (69) for the smallest orders of 4. The stencil equation, Eq. (67), includes 12 coefficients
kii=1,2,...,6,8,9and/l; (i =1,2,3,4),butonly 11 of them can be considered as unknown coefficients;
see Remark 12. Therefore, we zero 11 coefficients b, (i = 1,2,...,11) in Eq. (69). Taking the scaling
coefficient ks = a; = 1, from the 11 linear algebraic equations b, = 0 (p = 1,2,..., 11), all coefficients
ki@i=1,2,...,6,8,9 and [; (i = 1,2, 3,4) of the stencil equation, Eq. (67), can be numerically found
for the new approach. As can be seen from Eq. (69), this leads to the sixth order of the local truncation error
for rectangular b, # 1 and square by, = 1 meshes. As can be seen, the 8-point cut stencil with the Neumann
boundary conditions yields the sixth order of the local truncation error.

Remark 14 For some simple cases, the 11 linear algebraic equations b, =0 (p = 1,2, ..., 11) can be solved
analytically. In this case, the leading terms b, (p = 12, 13) of the local truncation error are the rational
functions of the x; and y; coordinates (i = 1, 2, 3, 4) of the boundary points and the components of the unit
normal vectors ny; (i = 1, 2, 3, 4) for the boundary points (the components n7; can be expressed in terms of
ny;). If the denominators of these rational functions are nonzero for all x;, y; and ny;, then the leading terms
by (p = 12, 13) are bounded. The numerical results show that in this case we have stable numerical solutions.
A more comprehensive study of the imposition of the optimal boundary conditions (including the number and
location of the boundary points) will be considered in the future. We should also mention that a simpler way
of the imposition of the Neumann boundary conditions is considered in our papers [29,30].

5 Concluding remarks

Most of the numerical techniques for the solution of partial differential equations finally reduce to a system
of discrete or semi-discrete equations. However, in many cases the corresponding stencil equations of these
systems do not provide an optimal accuracy. The idea of the new approach consists in the direct optimization
of the coefficients of the stencil equations and is based on the minimization of the order of the local truncation
error. The form and width of the stencil equations in the new approach are assumed (e.g., as it is assumed
for the finite-difference method) or can be selected similar to those for known numerical technique. (In this
case, the accuracy of the known numerical techniques can be significantly improved by the modification of
the coefficients of the stencil equations.) Another idea of the new approach is the use of simple Cartesian
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meshes for complex irregular domains. In the considered paper, the new approach has been applied to the
space discretization of the time-dependent wave and heat equations as well as of the time-independent Poisson
equation. 3-point stencils in the 1-D case and 9-point stencils in the 2-D case that are similar to those for the
linear quadrilateral finite elements are considered in the paper. The main advantages of the suggested technique
can be summarized as follows:

e The idea of the minimization of the order of the local truncation error of stencil equations can be easily
and efficiently applied to the development of new numerical techniques with optimal accuracy as well as
to the accuracy improvement of known numerical methods. The new approach can be equally applied to
regular and irregular domains. In contrast to many fictitious domain numerical methods, the new approach
uses the exact Dirichlet and Neumann boundary conditions at the actual boundary points without their
interpolation using the Cartesian grid points.

e In contrast to the finite-difference techniques with the stencil coefficients calculated through the approxi-
mation of separate partial derivatives, the entire partial differential equation is used for the calculation of
the stencil coefficients in the new approach. This leads to the optimal accuracy of the proposed technique.

e At the similar 9-point 2-D stencils, the accuracy of the new approach is two orders higher than that for
the linear finite elements. This means that at a given accuracy, the new approach significantly reduces the
computation time compared to that for the linear finite elements.

e Similar to our recent results for regular domains in [23], the order of accuracy of the new approach for the
Poisson equation on irregular domains with square Cartesian meshes is higher than that with rectangular
Cartesian meshes.

e The treatment of the Dirichlet and Neumann boundary conditions in the new approach is related to the
development of high-order boundary conditions with the stencils that include the same or smaller number of
grid points compared to that for the regular 9-point internal stencils. For example, the numerical boundary
conditions for the Cartesian meshes developed in [34,37-39] include stencils with a greater number of grid
points but yield a much smaller order of accuracy compared with that for the proposed technique.

o In contrast to the finite elements, spectral elements, isogeometric elements and other similar techniques used
for irregular domains, the new approach uses trivial Cartesian meshes that requires practically negligible
computation time for their preparation.

e The new approach does not require time-consuming numerical integration for finding the coefficients of
the stencil equations, e.g., as for the high-order finite, spectral and isogeometric elements. For the new
technique, the coefficients of the stencil equations for the grid points located far from the boundary are
calculated analytically. For the grid points located close to the boundary (with non-uniform and cut stencils),
the coefficients of the stencil equations are calculated numerically by the solution of a very small local
systems of linear algebraic equations.

e In contrast to the finite element techniques, a large difference in distances between the boundary and
Cartesian grid points used in the same stencil does not lead to the degradation of accuracy. This is very
important for the application of the new approach to irregular domains.

e It has been shown that the wave and heat equations can be uniformly treated with the new approach. The
order of the time derivative in these equations does not affect the coefficients of the stencil equations of
the semi-discrete systems.

In the future, we plan to consider the stencils with a larger numbers of grid points for a higher order of
accuracy (similar to the high-order finite elements or to the high-order finite-difference techniques), to consider
a mesh refinement with uniform Cartesian meshes using special stencils for the transition from a fine mesh to
a coarse mesh, to apply the proposed technique to other partial differential equations, to consider nonlinear
problems (e.g., by analysis of the local truncation error for nonlinear stencils obtained by known approaches
and by optimization of their stencil coefficients), to solve real-world problems with the new approach.
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Appendix A: The coefficients b, used in Egs. (38), (56), (63) and (69)

The first five coefficients b; (i = 1,2, ...,5) used in Egs. (38), (56), (63) and (69) are presented below. All
coefficients b; used in these formulas are given in the attached file *b-coeff.pdf’

Equation (38):
by = (ki + ko + k3 + ka + ks + ke + k7 + kg + ko),
by = (—dik1 + d3k3 — dsks + dske — dek7 + dgko),
by = by(—d\ky — drko — d3k3 + dek7 + d7kg + dgko),
by = (d}ki + diks + dikys + d2ke + dZk7 + dgko
+2(my + my + m3 + myg + ms + me + m7 + mg + mo)),
bs = 2by(d}k) — d3ks — d}ky + dZko),
(A.1)
Equation (56):
by = (ki +ky + k3 + kg + ks + ke + kg + ko),
by = —(ky — k3 + k4 — ke — ko + lin11 + Lniz + l3n13),
by = —(ki + ko + k3 — kg — kg + linoy + Lnoy + l3n23),
1
by = E(kl + k3 + kg + ke + ko 4+ 2m 4+ 2my 4+ 2m3 + 2my + 2ms + 2meg + 2mg + 2mog
—2a1lin1 — 2azlhn12 — 2aslzngs),
bs = (ki — k3 + kg — Bilin11 — Balaniz — B3lzniz — ailing — anlangy — azlzngs),
(A2)
Equation (63):
by = (ki + ko + k3 + ks + ks + ke + k7 + ks + ko),
by = (—diky + dszk3 — dsks + dske — dek7 + dgko),
by = by(—diky — drky — d3k3 + dek7 + d7kg + dgko),
by = 2by(d*ky — d3ks — dEk7 + dEko),
bs = (di(—1+b))ky — diks — diks — d3ke — dgky — dgko
+b2(d3k + diks + dghs + d7ks + diko)),
(A.3)
Equation (69):
by = ki +ky+ k3 + ks + ks + ke + ks + ko,
by = —ki + ks — ks + ke + ko + lin11 + bnip + l3ngz + laniy,
by = —by(ky + ko + k3 — kg — ko) + l1na1 + lany + l3n23 + lanoa,
by = by(ky — k3 + ko + Bilin11 + liniy + Balonio + bnyo + B3lanis + l3ni3 + Balanyy
+lan1a) + (a1 — Diinoy + anlongy — bhnoy + aslangg — l3nas + aglanog — lanog,
1
bs = 5((/<2 + k3 + kg + ko)by + 2((B1 + Dlina1 + (B2 + Dlanag + Balanas + lsnaz + Palanas

+lano4)by + (b% — Dky — k3 — kg — ke — kg — 201l1n11 + 2l 1n11 — 2a0lony;
+2hnio — 2a3l3n13 + 2[3n13 — 204lan14 4 2l4n14),
(A4)
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