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Abstract For centuries, statics and dynamics of two-phase heterogeneous systems were and remain to be in the
focus of multiple academic and engineering disciplines. Phase transformations phenomena include both strong
reversible and irreversible effects. Many of the irreversible effects, such as friction, viscosity, heat conduction,
etc., are the same as in the single-phase systems. In addition to those, the two-phase systems are known for
one more irreversible effect. It is the effect entailed by finite rate of kinetics of phase transformation. Below,
we explore this irreversible phenomenon for two two-phase heterogeneous systems: (i) the layered system of
incompressible phases in the external gravity field and (ii) the two-phase, two-layered self-gravitating planet.

Keywords Phase transformations - Kinetics - Heterogeneous systems - Self-gravitating bodies

1 Introduction

We consider heterogeneous one-component liquid systems, undergoing phase transformations. The hetero-
geneity is understood in the sense of Gibbs [1]. In other words, we deal with systems in which macroscopic
phases are separated by macroscopic boundaries; the boundaries are modeled as mathematical surfaces of
vanishing thickness. The interfaces under consideration can be either contact or phase. The contact interfaces
separate chemically different non-reacting liquid substances; these interfaces “propagate with particles” not
permitting particles to move from one side of the interface to another. In other words, our contact interfaces are
the classical interfaces, separating immiscible liquids. In the case of phase interfaces, the particles of one phase
can penetrate through the interface to join the other phase: this is the kinematical essence of the process of
phase transformation. This, kinematic, definition of phase transformation interfaces is not sufficient to model
phase transformation. It is equally important to amend this definition with the relevant model of the substance.
For the sake of simplicity and transparency of the final relationships, we assume that the phases are both
incompressible and “cold.” The coldness is typically treated by physicists as the low absolute temperature
approximation. For us, in this paper, the interpretation of coldness is somewhat different: it means that we just
ignore all the thermal aspects of the phenomena. Whenever possible, we consider the simplest models aiming
the qualitative rather than quantitative results and conclusions.

Although both phases are assumed incompressible, the densities of the 2 phases are different. Also, different
are the internal energy densities and chemical potentials of the phases. The incompressibility of the phases

M. Grinfeld ()
The ARL, Adelphi, USA
E-mail: michael.greenfield4.civ@mail.mil

P. Grinfeld
Drexel University, Philadelphia, USA


http://crossmark.crossref.org/dialog/?doi=10.1007/s00419-018-1488-1&domain=pdf

546 M. Grinfeld, P. Grinfeld

causes some secondary technical inconvenience (for instance, introduction of functional indefinite multipliers)
as compared with the more general compressible case. These inconveniences, however, are fully compensated
by transparency of final results: in the compressible case, analogous results would be practically intractable
by means of explicit analytical techniques.

When considering each of the systems, we first remind the already known facts relating to the reversible
case of instantaneous kinetics of phase transformation, and, then, discuss the changes caused by the assumption
of finite kinetics.

2 The main formulas for phase transformation waves in incompressible liquid systems with
instantaneous kinetics

The central result, around which thousands of papers in different physical, engineering, and mathematical
disciplines revolve, concerns the surface waves atop a pressure-free heavy, incompressible, non-viscous liquid
half-space placed in uniform field of gravity field with the constant free-fall acceleration g. The key result here
connects g with the time frequency w and wave number k of the propagating sinusoidal surface wave

w* = gk (1)

(for the relevant history see, for instance, the classical treatise of Lamb [2]).

Consider the simplest generalization of this classical result relating to self-oscillations of a layered system
consisting of two non-viscous incompressible heavy liquids (Fig. 1). The case, when the two liquid are chemi-
cally different non-reacting substances without intermixing, was analyzed in many publications in the last two
centuries. The simplest results, related to infinitesimal waves in such a system, and the historical information
can be found again in Lamb [2].

In the absence of surface tension the dispersion equation, connecting the frequency w, and horizontal wave
number k, for infinitesimal waves reads

4 2
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where, h, and pg are the thickness and density of the upper layer, 4#; and p; are the thickness and density of
the lower layer; y = p;/po.

For the analysis of the short wavelengths, we ought to assume the inequalities kh, >> 1 and kh; >> 1.
Then, Eq. (2) has two simple roots
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first of which corresponds to the surface wave concentrated near the upper interface and the second corresponds
to the wave concentrated near the internal (contact) interface. The second of relationships (3) implies that, for
the statically stable stratification y > 1, the all the eigen frequencies w. are real, and we indeed, deal with
non-decaying oscillations.

These elementary results have been generalized in various directions by taking into account viscosity,
thermal conductivity, nonlinearity, etc. The contact interface waves still generate a lot of interest of researchers
and a lot of physical, mathematical, and numerical problems, demanding further considerations. However, our
knowledge of contact interfaces is incomparably better than the knowledge of phase interfaces. By definition,
a phase interface is the interface separating two different physical states of the same substance, for instance,
water and its vapor. In this case, the mass exchange between the two phases can play a crucial role in the
physics of the system.

Although many issues related to the thermodynamics of phase equilibrium became transparent after pub-
lications of the classical papers of Gibbs [1] and of van der Waals [3], the analogy of the dispersion relation
(2) for the phase interface was found years later (see, Grinfeld [4]). For the approximation of instantaneous
kinetics of phase transformation, discussed below, the dispersion equation for the two layer system reads

4 2
w w
gﬁ tanh kh, — g—Zy (1 + tanh kh,, tanh kh;) + tanh kh, + y tanh kh; = 0 (4)
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Fig. 1 A layered liquid system in gravity field

The short wavelength analogy of Eq. (4) leads to the following roots:

2 2
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One can see that the wave concentrated near the upper interface has the same dispersion relation as the
similar wave in the case of contact interface. This is a physically expected result: in the short wavelength
asymptotics the wave does not “feel” the nature of the interface, and it has the same relationship w?> = gk as
the surface wave propagating at an infinite liquid half-space. The second root shows that the behavior of the
phase interface wave is qualitatively different as compared with the contact interface situation. For instance,
at y — 1 the “contact” mode w. approaches 0 whereas for the “phase” root w, approaches infinity.

Although the physics of the two systems is different and the key formula for them are, in certain sense
opposite, from the purely mathematical point of view, there is still a remarkable similarity in the dispersion
Egs. 1 and 3. This similarity, presumably, reflects the mathematical similarity of these systems. Therefore, a
considerable portion of mathematical results and techniques, related to the systems with contact interfaces,
can be fruitfully transferred to the systems with phase interfaces. Such a research effort may result in the
discovery of new explicit formulas, the mathematical structure of which will be similar to classical formulas
of hydrodynamics with contact boundaries, but the physics will be totally different. Interestingly, this venue
was not explored for several decades.

The considerations of the interfacial waves concentrated nearby phase interface was stimulated by the
problems of stability and free oscillations of self-gravitating liquid celestial bodies. The starting point of this
study was the remarkable paper of Ramsay [5] in which he analyzed radial stability of a two-phase liquid
planet with incompressible phases. Such a planet is shown schematically in Fig. 2.

Ramsay’s approach to radial stability was purely static: it is based on the “astrophysical” criterion of
stability of self-gravitating liquid spheres. According this criterion, a gravitating barotropic liquid body is
stable if the equilibrium outer radius r( of the planet grows with the growth of the central pressure inside the
body.

Although Ramsay’s analysis does not mention any variational principle, the “astrophysical” criterion has
an immediate relation to the Jacoby condition for a minimum in the classical one-dimensional problem of the
calculus of variations Shnol [6]. Based on the aforementioned static criterion, Ramsay demonstrated in [5] that
the planet is unstable if corresponding value of the function F(y, R) = (y — D?R*+4(y —1DR+3 -2y is
negative; in this formula we use the notation: R = r,/r; and y = p;/p, . For instance, the function F(y, R)
is negative for the planet with a small inner core (i.e., when R << 1) if the “core” phase is sufficiently
essentially more dense than the “mantle” phase (more specifically, if y > 3/2 ). The Ramsay result found
various applications in Earth and planetary physics (Jeffryes [7], Grinfeld [8], Grinfeld and Wisdom [9]) and
astrophysics (Blinnikov et al. [10], Haensel et al. [11]), and it was further studied in more mathematical papers
of Lighthill [12] and of Shnol [6].

‘s

Fig. 2 Two-phase Ramsay planet
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Interest in two-phase celestial bodies raised the problem of free oscillations of such bodies when mass
transfer due to the phase transformation is taken into account. This problem was explored in the papers of
Grinfeld [4,8]. The following formula was given in Grinfeld [4] for the purely radial free oscillations

wz:471G,004(y—1)R+(y—1)2R4+3—2y ©
PT 3 (=R (-1 ’

where G is the universal gravitational constant. We will not dwell here on the wide spectrum of non-radial

harmonics explored in Grinfeld [8]: for the higher-order harmonics the spectrum approaches the values given

by formulas (4).

As always, the appearance of negative values for w? means the loss of stability of the system. Obviously,
the dynamic criterion (6) is consistent with the Ramsay static stability criterion. Formula (6) found various
applications in helioseismology and astrophysics [10, 11]. To the best of the author’s knowledge, it still remains
unknown whether the phase transformation oscillations of celestial bodies is a planetological/astrophysical
reality or just a theoretical fiction. To get ultimate evidence about interior structure of celestial bodies is always
a difficult task.

All the results related to phase transformation waves discussed above are based on the assumption of
“instantaneous kinetics.” In the context of phase transformation waves, this assumption means that the condi-
tions of phase equilibrium across the phase interface are maintained even when dealing with dynamic problems.
Physicists would say that this approximation is valid when considering physical phenomena with the typical
timescales of establishing phase equilibrium at the phase interface which are much shorter than the periods of
free oscillations of the system in question. Such an assumption can be realistic for celestial bodies, in which low
frequencies of free oscillations are of order of hours and the phase transformations zones appear at high tem-
peratures. Usage of the instantaneous kinetics approximation in dynamics was discussed in detail in Grinfeld
[14] and references therein. Possible corrections, associated with dynamics, are immaterial when dealing with
small oscillations. Interested readers are referred also to the monograph [14]. Below we give a more detailed
presentation of the above-mentioned results taking into account the finite rate of phase transformation.

3 Phase transformation waves in a layered liquid system with incompressible liquid phases (finite
kinetics of transformation)

Let us come back to the two-layered system shown in Fig. 1. Because of the symmetry, we can limit ourselves
with the 2D case: the in-plane axis x is directed along the interface, the axis z coincide with the direction of
the external gravity field. Let V, (x, z, t) and V, (x, z, t) be the corresponding components of the particles’
velocities, whereas p (x, z, t) is the pressure distribution.

3.1 The master system

Bulk equations for ideal heavy phases in the Eulerian description are well-known [Lamb] and include the
momentum equations

A
Y ar + Vi Ve + V0. Vi | = —0vp

av.
4 (a_tz + Vide Ve + Vzanz> =—0;p—pg (7N
and the incompressibility equation

Ve +0;V, =0 ®)

Obviously, we need two sets of Egs. (8, 9): one for the upper layer and another for the lower layer.
In the following, we use the marks “—"" and “+” for the lower and upper layers, respectively.
The boundary conditions at the flat horizontal bottom z = —h_ and the pressure-free top are, respectively,

VZ|z:—hd = Ov p|top = 0 (9)
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The equilibrium conditions across the phase interface are the following:
[plf=0 (10)

and
[t =0, (11)

where p4 are the chemical potentials of the phases. In the case of a “cold” incompressible liquid, the chemical
potential is given by the formula

ME€+§, (12)

where e is the internal energy density and p is the density. Contrary to the constants e and p, the quantities p
and p appear to be functions: p = p (x,z,t), pn=pu(x,z,1).

Phase transformation leads to mass transfer across the interface that separates the phases. Contrary to the
case of a contact interface, there is a mass transfer across the phase interface, and the normal component of

the velocity field is not continuous [Vi ]J_r N; # 0. Instead, the mass conservation equation should be satisfied
across the interface
1+
Clolt = [ov] N =0, (13)

where C is the spatial velocity of the interface. Equation (13) leads to the equality
(C—ﬂMﬁ@:@—WﬂOﬂz] (14)

where J is the mass flux through the interface.

Gibbs’ variational principles [1] imply equilibrium conditions (10-12), if the phase transformation is
possible. We assume that the same conditions should be satisfied in quasi-static processes which can be treated
as a sequence of equilibrium configurations. In quasi-static processes, the time ¢ is just a scalar parameter and
the inertia term is ignored in the bulk equation. In the quasi-static situation, the bulk equations of hydrostatics,
the continuity Eq. (14), and the boundary conditions of phase equilibrium (10-12) imply the conservation of
the total (static) energy of the system

dE total
—0, 15
m (15)

where the total static energy includes the total internal energy of the system and the total gravitational energy.

Equations (7-13) comprise a self-consistent system. The system remains mathematically consistent if the
“chemical” condition of phase equilibrium (11) is replaced with the following kinetic condition:

J=—K[ult, (16)

where the positive constant K is called the kinetic constant. Obviously, at K approaching infinity the postulated
condition (16) implies the “chemical” condition of phase equilibrium. Our choice of the kinetic master equation
(16) is motivated by the demand of temporal decay of the total energy

dEtotal <0
e —

a7

At K approaching zero, the mass flux J due to phase transformation vanishes and the system behaves as
if there were a standard contact interface instead of a phase interface.

As we have seen earlier, the kinetic equation (16) is motivated by consideration of quasi-static processes.
From the standpoint of physics, however, quasi-statics is the approximation for a sufficiently slow dynamic
process. In other words, we should expect to deal with the self-consistent and practically useful system (7-13)
if (a) the equations of hydrostatics are replaced with the dynamic bulk Egs. (7) and (b) the dynamic processes
under consideration are sufficiently slow. Of course, the dynamic bulk equations (7) differ qualitatively from
the system of hydrostatics: for instance, they require different sets of initial conditions.

The system of Egs. (7) and (8) is called the dynamic system for two-phase liquid system with instantaneous
kinetics of phase transformations. The same system, but with the boundary condition (16) instead of (11), is
the dynamic system for the case of finite kinetics.
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3.2 The layers’ thicknesses in equilibrium configuration

When all thermal effects are ignored, the internal energy density should be replaced with the function of the
density p alone. If we consider incompressible phases with fixed densities p1, we ought to accept that the
internal energy densities of the two phases are certain fixed constants e+ characterizing the two phases. The
chemical potential, however, changes due to changes in the interface pressure p.

According to (10-12), at equilibrium, the interface pressure is equal to

+
=t (18)

T
[p=1]"
Hence, the equilibrium thickness A of the upper layer is fixed and equal to

P’ p—eq —e

8o+ & Py —p—

If we pour more liquid to the upper layer of system, this action would not change the equilibrium thickness
of the upper layer as it would happen when dealing with contact interface. Instead, this will result in a phase
transformation at the internal interface, and the lower layer (not the upper one!) become thicker. This is one
of the key physical differences in the two systems, implied by the physical nature of the interface.

In what follows, we assume that the equilibrium phase interface coincides with the axis z = 0. Then, the
equilibrium position of the upper interface will be z = h .

hy = (19)

3.2.1 Linearized equations of evolution

Linearizing the master bulk system (7) in the vicinity of equilibrium configuration, we get

paa‘? = —0xD, (20)
% — —0.p 1)
The linearized incompressibility condition (8) reads
9 Ve 4 0.V, =0. (22)
Linearization of the boundary condition at the flat horizontal bottom z = —h, implies
V. epy =0 (23)

This linearization is straightforward since the bottom surface is assumed immobile.
Linearization of boundary condition at the pressure-free upper boundary implies

ap _
— = V.
(8t 80+ z)

The second term in (24) is entailed by the fact that the upper surface “moves with particles.” This is why the
term gp4 V. is called convective.

Linearization of the quasi-static boundary conditions 10, 11, 13 at the phase interface implies 3 relation-
ships:

=0. (24)

Z:h+

ap ap =

£ _7F C —p_)._q=0, 25
<81+ 3t—>zzo+ 8 (p+ —p-).—o (25)
(C+Vi)pr =(C+VZ)p- (26)
aC  aV: 1 dp 1 9p

—+—)pp=—K 2% 1o , (27)
ot ot p+ 0t +  p_ Ot —

where ng, Vjt, C, and p are the corresponding small perturbations.
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3.3 Small vertical oscillations

Let us consider small vertical oscillations of heterogeneous systems with heavy liquid layers. In the case of a
contact interface, such oscillations are impossible due to the conditions of incompressibility. At the same time,
in the two-phase layered system vertical oscillations become possible due to mass transfer across the phase
interface.

For these oscillations, we are looking for solutions of the linearized boundary value problem of the form

Vi=0, Vi =Wi(2)e, pr = Pi(z)e™, C = Se' (28)

Substituting (28) in the bulk Egs. (21, 22), we get, respectively:

dp
jwps Wy = — 2, (29)
dz
dp_
iwop_w_ = — 3= (30)
dz
The incompressibility bulk Eq. (22) implies
dw.
W@ _ . (31)
dz
and AW
-@ _y, (32)
dz
Combining (32) with the linearized boundary condition (33), we get
W_ =const =0 (33)
The upper boundary condition (24) reads
(iwPy — gp+ W)l .=y, =0 (34)
The linearized boundary conditions (25-27) at the phase boundary imply
i (Py — P_),_o+ 5g (04 — p-) =0, (35)
S+Wp o =S+ Wo)p—, (36)
1 1
io(S+Wi)pr =—iovK (—PJr — —P_> , (37)
P+ o—
respectively.
Equations (33) imply the relationships
Wi (z) = A4 = const (38)
With the help of (38), Eq. (29) implies
P_=TI_ =const, Py =—iwpiAsz+ I, (39)
where [T are certain constants.
Equations (34-37) now imply
iw(—iwpr Arhy +114) —gpr AL =0 (40)
iw(My — ) + Sg (ps — p-) =0 @1)
(S+Ay)py = Sp- (42)

1 1
io(S+ Ay) pr = —iwK (—l‘[+ — —l'l_> (43)
P+ Po—
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We arrive at the linear uniform system of 4 equations with respect to 4 unknowns constants A T4, S.
The secular equation of system (40—43) reads

s .1 pipy g P
o —iw 5=
Khy (p— —py)=  hyp-—py

=0 (44)

Equation (44) shows that the phase interface waves always decay, provided K # 0.

3.4 Asymptotics of instantaneous kinetics K

At K = oo Eq. (44) implies
2 8 p—

Wi, = —— (45)
inst hy p— — py
A more accurate calculations gives us the following formula at K approaching infinity implies
g o 1 P2 o4
wl = + +1i (46)

e w
hy p— — py 2Khy (p- — py)?

Equations (45) show that the system under consideration allows phase transformation oscillations with the
frequency w;,s:. According to Eq. (46), these oscillations are dissipative with decrement 7,

Winst p%p-i-
T=2kn 2
+ (p— — p+4)

(47)

Relationship (47) shows that at very large kinetic constant K, the waves experience rather small dissipation.

3.5 Asymptotics of small kinetics constant K approaching zero

At K — 0 the two roots of Eq. (44) are approximately equal

1 pPpy " jSK(p—-—p+)g 48

i , 0
Khy (p- = p+)? PP+

]~

Both modes of the motion decay exponentially and cannot be treated as oscillations.

3.6 Finite kinetics

In general, the discriminant D of (44) is equal to

_ 1 403
p=ft_r- P (49)
hy p——py 4K2h% (p— — py)
If the inequality
h 3
K < +’OJ”a)H’lSl (50)

2g2

holds, we get an exponentially decaying regime of vertical evolution. If K is not so small, there are some
oscillations superimposed on exponential decay.
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3.7 Infinitesimal interface waves with spatial oscillations in the tangential direction

Let us consider now sinusoidal solutions of the master system (29-37), i.e., solutions of the following form:

‘_/:/l\:' = U:t(Z)ei(kx+wl), V:ﬁ — Wi(z)ei(kX-le)’

p_:t — Pj:(Z)Ei(k)H—wt), C_v — Sei(kx-HUI‘) (51)
Inserting (51) in the bulk Egs. (20-22), we get

dP
iwpU = —ikP, iwpW = & (52)

System (52) should be amended with the incompressibility condition

dw
ikU+ — =0. (53)
dz
Looking for the solution of (51-53) in the form
U Ay
V|=1Ay |l (54)
P Ap
we get the following general solution
U 1 1
Vi=Ay| —i |+a_| i |k (55)
Pl Ty -

For the sake brevity, let us consider short wavelength oscillations concentrated near the phase interface. In
this case, we can treat the liquid layers as half-space and ignore boundary conditions (9). Instead, we demand
exponential decay of the fields at z — =+ co. Then, the disturbances at the upper and lower half-spaces are
given by

U, 1 U_ 1
Vi |=R| i |e®, V.o |=0| —i [ (56)
Py - P- —F

Equations (25-27) now read

w2

i (p-Q — p+R)+ 8§ =0,
gk (o4 — p-) — ok? -

S+iR)pr =(S—-i0Q)p—,
S+iR=K-2 (R—0) (57)
p+k

The secular equation of the algebraic linear uniform system (57) reads

2 2
w”p—+p . ) 0]
— * ik [—(p_—p+)—(p_+p+>}—1=0 (58)
gk p— — py p+p—k | gk

Thus, we arrive at the cubic equation with respect to the complex frequency w.
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3.8 Asymptotic of instantaneous kinetics
In this asymptotic case, K approaches infinity and Eq. (58) implies

2
Winst _ P— T P+

gk po—py’

which is coherent with the earlier established Eq. (5).
The more precise asymptotics at K approaching infinity reads

_ k 2p3
oy =+ [P +p+gk+2l._ pzp+
p— — P+ K (p— — p1)" (p— + p+)

Thus, these waves have the decrement 7,

g2k p2p7
K (p— — p1)* (o= + p+)

approaching zero at K approaching infinity.

3.9 Asymptotics of infinitely slow kinetics

In this case K approaches zero, and Eq. (58) implies the dispersion relationship

2
Weont _ P— — P+

gk p-+py’

which is coherent with the classical dispersion Eq. (3).
The more precise asymptotics at K approaching zero reads

_ - K p_—
P Y '0+gk+2i— P ,0+2
p—+ o+ k (p—+ p+)
According to (63), we arrive at the following decrement 7,
K p-—py
p=2o o
k (p—+ p+)

(59)

(60)

(61)

(62)

(63)

(64)

According to (60, 63), in both extreme situations the waves decay very slowly and we get the real oscillatory

regimes.

3.10 The finite kinetics regimes

Equation (58) can be rewritten as

2 2
@ —1+in(p+p+)<“’ —1):0

2 2
a)CUI’ll p+p_k a)ins[

2 ~ 2
cont "~ Djnst

(‘”2 1) (1+‘K d ) 0
—_— l — =
gk p+k

The last equation shows that in addition to an almost dissipation-free mode

Atp_/py >> 1 we get o, ~ gk and Eq. (65) gives us

(65)

(66)

(67)
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there is an additional mode with w = wa :

La k! (68)
p+k

The last root corresponds to the purely dissipative mode that would be interesting to detect. In the following,
we will be using the notation A for

A=pikK™! (69)
We can now rewrite (65) in the following transparent form
2 2
1
- —1+i9<1+—> ¢ —1)=0 (70)
Weont A 4 Dinst

This third-order equation can be explored numerically.

3.11 The quasi-static dynamics
3.11.1 The vertical evolution

In the quasi-static theory, we ignore the inertia in the bulk equations. The only difference in the equations of
small oscillations will be in equations (39, 40)

P_=TI_ =const, Py =Ty = const (71)
ioll; —gpy Ay =0 (72)

Equations (41-43) stay the same.
Skipping routine calculations, we arrive at the formula

wz,-ng, (73)

P+P—

which is obviously equivalent to the second of formulas (48).

4 Dynamics of a two-phase self-gravitating planet with incompressible liquid phases
4.1 The exact nonlinear master system

The bulk equations of motion of a two-phase, self-gravitating, liquid planet with incompressible phases are
the following

V! j i i i
P\, TVIVIVE) = =Vip+oVix (74)
ViVi=0 (75)
ViViy = —4nGp (76)

where yx is the Newtonian potential of the gravitating body and G is the gravitational constant (we note that
many authors prefer to define the Newtonian potential with the function — ). In vacuum, the Laplace equation
should be used instead of the Poisson equation (76).

At the upper (free) surface of the planet, we have to impose the condition of vanishing of the pressure

p |()u[ = 0 (77)
and of continuity of the Newtonian potential and its first derivatives

X1 =0, [Vixlt,uN'=0 (78)
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where N’ is the unit normal to the interface. Obviously, the “gravitational sub-system” should be supplemented
with the condition of vanishing of the potential at infinity x (0o, t) = 0.

At the internal phase interface, the continuity conditions for the potential y still should be satisfied. In
addition, we assume that the quasi-static boundary condition of pressure continuity are still valid

[plt,, =0. (79)

Because the mass flux due to phase transformation cannot be neglected, we use the condition of continuity
of the mass flux J ' ‘
J = p4+(C = ViN;) = p_(C = VLN;) (80)

instead of the continuity of the normal components of the velocity vectors Vi N;.
We also accept the kinetics master equation 8 for the mass flow

+
w=—KP+£] 81)

—int

p+(C = VLN

where K > 0 is a corresponding kinetic constant.

4.2 The linearized evolution master system for small radial perturbations

The hydrostatic equations of radially symmetric equilibrium can be easily integrated. They give the equilibrium

distribution of pressure po within the planet interior. The boundary values of the derivatives % atthe interfaces
are given by the following formulas:

dpo _47'(Gpi2r,- _ _471G,002r0Ry2 dpo _ _4nGp§roRy

dr r=r;—0 3 3 ’ dr r=ri+0 3 ’

dpo __4rGpy [0 (r3 = r?) + p17}] _ _AnGpyro [ = (1= y) R &)
dr r=r, 3r§ 3

Let us consider small radial disturbances of the equilibrium configuration. The bulk Egs. (74-76) imply
the following linearized equations for small disturbances of the radial velocity V;(r, t), of the pressure p(r, 1),
and of the Newtonian potential y (r, t), respectively:

v,  9p ax

= — 83
P ot ar " or (83)
a(r2v,
(V) _ 0 (84)
ar
0 0x
= (r22X) =o. (85)
ar ar
In linearized form, the outer boundary conditions (77, 78) for small perturbations read
dp - dpo
-+ 4y 2 =0, 86
(5 + ’dr>,:ro ®0
ZaN P x 1
pAs =0, — 47 GpV, =0. 87
[az]_ [arar et 87)
= r=r,

Equations (87) for the potential perturbations should be satisfied at the (internal) phase interface as well.
The linearized version of condition (79), expressing the pressure continuity, at the external boundary reads

ap - dpolt
[_Pwrﬂ}

=0 88
Jat dr (88)

r=r;
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As in (86), an extra (convective) term appears due to the boundary mobility.
The linearized flux continuity condition reads
p+(C + Vi) = p—(C + V,) (89)
At last, the linearized boundary condition (81) of the kinetics of mass flux reads
o 17"
p+@ﬁ+%+nﬁ#==—K[—ﬁ} (90)
! p —r=r;
Let us consider solutions of (83-90) in the form of periodic oscillations
Ve(r,t) = U(r)e', p(r,1) = P(r)e'”,
X(r, 1) =W(r)e', C = Se 1)
The bulk equations (83—85) can be rewritten as
] dpP aw Lo Whenr € (rj, r,)
ron = G 0 e = | S
d (r*U) d [ ,dW
=0, —(rP— )= 92
dr dr (r dr ) ©2)
The boundary conditions (86, 87) across the outer interface read
4 Gplro[1+(y —HR?
<in— piro | 30/ LS —0, 93)
r=ry
dw 7t
Wit,_, =0, iw [—] — 47 Gp,U =0 (94)
© dr |_,._,, r:r

The boundary conditions (88) of the pressure continuity and the conditions of the Newtonian potential

continuity at the inner interface read

d d
(in + Uﬂ> - <in + Uﬂ> ~0
dr r=r;+0 dr r=r;i—0
or
. 471Gp2r Ry
lw (P|r:ri+0 - P|r:r,~—0) - +0 (U|r:ri+0 -V Ulr:r,«—O) =0

=0

r=r;

N AW *
[W]_|r:ri =0, i — 4 GpU )

The linearized flux continuity condition reads
SU=y)+ Ulyyyro0— ¥ U—lyzy, 0 =0

At last, the linearized boundary condition (81) of the mass flux reads

K
S+ U|r=ri+0 = _W (V P|r=r,~+0 - P|r=r,-70)

o

95)

(96)

O7)

(98)

The bulk equations (92) and the condition for the Newtonian potential at infinity imply the following

general solution:
(a) atr > r,

Ao
W(r) = T

99)
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(b) atr; <r <,

A C iw
W) =2+ B U= P="0

p="Loa,+"“c, +p,
r r

(c) atr <r;
W(r):B,-, U=0, P=D,‘

For the 8 constants Ay, A,, B,, C,, D,, B;, D;, and S we have 8 linear uniform Egs. (95-98).
Skipping quite cumbersome calculation, we arrive at the following secular equation

W — i )/2,00 _47TG,004()/—1)R+(y—1)2R4+3—2y:
KRr,(1—R) (y — 1)? 3 (I-R)(y -1

0 (100

At K = oo, we get the formula 5 for the small radial oscillations of the two-phase planet. At K — oo, the
first two terms of the expansion in K ! read

o _ [47Gp4y DR+ (=1 R 432y r2po (101)
3 (1-R)(y —1) 2KRr, (1 —R) (y — 1)?
The last term in (101) defines the decrement n of the radial oscillations
2

T 2KRry(1—R)(y — )2

and it vanishes at K — oo.

5 Conclusion

We presented a phenomenological approach to phase transformations in heterogeneous systems. For the sake of
simplicity and brevity, we limited our analysis with the phase transformations liquid/liquid or liquid vapor. The
approach permits immediate generalization for the solid/solid and solid/melt transformations. The suggested
approach is a symbiosis of the Gibbs model of heterogeneous systems, on the one hand, and the Onsager
approach of linear fluxes to irreversible system, on the other hand. Basically, we assume that the rate of
phase transformations across phase boundary is proportional to the jump of the local chemical potentials of
the phases. To generalize this approach to the solid/solid or solid/melt transformations, we only need to find
consistent generalizations of the scalar chemical potential of liquids and gases. Possible generalizations have
been suggested in multiple publication of the 1980s and summarized in the monograph [14]. The finite kinetics
approach was also used for two-phase system in the monograph [15] and papers [16-18].

It was demonstrated above that in heterogeneous two-phase systems oscillatory regimes are possible when
the kinetics constant is very large or very small. In the intermediate situations, dynamic processes appear to
be highly dissipative. We establish explicit analytical formulas for the decrements of the oscillations.
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