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Abstract
Purpose  To investigate the effect of posterior keratometry (PK) on the accuracy of 10 intraocular lens (IOL) power calcula-
tion formulas using standard keratometry (K) and total keratometry (TK).
Methods  This is a retrospective consecutive case-series study. The IOL power was calculated using K and TK measured by 
IOLMaster 700 in 6 new-generation formulas (Barrett Universal II, Emmetropia Verifying Optical (EVO) 2.0, RBF Calculator 
3.0, Hoffer QST, Kane, and Ladas Super Formula) and 4 traditional formulas (Haigis, Hoffer Q, Holladay 1, and SRK/T). The 
arithmetic prediction error (PE) and mean absolute PE (MAE) were evaluated. The locally-weighted scatterplot smoothing 
was performed to assess the relationship between PE and PK.
Results  A total of 576 patients (576 eyes) who underwent cataract surgery were included. Compared with using K, all 
formulas using TK showed a hyperopic shift in the whole group. Specifically, for eyes with PK exceeding -5.90 D, all for-
mulas using TK exhibited a hyperopic shift (all P < 0.001), while eyes with PK less than -5.90 D showed a myopic shift (all 
P < 0.001). The MAE of new-generation formulas calculated with TK and K showed no statistical differences, while the 
MAE of traditional formulas with TK was larger (TK: 0.34 ~ 0.43 D; K: 0.33 ~ 0.42 D, all P < 0.05).
Conclusions  The prediction bias of formulas with TK increased as PK deviated from -5.90 D. TK did not improve the pre-
diction accuracy of new-generation formulas, and even performed worse in traditional formulas.
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Introduction

Precise optical biometry and ideal formula selection are cru-
cial factors in achieving a satisfactory refractive outcome 
after cataract surgery [1]. The refractive errors resulting 
from inaccurate keratometry measurement remained [2]. 
Traditional biometers are unable to measure directly the 
posterior corneal surface; therefore, the standard kerato-
metry (K), calculated from the anterior corneal curvature 
using a standard keratometric index (usually 1.3375), has 
been widely used for intraocular lens (IOL) power calcula-
tion [3–5]. However, the cornea is not a single refractive 
surface, but a thick lens with anterior and posterior surfaces 
and thickness. Ignoring the true posterior corneal surface 
and the corneal thickness can lead to an inaccurate evalua-
tion of keratometry.

Theoretically, by taking into account the true refractive 
power of the posterior corneal surface, the total keratom-
etry (TK) could potentially improve the prediction accu-
racy of certain IOL power calculation formulas [6, 7]. Until 
now, only a few studies investigated the application of TK 
obtained by the IOLMaster 700 in the IOL power calculation 
for monofocal IOLs. Srivannaboon S et al. reported that K 
and TK for IOL calculation yielded consistent results, with a 
trend toward better refractive outcomes using TK [1]. How-
ever, recent papers increasingly show that the usefulness of 
TK comes into question. [1, 2, 8–11] Given that PK is the 
key to distinguish TK from K, further investigations into the 
effect of PK on the accuracy of IOL calculation formulas for 
monofocal IOLs are warranted.

Therefore, this study was designed to evaluate how PK 
affects the prediction accuracy of 6 new-generation formulas 
(Barrett Universal II [BUII], Emmetropia Verifying Opti-
cal [EVO] 2.0, RBF Calculator 3.0, Hoffer QST, Kane, and 

Ladas Super Formula [LSF]) and 4 traditional formulas 
(Haigis, Hoffer Q, Holladay 1, and SRK/T) calculated with 
K and TK.

Methods

This retrospective, consecutive case-series study was per-
formed at the Zhongshan Ophthalmic Center (ZOC) of Sun 
Yat-sen University, Guangzhou, China. All procedures of 
this study conformed to the Declaration of Helsinki and 
were conducted with the approval of the Institutional Review 
Board/Ethics Committee of ZOC (2019KYPJ033). Informed 
consents were waived because only the medical records were 
involved without identifiable private information.

Patients

The medical records of 20,113 cataract patients under-
going phacoemulsification and IOL implantation surgery 
from April 28, 2021 to March 1, 2022 at ZOC, involv-
ing various types of IOLs, were reviewed. The inclusion 
criteria were as follows: (1) age ≥ 18 years; (2) with pre-
operative ocular biometry measured successfully by the 
IOLMaster 700 (v 1.88.1.64861, Carl Zeiss Meditec AG, 
Jena, Germany); (3) eyes undergoing uneventful cataract 
phacoemulsification with in-the-bag IOL implantation of 
the Tecnis ZCB00 IOL (Johnson & Johnson Vision Care 
Incorporated, USA); and (4) postoperative best-corrected 
distance visual acuity at least 1 month after surgery bet-
ter than 20/40. If both eyes of a patient meet the criteria, 
the right eye was selected for inclusion. The exclusion 
criteria included: (1) history of ocular surgery or trauma; 
(2) incomplete follow-up information; or (3) severe 

Key messages

What is known:

Standard keratometry, calculated from the anterior corneal curvature using a standard keratometric index, has been
widely used for IOL power calculation.

With advances in technology, many biometers are available for posterior keratometry and total keratometry
measurement.

What is new:

When posterior keratometry deviated from -5.90 D, IOL power calculation formulas with total keratometry showed
increasing hyperopic or myopic bias.

Total keratometry was not superior to standard keratometry for refractive prediction accuracy of both
new-generation and traditional formulas.
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eye diseases such as corneal scar, glaucoma and retinal 
diseases.

Data Collection

The following patient data was collected: age, gender, his-
tory of ocular diseases and surgeries, preoperative ocular 
biometric parameters obtained by IOLMaster 700 (axial 
length [AL], anterior chamber depth [ACD, measured as 
the distance from the corneal epithelial to the anterior sur-
face of crystalline lens], lens thickness [LT], white-to-white 
[WTW], central corneal thickness [CCT], K, TK, PK), surgi-
cal procedures, type and power of IOL implanted, and sub-
jective refraction at least 1 month postoperatively.

Formula Calculations

We evaluated formulas including BUII (https://​calc.​apacrs.​
org/​barre​tt_​unive​rsal2​105/; accessed 08 Mar 2022), EVO 
2.0 (https://​www.​evoio​lcalc​ulator.​com/; accessed 10 Jan 
2023), RBF 3.0 (https://​rbfca​lcula​tor.​com/; accessed 18 Mar 
2021), Hoffer QST (https://​hoffe​rqst.​com/;​acces​sed 18 Feb 
2023), Kane (https://​www.​iolfo​rmula.​com/; accessed 24 Jul 
2022), LSF,[12] Haigis [13], Hoffer Q [14], Holladay 1 [15], 
and SRK/T [16]. K and TK were applied respectively for 
IOL power calculation. The ULIB constant was used and 
the mean prediction error (ME) was zeroed out in the whole 
group for all IOL formulas to eliminate any systematic error 
arising from the clinical environment. Subsequently, analy-
ses were performed, including locally-weighted scatterplot 
smoothing (LOWESS) regression[17], in the whole group 
and subgroups to further evaluate the absolute prediction 
error for each formula [18].

Formula Evaluation

The prediction accuracy of the formula was evaluated by the 
following parameters. First, each prediction error (PE) was 
back-calculated as the difference between the actual postop-
erative and predicted spherical equivalent (SE). The ME was 
the mean of all the PEs for each formula evaluated, which 
reflects the systemic bias of the formula. The positive and 
negative ME suggest the hyperopic and myopic bias, respec-
tively. The standard deviation (SD) of PE was also reported. 
Second, the absolute PE (AE) was the absolute value of 
each PE. The mean and median of AE were expressed as 
the mean AE (MAE) and median AE (MedAE), respectively. 
Third, the percentages of eyes with PE within ± 0.25 diop-
ter (D), ± 0.50 D, ± 0.75 D and ± 1.00 D were reported. The 
MAE, MedAE and the percentages of eyes within certain 
range of PE were calculated after ME was zeroed out in the 

whole group. The MAE was set to be the main parameter 
when comparing the prediction accuracy of different formu-
las [19]. To investigate the effect of PK on prediction accu-
racy for each formula calculated with K and TK, the LOW-
ESS regression was used and an intersection point was found 
at PK = -5.90 D. Further subgroups were performed for eyes 
with PK ≤ -5.90 D (Group 1) and PK > -5.90 D (Group 2). 
To assess the association between PEs and biometric param-
eters, Spearman correlation analyses were conducted.

Statistical Analysis

Statistical analyses were performed according to the pub-
lished protocols using the SPSS 26.0 software (IBM, 
Chicago, Illinois, USA) and Excel software (Office 2019, 
Microsoft Corp., Redmond, WA, USA) [19]. A sample size 
calculation was performed using the PASS 2023 software, 
which indicated that 320 subjects would be required to 
detect a difference in prediction accuracy of the IOL calcu-
lation formulas calculated with K and TK in two-sided test 
with a type I error rate (alpha) of 0.15 and 80% power. A 
P value less than 0.05 was considered statistically signifi-
cant. The normality of data was evaluated by the Kolmogo-
rov–Smirnov test. The independent t-test or Wilcoxon rank 
sum test (for continuous variables) and chi-squared test (for 
categorical variables) were used to compare the differences 
in participant characteristics between Group 1 and Group 

Table 1   The demographic and Clinical Characteristics of Patients

AL = axial length; ACD = anterior chamber depth, measured from cor-
nea epithelium to the anterior surface of crystalline lens; LT = lens 
thickness; WTW​ = white-to-white; CCT​ = central corneal thickness; 
K = keratometry; TK = total keratometry; PK = posterior keratometry; 
Km = mean keratometry; IOL = intraocular lens; mm = millimeter; 
μm = micrometer; D = diopter; SD = standard deviation

Parameters Overall Groups

PK ≤ -5.90D PK > -5.90D

Eye, n 576 296 280
Age, years 63.88 ± 11.66 64.74 ± 10.21 62.98 ± 12.98
Female, n (%) 332 (57.64) 209 (70.61) 123 (43.93)
Right eye, n (%) 309 (53.65) 167 (56.42) 142 (50.71)
AL, mm 24.32 ± 2.16 23.38 ± 1.78 25.31 ± 2.08
ACD, mm 3.10 ± 0.50 2.99 ± 0.52 3.21 ± 0.46
LT, mm 4.48 ± 0.48 4.52 ± 0.48 4.44 ± 0.48
WTW, mm 11.78 ± 0.46 11.55 ± 0.41 12.01 ± 0.39
CCT, μm 538.20 ± 33.37 534.90 ± 35.19 541.70 ± 31.00
Km, D 44.28 ± 1.75 45.57 ± 1.21 42.92 ± 1.08
TKm, D 44.33 ± 1.75 45.58 ± 1.25 43.00 ± 1.11
PKm, D -5.91 ± 0.27 -6.12 ± 0.16 -5.69 ± 0.15
IOLpower, D 19.74 ± 4.63 20.87 ± 4.56 18.56 ± 4.40
Follow-up period 

(day)
75.71 ± 31.27 75.94 ± 32.68 75.47 ± 29.76

https://calc.apacrs.org/barrett_universal2105/
https://calc.apacrs.org/barrett_universal2105/
https://www.evoiolcalculator.com/
https://rbfcalculator.com/
https://hofferqst.com/;accessed
https://www.iolformula.com/
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2. The Wilcoxon signed-rank test was used as the data was 
not normally distributed. The heteroscedastic method was 
used for comparisons of the SD of the PE among the for-
mulas [20]. The MAEs of all formulas using either the K 
or TK method were compared using the Friedman test with 
Bonferroni-Dunn’s post hoc correction. The paired McNe-
mar’s Chi-squared test was used to compare the percentages 
of eyes within ± 0.25 D, ± 0.50 D, ± 0.75 D and ± 1.00 D of 
PE between the K and TK methods, while Cochran’s Q test 
was used to compare the performances of all formulas. We 
used the Stata (Stata v. 14.0, StataCorp LP, USA) "LOW-
ESS" command to generate a LOWESS curve to graphically 
depict the relationship between PE and biometric parameters 

(AL, ACD, CCT, K, LT, PK and WTW) in all the patients. 
The Spearman correlation analyses were also conducted 
with Stata. The violin plots were performed with R pack-
age v.4.2.1.

Results

Demographic and Clinical Characteristics of Patients

A total of 576 eyes from 576 recruited patients were ana-
lyzed in this study. There were 296 and 280 eyes in Group 
1 (PK ≤ -5.90 D) and Group 2 (PK > -5.90 D), respectively. 

Table 2   Predictive Outcomes of Different Intraocular Lens Formulas in Total (n = 576)

The parameters MAE, MedAE, ± 0.25D (%), ± 0.50D (%), ± 0.75D (%) and ± 1.0 D (%) were calculated after ME was zeroed out
K = keratometry; TK = total keratometry; EVO = Emmetropia Verifying Optical 2.0; RBF = RBF Calculator 3.0; BUII = Barrett Univer-
sal II formula; LSF = Ladas Super Formula; ME = mean refractive prediction error; SD = standard deviation of the refractive prediction error; 
MAE = mean absolute refractive prediction error; MedAE = median absolute error; ± 0.25D (%), ± 0.50D (%), ± 0.75D (%), ± 1.0 D (%) = percent-
age of refractions within ± 0.25 D, ± 0.50 D, ± 0.750 D, or ± 1.0 D of prediction error; D = diopter
* Statistically significant (P < .05)

Formula ME Corrected ME SD MAE MedAE  ± 0.25D (%)  ± 0.50D (%)  ± 0.75D (%)  ± 1.0D (%)

EVO-K 0.09 0.00 0.38 0.29 0.24 51.56 83.68 95.31 98.26
EVO-TK 0.13 0.00 0.39 0.29 0.23 53.30 82.99 94.97 98.44
P value  < 0.001* 0.150 0.107 0.289 0.607 0.727 1.000
RBF-K 0.07 0.00 0.39 0.30 0.25 49.48 83.68 94.10 98.44
RBF-TK 0.11 0.00 0.40 0.30 0.25 50.87 82.81 93.58 98.78
P value  < 0.001* 0.216 0.545 0.440 0.441 0.549 0.625
BUII-K 0.07 0.00 0.41 0.31 0.24 51.39 81.60 93.75 97.74
BUII-TK 0.11 0.00 0.41 0.31 0.24 51.56 80.03 92.88 98.26
P value  < 0.001* 0.108 0.104 1.000 0.200 0.302 0.375
Kane-K -0.06 0.00 0.40 0.31 0.24 51.56 82.64 93.58 97.57
Kane-TK -0.02 0.00 0.41 0.31 0.25 51.04 81.08 92.19 97.74
P value  < 0.001* 0.040* 0.071 0.820 0.164 0.057 1.000
Hoffer QST-K 0.07 0.00 0.42 0.32 0.27 47.05 80.21 93.75 97.57
Hoffer QST-TK 0.11 0.00 0.43 0.33 0.27 47.40 78.82 92.36 97.40
P value  < 0.001* 0.019* 0.153 0.906 0.041* 0.057 1.000
LSF-K 0.01 0.00 0.46 0.35 0.28 45.66 78.47 90.97 96.70
LSF-TK 0.05 0.00 0.47 0.35 0.28 46.35 76.56 91.32 96.53
P value  < 0.001* 0.011* 0.080 0.694 0.118 0.804 1.000
Haigis-K 0.08 0.00 0.42 0.33 0.26 48.96 77.95 92.19 98.26
Haigis-TK 0.12 0.00 0.44 0.34 0.27 46.35 75.35 92.19 98.09
P value  < 0.001* 0.006* 0.017* 0.111 0.256 1.000 1.000
SRK/T-K -0.01 0.00 0.49 0.37 0.31 42.36 70.83 89.93 96.35
SRK/T-TK 0.03 0.00 0.50 0.38 0.31 42.88 71.53 88.72 95.66
P value  < 0.001* 0.014* 0.032* 0.775 0.617 0.167 0.219
Hoffer Q-K 0.11 0.00 0.56 0.42 0.32 40.10 67.01 83.33 93.23
Hoffer Q-TK 0.15 0.00 0.57 0.43 0.34 39.06 65.28 81.94 93.23
P value  < 0.001* 0.001* 0.003* 0.525 0.165 0.115 1.000
Holladay 1-K 0.10 0.00 0.55 0.42 0.34 39.24 67.36 85.42 92.19
Holladay 1-TK 0.13 0.00 0.56 0.43 0.34 39.58 66.84 83.85 91.67
P value  < 0.001* 0.001* 0.032* 0.880 0.742 0.064 0.581
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The detailed preoperative characteristics of the included 
patients are summarized in Table 1. Overall, the mean age of 
the patients was 63.88 ± 11.66 years (range 22 to 93 years). 
Of these patients, 332 were females (57.64%), and 309 oper-
ated eyes were right eyes (53.65%). The PK was normally 
distributed, with a mean and median of -5.91D. Patients 
in the Group 2 had longer AL, deeper ACD, wider WTW, 
thicker CCT, and flatter K, TK and PK, compared with those 
of Group 1 (all P < 0.05). The mean IOL power inserted was 
significantly different between Group 1 (20.87 ± 4.56 D) and 
Group 2 (18.56 ± 4.40 D) (P < 0.001). There were no sig-
nificant differences in age, lens thickness, and the follow-up 
period between the 2 groups (all P > 0.05).

Prediction Accuracy in All Patients

The prediction outcomes of 10 IOL calculation formulas in 
patients were shown in Table 2, Fig. 1 and Supplementary 
Fig. 1 (A). The formulas were ranked first by generation 
order and then in descending order of MAE. Before ME 
was zeroed, all formulas using TK showed more hyperopic 
bias compared with those using K (TK: -0.02 ~ 0.15 D; K: 
-0.06 ~ 0.11 D, all P < 0.001). All formulas using TK had 
significantly higher SD than using K (all P < 0.05), with 
the exceptions of EVO, RBF and BUII (all P > 0.05). The 
prediction accuracy of new-generation formulas calcu-
lated with TK and K showed no statistical differences in 

Fig. 1   The violin plot showing the absolute prediction error (in diopters [D]) in all patients. K = standard keratometry; TK = total keratometry; 
BUII = Barrett Universal II; EVO = Emmetropia Verifying Optical formula 2.0; LSF = Ladas Super Formula; RBF = RBF Calculator 3.0

Fig. 2   The smoothed line graph showing the prediction error (in 
diopters [D]) versus posterior keratometry (PK, in [D]). (A) Line 
graph of the traditional formulas. (B) Line graph of the new-gen-
eration formulas. K = standard keratometry; TK = total keratom-

etry; Myopic →  = myopic bias; Hyperopic →  = hyperopic bias; 
BUII = Barrett Universal II; EVO = Emmetropia Verifying Optical 
formula 2.0; LSF = Ladas Super Formula; RBF = RBF Calculator3.0
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various parameters, including AE and percentages of cases 
within ± 0.25 D, ± 0.50 D, ± 0.75 D, and ± 1.00 D of PE (all 
P > 0.05). The only exception to this trend was observed 
when comparing the percentage of cases within ± 0.50 D 
for Hoffer QST (TK: 78.82%; K: 80.21%, P = 0.04). How-
ever, the traditional formulas calculated with TK had sig-
nificantly higher MAE than those with K (TK: 0.34 ~ 0.43 
D; K: 0.33 ~ 0.42 D, all P < 0.05). Overall, EVO showed the 
lowest MAE (0.29 D), whereas the prediction accuracy of 
EVO, RBF, BUII, and Kane formulas calculated with TK 
and K showed no statistical difference in MAE (0.29 ~ 0.31 

D, all P > 0.05). Hoffer QST, LSF and 4 traditional formu-
las using K and TK exhibited significantly higher MAE 
(0.32 ~ 0.43 D) compared to EVO, RBF, BUII, and Kane 
formulas (0.29 ~ 0.31 D) (all P < 0.05). The predictive out-
comes without zeroing ME out yielded similar results (see 
Supplementary Table 1). However, it was worth noting that 
all formulas (except for Kane) calculated with TK had sig-
nificantly higher MAEs than those with K (TK: 0.31 ~ 0.46 
D; K: 0.30 ~ 0.44 D, all P < 0.05).

The relationship between ME and PK was shown in 
the Fig. 2. The LOWESS curves of all formulas exhibited 

Table 3   Predictive Outcomes of Different Intraocular Lens Formulas in Patiens with PK ≤ -5.90 D (n = 296)

The parameters ME, MAE, MedAE, ± 0.25D (%), ± 0.50D (%), ± 0.75D (%) and ± 1.0 D (%) were calculated after ME was zeroed out in the 
whole group
PK = posterior keratometry; K = keratometry; TK = total keratometry; EVO = Emmetropia Verifying Optical 2.0; RBF = RBF Calculator 3.0; 
BUII = Barrett Universal II formula; LSF = Ladas Super Formula; ME = mean refractive prediction error; SD = standard deviation of the refrac-
tive prediction error; MAE = mean absolute refractive prediction error; MedAE = median absolute error; ± 0.25D (%), ± 0.50D (%), ± 0.75D 
(%), ± 1.0 D (%) = percentage of refractions within ± 0.25 D, ± 0.50 D, ± 0.750 D, or ± 1.0 D of prediction error; D = diopter
* Statistically significant (P < .05)

Formula Corrected ME SD MAE MedAE  ± 0.25D (%)  ± 0.50D (%)  ± 0.75D (%)  ± 1.0D (%)

EVO-K -0.05 0.42 0.32 0.27 46.96 78.72 95.27 97.30
EVO-TK -0.08 0.42 0.32 0.27 47.30 79.73 94.26 97.64
P value  < 0.001* 0.964 0.474 1.000 0.678 0.375 1.000
RBF-K -0.04 0.44 0.34 0.29 45.61 77.70 91.55 97.97
RBF-TK -0.07 0.44 0.34 0.27 45.95 78.04 90.88 98.31
P value  < 0.001* 0.991 0.918 1.000 1.000 0.687 1.000
Kane-K -0.07 0.45 0.35 0.28 46.62 77.70 91.22 96.62
Kane-TK -0.09 0.45 0.34 0.27 47.30 77.36 89.19 96.96
P value  < 0.001* 0.817 0.157 0.883 1.000 0.109 1.000
BUII-K -0.07 0.46 0.35 0.31 45.27 76.01 92.23 96.62
BUII-TK -0.10 0.46 0.35 0.28 43.24 75.00 90.20 96.96
P value  < 0.001* 0.871 0.728 0.405 0.664 0.146 1.000
Hoffer QST-K -0.05 0.46 0.35 0.29 45.27 75.34 92.57 96.96
Hoffer QST-TK -0.08 0.46 0.36 0.28 45.27 75.00 91.22 96.96
P value  < 0.001* 0.850 0.450 1.000 1.000 0.344 1.000
LSF-K -0.09 0.53 0.40 0.33 40.54 72.64 86.82 94.59
LSF-TK -0.12 0.54 0.40 0.33 41.55 71.28 87.84 94.26
P value  < 0.001* 0.748 0.462 0.700 0.541 0.549 1.000
Haigis-K 0.05 0.47 0.36 0.28 46.96 73.99 89.19 97.30
Haigis-TK 0.02 0.48 0.37 0.29 43.58 71.28 90.20 97.30
P value  < 0.001* 0.023* 0.499 0.144 0.186 0.581 1.000
SRK/T-K -0.19 0.49 0.39 0.31 42.91 69.59 87.50 94.59
SRK/T-TK -0.22 0.49 0.40 0.32 42.91 70.61 86.49 93.92
P value  < 0.001* 0.094 0.273 1.000 0.664 0.508 0.500
Holladay 1-K -0.16 0.55 0.43 0.35 37.84 63.85 84.12 93.24
Holladay 1-TK -0.18 0.55 0.44 0.37 38.51 64.53 82.43 92.91
P value  < 0.001* 0.841 0.162 0.815 0.832 0.267 1.000
Hoffer Q-K -0.10 0.62 0.46 0.36 38.85 61.82 79.39 89.86
Hoffer Q-TK -0.13 0.62 0.48 0.37 37.50 61.15 76.69 90.88
P value  < 0.001* 0.565 0.104 0.571 0.832 0.077 0.375
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increasing or decreasing against PK and intersecting near 
the mean value of PK (-5.91 D). Additionally, larger PEs 
were observed as PK deviated from the intersection point. 
After ME was zeroed out in the whole group, compared 
with formulas calculated with K, all formulas calculated 
with TK showed a myopic bias in eyes with PK ≤ -5.90 
D (all P < 0.001) (Table 3), but a hyperopic bias in eyes 
with PK > -5.90 D (all P < 0.001) (Table  4). The PEs 
of formulas calculated with TK or K changed similarly 
with other biometric parameters (AL, ACD, K, LT, and 
WTW). While the difference between PEs calculated with 
K and TK gradually increased as CCT deviated from its 

median value, the divergence was notably smaller than 
that observed in PK (Supplementary Fig. 2). The PE of 
traditional formulas displayed larger deviation with biom-
etric parameters (AL, ACD, CCT, K, LT, PK and WTW) 
compared with new formulas. The Spearman correlations 
were statistically significant between the biometric param-
eters and the difference in PEs of formulas with K and 
TK. Notably, PK exhibited much stronger correlations 
(rho: 0.397 ~ 0.422, P < 0.05) with the PEs difference 
(calculated using K and TK) than the other factors (AL: 
0.088 ~ 0.120, P < 0.05; WTW: 0.192 ~ 0.216, P < 0.05; 
CCT: -0.187 ~ -0.174, P < 0.05) (Supplementary Table 2).

Table 4   Predictive Outcomes of Different Intraocular Lens Formulas in Patiens with PK > -5.90 D (n = 280)

The parameters MAE, MedAE, ± 0.25D (%), ± 0.50D (%), ± 0.75D (%) and ± 1.0 D (%) were calculated after ME was zeroed out in the whole 
group
PK = posterior keratometry; K = keratometry; TK = total keratometry; EVO = Emmetropia Verifying Optical 2.0; RBF = RBF Calculator 3.0; 
BUII = Barrett Universal II formula; LSF = Ladas Super Formula; ME = mean refractive prediction error; SD = standard deviation of the refrac-
tive prediction error; MAE = mean absolute refractive prediction error; MedAE = median absolute error; ± 0.25D (%), ± 0.50D (%), ± 0.75D 
(%), ± 1.0 D (%) = percentage of refractions within ± 0.25 D, ± 0.50 D, ± 0.750 D, or ± 1.0 D of prediction error; D = diopter
* Statistically significant (P < .05)

Formula Corrected ME SD MAE MedAE  ± 0.25D (%)  ± 0.50D (%)  ± 0.75D (%)  ± 1.0D (%)

EVO-K 0.05 0.33 0.26 0.21 56.43 88.93 95.36 99.29
EVO-TK 0.08 0.33 0.26 0.20 59.64 86.43 95.71 99.29
P value  < 0.001* 0.753 0.107 0.137 0.065 1.000 1.000
RBF-K 0.04 0.33 0.26 0.23 53.57 90.00 96.79 98.93
RBF-TK 0.07 0.33 0.27 0.21 56.07 87.86 96.43 99.29
P value  < 0.001* 0.549 0.416 0.371 0.180 1.000 1.000
BUII-K 0.07 0.33 0.26 0.21 57.86 87.50 95.36 98.93
BUII-TK 0.10 0.33 0.27 0.21 60.36 85.36 95.71 99.64
P value  < 0.001* 0.839 0.108 0.324 0.238 1.000 0.500
Kane-K 0.07 0.33 0.26 0.21 56.79 87.86 96.07 98.57
Kane-TK 0.10 0.33 0.28 0.21 55.00 85.00 95.36 98.57
P value  < 0.001* 0.528 0.054 0.472 0.096 0.625 1.000
LSF-K 0.09 0.35 0.29 0.24 51.07 84.64 95.36 98.93
LSF-TK 0.12 0.36 0.30 0.25 51.43 82.14 95.00 98.93
P value  < 0.001* 0.192 0.070 1.000 0.143 1.000 1.000
Hoffer QST-K 0.05 0.37 0.29 0.26 48.93 85.36 95.00 98.21
Hoffer QST-TK 0.08 0.38 0.30 0.26 49.64 82.86 93.57 97.86
P value  < 0.001* 0.096 0.078 0.860 0.167 0.125 1.000
Haigis-K -0.06 0.37 0.29 0.25 51.07 82.14 95.36 99.29
Haigis-TK -0.02 0.39 0.30 0.26 49.29 79.64 94.29 98.93
P value  < 0.001* 0.001* 0.044* 0.522 0.167 0.508 1.000
SRK/T-K 0.21 0.39 0.35 0.30 41.79 72.14 92.50 98.21
SRK/T-TK 0.23 0.39 0.36 0.30 42.86 72.50 91.07 97.50
P value  < 0.001* 0.828 0.047* 0.700 1.000 0.344 0.625
Hoffer Q-K 0.10 0.47 0.37 0.30 41.43 72.50 87.50 96.79
Hoffer Q-TK 0.14 0.48 0.39 0.32 40.71 69.64 87.50 95.71
P value  < 0.001* 0.006* 0.009* 0.864 0.115 1.000 0.250
Holladay 1-K 0.16 0.50 0.41 0.32 40.71 71.07 86.79 91.07
Holladay 1-TK 0.19 0.51 0.41 0.30 40.71 69.29 85.36 90.36
P value  < 0.001* 0.106 0.100 1.000 0.302 0.219 0.625
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Prediction Accuracy in Subgroups

The prediction outcomes of 10 IOL calculation formulas in 
Group 1 were shown in Table 3, Supplementary Fig. 1 (B) 
and Supplementary Fig. 3 (A). After ME was zeroed out 
in the whole group, all formulas using TK showed more 
myopic bias than those using K in group 1 (TK: -0.22 ~ 0.02 
D; K: -0.19 ~ 0.05 D, all P < 0.001). No significant difference 
was observed in parameters including SD, AE and percent-
ages of cases within ± 0.25 D, ± 0.50 D, ± 0.75 D, and ± 1.00 
D of PE of all formulas between using TK and K. The only 
exception to this trend was observed when comparing the 
SD for Haigis (TK: 0.48; K: 0.47, P = 0.023). Among all 
formulas, the EVO displayed the lowest MAE (0.32 D), but 
was not statistically different from the prediction accuracy 
of RBF, BUII, Kane, and Hoffer QST formulas using K and 
TK (0.34 to 0.36 D, all P > 0.05). LSF and 4 traditional for-
mulas using K and TK showed statistically significant higher 
MAE (0.36 ~ 0.48 D, all P < 0.05) compared with the above 
new-generation formulas. The predictive outcomes without 
zeroing ME out was showed in Supplementary Table 3. 
New-generation formulas (except EVO and Hoffer QST) cal-
culated with TK showed more hyperopic bias (all P < 0.05). 
The Haigis calculated with TK had a significantly higher 
MAE than that with K (0.39 D to 0.37 D, all P < 0.05). The 
trends in other outcomes were similar to those observed 
when ME was zeroed out.

The prediction outcomes of 10 IOL calculation formulas 
in Group 2 are shown in Table 4, Supplementary Fig. 1 (C) 
and Supplementary Fig. 3 (B). After ME was zeroed out 
in the whole group, all formulas using TK showed more 
hyperopic bias compared with those using K in group 2 (TK: 
-0.02 ~ 0.23 D; K: -0.06 ~ 0.21 D, all P < 0.001). For new-
generation formulas, there were no statistically significant 
differences in the parameters including SD, AE and percent-
ages of cases within ± 0.25 D, ± 0.50 D, ± 0.75 D, and ± 1.00 
D of PE between using TK and K. For traditional formulas, 
Haigis and Hoffer Q using TK had significantly higher SD 
than using K (both P < 0.05). All the traditional formulas 
(except for Holladay 1) using TK had significantly higher 
AE than those using K (all P < 0.05). SRK/T, Hoffer Q and 
Holladay 1 formulas calculated with K and TK showed sig-
nificantly higher MAE (0.35 ~ 0.41 D) compared with Haigis 
and all new-generation formulas (0.26 ~ 0.30 D, all P < 0.05). 
The predictive outcomes, when not zeroing ME out, pro-
duced comparable results (see Supplementary Table 4). It's 
important to highlight that all formulas calculated with TK 
exhibited significantly higher MAEs compared to those with 
K (TK: 0.27 ~ 0.46 D; K: 0.25 ~ 0.43 D, all P < 0.05).

Discussion

By exploring the effect of PK on the accuracy of the new-
generation and traditional formulas calculated with K and 
TK based on a large sample size, we found that the differ-
ence in the prediction accuracy of IOL calculation formulas 
calculated with K and TK was mainly related to PK. Com-
pared with formulas calculated with K, all formulas with TK 
showed a myopic bias in eyes with PK ≤ -5.90 D but a hyper-
opic bias in eyes with PK > -5.90 D. In addition, TK was not 
superior to K for prediction accuracy, and even resulted in 
poorer performance in traditional formulas, indicating that 
further corrections were needed.

The LOWESS and Spearman correlation analysis showed 
that the impact of AL, ACD, CCT, Km, LT, and WTW on 
the difference between PEs of formulas calculated with K 
and TK was minimal. It was observed that the LOWESS 
curves of all formulas calculated with K and TK intersected 
at the mean value of PK, and TK increased the hyperopic 
or myopic bias of formulas as PK deviated from -5.90 D. In 
our study, the mean PK was -5.91 D and this distribution 
was comparable to previous reports done in Israel by Wasser 
LM et al. (mean = -5.87 D) and in Japan by Danjo Y et al. 
(mean = -5.93 D).[10, 21] Danjo Y et al. evaluated BUII and 
traditional formulas and reported that in the subgroup with 
PK ≥  − 5.74 D, TK gave more hyperopic prediction (0.07 D 
to 0.09 D, P < 0.001), but more myopic prediction (0.03 D to 
0.06 D, P < 0.001) in the subgroup with PK <  − 6.08 D.[10] 
These results were similar to our subgroup results, however, 
the overall trends of PE with PK were not analyzed. In this 
study, LOWESS curve describing a parameter-free smooth-
ing was performed to visualize the overall trend and showed 
that the PE was larger when PK deviated from -5.90 D. The 
variations might be explained by the trends of TK and K 
values. Overall, we observed that TK value was larger than 
K value, but as PK was less than -5.90 D, the proportion of 
K larger than TK gradually increased. Therefore, the inter-
section point near -5.90 D might indicate a node to divide 
the samples into subgroups and to adjust the IOL calculation 
formulas in future studies.

Compared with deduced PK, measured PK could bet-
ter evaluate the true corneal power [6–8, 22]. However, 
we found TK did not improve the prediction accuracy of 
the IOL power calculation formulas and even increased 
the prediction error of traditional formulas. Previous stud-
ies reported inconsistent findings of the effect of TK on the 
accuracy of IOL calculation formulas. Tsessler et al. found 
that TK did not provide a significant improvement to the 
postoperative SE prediction accuracy [8]. Danjo et al. and 
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Savini et al. reported that using TK instead of K led to a 
lower refractive prediction accuracy in traditional and BUII 
formulas for IOLMaster 700 or Sirius (CSO, Florence, Italy) 
[10, 23]. Other studies reported that the TK dataset showed a 
better trend of refractive outcomes mainly in the special study 
populations (highly myopic eyes, flat and steep keratometry 
eyes) [2, 9]. However, most previous studies consisted of 
small sample sizes (60 ~ 231), used multiple IOL models, and 
evaluated different biometers such as IOLMaster 700, Lenstar 
LS900 and Sirius, which could be the reasons attributed to 
the inconsistent results [1, 2, 8–10, 23, 24]. In this study, the 
sample size (N = 576) was the largest to date and only a sin-
gle type of IOL was included, so the conclusions were more 
reliable. To sum up, our study suggested that unless internal 
corrections for TK were made in formulas, there is no need to 
be calculated with TK for monofocal IOL power calculation.

Moreover, TK obtained with IOLMaster 700 has been 
designed to be compatible with K data and the existing 
optimized IOL constants such as ULIB constants [7, 24]. 
However, we found that before ME was zeroed, formulas 
calculated with TK showed more hyperopic bias of 0.03 D to 
0.04 D in all patients and 0.06 D to 0.08 D in subgroups than 
with K. Therefore, to apply TK more accurately, either the 
IOL power calculation formula needs to be adjusted accord-
ingly, or the internal correction method for the measured TK 
with IOLMaster 700 needs to be further optimized.

Our study compared the performance of TK and K in 6 
new-generation formulas (BUII, EVO, Hoffer QST, Kane, 
LSF, and RBF) and 4 traditional formulas based on a larger 
sample size. Overall, new-generation formulas showed 
higher prediction accuracy than traditional formulas 
(MAE: 0.29 ~ 0.35 D vs 0.34 D ~ 0.43 D), of which the 
EVO formulas exhibited a slightly superior performance 
in all patients and subgroups. This trend was similar to 
the findings of Qin Y et al. [2]. In addition, Tsessler et al. 
reported that there was no statistical differences in standard 
deviation of PE among RBF 3.0, RBF 2.0, BUII and EVO 
formulas [8]. Moreover, we found that the PE of new-
generation formulas appeared to be less affected by K and 
PK than the traditional formulas (Fig. 2 and Supplementary 
Fig.  2), perhaps due to the internal correction factors 
incorporated for TK in new-generation formulas.

There are some limitations in this study. Firstly, we did 
not assess other modern formulas like Holladay 2 and Olsen 
formulas. Secondly, only 1 type of IOL was included in this 
study. Considering that different IOL types could affect the 
performance and prediction errors of different formulas, the 
generalization of our conclusion will be limited to some 
extent. Thirdly, a total of 5 surgeons contributed cases, 
which might introduce bias due to differences in surgical 
style. However, all surgeons underwent standardized 
professional training, minimizing the bias to a certain 
extent. Additionally, this is a single center retrospective 

study. Multicenter and prospective studies with a larger 
sample size are needed for further evaluation in the future.

In summary, the TK dataset increased the hyperopic or 
myopic bias of formulas as PK deviated from -5.90 D. TK 
did not provide an improvement to the prediction accuracy 
of new-generation formulas, and even led to lower prediction 
accuracy of traditional formulas, indicating that TK obtained 
by IOLMaster 700 may require further improvement.
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