
Abstract The paper describes developments of the phy-
sicochemical part of a computer code system that estimates
DNA strand break induction on plasmid pBR322 DNA. In
order to test the reliability of the model, we evaluated the
dielectric function and the time-dependent yield of chem-
ical species in the presence of OH radical scavenger or 
dissolved oxygen. Results agree with measurements on 
the radiolysis of liquid water. When a hybrid model of a
liquid inelastic cross-section and a vapour elastic cross-
section is used, energy deposition by vibrational excita-
tions is estimated to be approximately 11% of total energy
deposition.

Introduction

The calculation of the spatial distribution of energy depo-
sitions along the path of ionizing radiation (i.e., track struc-
ture) contributes to our deeper understanding of radiation
chemistry and biology. Using Monte Carlo methods, sev-
eral groups of authors have calculated the track structure
in liquid water [1–3]. However, the calculated results vary
among the groups appreciably [4]. This is mainly because
of the uncertainties in the knowledge of electron interac-
tions with condensed matter.

The paper presents details of a calculational model of
the events that begin at about 10–15 s with the initial en-
ergy deposition by radiation in water and evolution of rad-

ical species down to 10–6 s. In order to test the reliability
of the model, we evaluated the dielectric function, the col-
lision stopping power, the range of electron tracks in liq-
uid water, and the time-dependent yield of chemical spe-
cies in the presence of OH radical scavenger or dissolved
oxygen. The code TRACEL (TRACk structure of Elec-
trons in Liquid water) covers the physical stage (≤10–15 s),
RADYIE (RADical YIEld) describes the physicochemical
stage (10–15 ~ 10–12 s), and RADIFF (RADical DIFFusion)
follows the radical diffusion (10–12 ~ 10–6 s).

Physical stage

Inelastic collision cross-sections of liquid water

Dielectric theory was used for obtaining the cross-sections
for inelastic scattering in liquid water. The response of a
medium to a sudden energy transfer ω and momentum
transfer q is described by a complex dielectric response
function ε (q,ω) [5]. While in general ε may be a tensor,
we assume the water medium is homogeneous and iso-
tropic so that ε is a scalar quantity which does not depend
on its direction. The cross-section derived from dielectric
theory is the differential inverse mean free path (DIMFP) τ,
viz., the probability of an energy loss ω per unit distance
traveled by an electron of energy E [6]. For nonrelativis-
tic electrons,

(1)

where In the rest of this paper,
we use atomic units (a.u.), where h = m = e = 1. Im(–1/ε) is
the energy loss function defined by

(2)

where ε1(q,ω) and ε2(q,ω) are the real and imaginary parts
of the dielectric function (ε (q,ω) = ε1(q,ω) + iε2(q,ω)).
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where n0 is the density of molecules in the medium
(4.9577 ×10–3 a.u.), Z is the number of electrons per mole-
cule (=10). Equation (9) is satisfied if Im(–1/ε (q,ω)) obeys
Eq. (5) [6]. Ritchie et al. [9] described the imaginary part,
ε2(q,ω), of the dielectric function, using a sum of deriva-
tive Drude functions:

(10)

where ωp is the plasma frequency. En are resonance ener-
gies, γn are damping constants, and fn are oscillator
strengths, all taken to be fitting parameters to optical data
[7]. ε2(0,ω) was partitioned into fractions corresponding
to the excitations and ionization channels that are known
to exist for H2O molecules. Six modes of energy absorp-
tion in liquid water, each associated with a particular ex-
citation transition of the water molecule, together with five
modes of ionization transitions are listed in Table 1. For
excitation, we used the same values as Paretzke et al. [10].
For ionization, we used observed values [11] for 1b1, 3a1
and 1b2 ionization and estimated values [12] for 2a1 and
1a1 ionization. The parameters γn and fn for ten modes, 
except for 1a1 ionization, were determined by fitting opti-
cal data [7]. The fitted curves are shown in Fig. 1, and the
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Integration over the allowed values of ω yields the inelas-
tic mean free path λ through

(3)

The stopping power is given by

(4)

The electron energy covered by TRACEL includes that 
of the Compton electrons of 60Co γ-ray (less than 
1 MeV). No relativistic correction was considered. The
dielectric response function of liquid water observed by
optical measurement [7] is limited to ε (0, ω). The quad-
ratic extension of the energy-loss function to q > 0 was 
used [6].

(5)

where δ is Dirac delta function, ω represents the energy
loss, and q the momentum transfer. Not the whole (ω−ω′ )
plane is allowed in Eq. (5). For an incident energy E, the
allowed region of the plane is given by [8]

(6a)

(6b)

(6c)

The result of integration with the above boundary condi-
tion, together with electron-exchange correction, “ex-
change-corrected” DIMFP, τ exc is represented by [6]

(7a)

where

(7b)

and θ (x) = 1 for x > 0 and θ (x) = 0 for x < 0. The region of
ω−ω′ integration is

(8a)

(8b)

(8c)

where y = ω/E, y ′ = ω′/E. The sum rules of the energy loss,
or the oscillator strength,
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Table 1 The threshold energy of excitation and the binding energy
of each transition (liquid water) assumed in this simulation

Event Energy Reference
(eV)

Ā1B1 excitation 8.4 Paretzke et al. [10]
B̄1A1 excitation 10.1 Paretzke et al. [10]
1b1 ionization 10.9 Faubel et al. [11]
Rydberg (A+B) excitation 11.26 Paretzke et al. [10]
Rydberg (C+D) excitation 11.93 Paretzke et al. [10]
3a1 ionization 13.5 Faubel et al. [11]
Diffuse band excitation 14.1 Paretzke et al. [10]
1b2 ionization 17.0 Faubel et al. [11]
Collective excitation 21.4 Paretzke et al. [10]
2a1 ionization 26.3 Kowari and Sato [12]
1a1 ionization 533 Kowari and Sato [12]

Fig. 1 Least-square fitting of the imaginary part of the dielectric
function (ε2) of liquid water by a sum of the derivative Drude 
functions. – – - A1B1, –— - B1A1, – – - 1b1, — - - Ryd(A + B), 
----- Ryd(C + D), – · · · · 3a1, —— diffuse band, — - 1b2, ----- collec-
tive, ·-·-· 2a1, —— ε2 (fitted), • ε2 (observed). The curve ε2 (— fit-
ted) represents the sum of all the contributions



Above 1 keV, the electron data library of the Lawrence 
Livermore National Laboratory [18] was used.

Differential elastic collision cross-sections

The angular distribution of elastically scattered electrons
was calculated using the methods of Brenner and Zaider
[19] and Uehara et al. [20]. When the initial energy of an
electron is below 0.2 keV, the angular distribution of elas-
tic scattering into angle θ was described by the analytic
equation

(13)

where γ, α , δ are fitting parameters to experimental data
[19]. Above 0.2 keV, the elastic scattering is known to be
described well by the Rutherford formula, which includes
a correction for atomic screening effects [19]

(14)

The screening parameter η is given by

(15)

where Z is the atomic number, T is the kinetic energy,
m0 c2 = 0.511 MeV is the electron rest mass.

(16)

[20] and

(17a)

(17b)

In Eqs. (15), (17) the effective atomic number Zeff was used
in place of atomic number Z. The effective atomic number
of the water molecule was assumed to be 7.42 [20].
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parameters are listed in Table 2. Once ε2(0,ω) was deter-
mined by the above procedure, ε1(0,ω) was given by the
Kramers-Kronig relation [9]

(11)

The parameters for 1a1 ionization were determined to be
consistent with (a) the photo-ionization cross-section of
H2O [13], (b) the energy-loss sum rules (Eq. 9), and (c)
mean excitation energy of liquid water, 79.75 eV [14]. The
photoionization cross-section [13] is for water vapour;
however, the difference between vapour and liquid water
can be ignored in the higher energy region. The mean ex-
citation energy I was calculated from the formula

(12)

The partial DIMFP for the ith mode of energy absorption,
τi , is defined by replacing ε2(q,ω) in the numerator of the
integrand of Eq. (2) by ε2

(i)(q,ω) [15]. The ε2
(i)(q,ω) cor-

responds to each ionization or excitation transition, i.e.,
ε2 =Σ ε2

(i) (n = 1, 2, …, 11). The electron-exchange cor-
rection was taken into consideration. By inserting τi into 
Eq. (3), we obtain partial IMFP, λ–1(i), for excitation and
ionization (Fig. 2).

Elastic collision cross-sections

Elastic collision cross-section was observed to be an order
of magnitude smaller in amorphous ice [16]. Bolch et al.
[15] suggested a scaling of vapour elastic cross-sections
by 0.6 to obtain values for liquid water within the range of
E < 10 eV. We, however, assumed elastic collision cross-
sections of liquid water to be identical with the vapour
phase, because we have no sufficient background for a
modification.

Integral elastic collision cross-sections

When the initial energy of an electron is below 1 keV, we
used experimental data summarized by Märk et al. [17].
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Table 2 Parameters for the Drude functions determined from fits to
the imaginary part of dielectric function

n Transition En (eV) γn (eV) ωp
2 fn

1 Ā1B1 excitation 8.4 1.317 2.618
2 B̄1A1 excitation 10.1 1.447 1.825
3 1b1 ionization 10.9 4.545 2.349
4 Rydberg (A+B) excitation 11.26 3.038 3.047
5 Rydberg (C+D) excitation 11.93 2.706 1.400
6 3a1 ionization 13.5 5.298 31.25
7 Diffuse band excitation 14.1 21.87 21.44
8 1b2 ionization 17.0 7.529 28.85
9 Collective excitation 21.4 52.91 210.9

10 2a1 ionization 26.3 56.04 22.47
11 1a1 ionization 533.0 659.8 134.8

Fig. 2 a Partial inverse mean free paths (IMFP) for electronic ex-
citation used in the TRACEL program; b Partial IMFP for ioniza-
tion used in the TRACEL program



If the event is an elastic collision, the electron energy
remains unaltered, and the polar angle θ of the direction
into which the electron scattered was determined from 
Eqs. (13)–(17). The azimuthal angle φ was assumed to be
uniformly distributed between 0 and 2π.

In a vibrational excitation event, the electron energy was
reduced by the threshold energy (0.198, 0.453, 1.0 eV). In
an electronic excitation event, the electron energy was 
reduced by the energy transfer ω determined by random
sampling from the probability density function of the par-
tial DIMFP of the event at that electron energy. Figure 4
shows the probability density function of the 1b1 ioniza-
tion (10.9 eV). The peak width of the curves decreased with
the increase of electron energy. The direction of an elec-
tron was assumed to be unchanged both in vibrational and
electronic excitation events. If the energy loss is less than
50 eV, a delocalization of the energy transfer was assumed
to occur [1]. This delocalization is a consequence of col-
lective effects and was modeled by displacing the interac-
tion site through a lateral distance b in a random azimuthal
to the incident electron’s path. The distance b was chosen
from the distribution [1]

(19)

where ω is the energy loss, ν is the electron speed, and 
b and γ are constants (taken to be 0.2 nm and 5, respec-
tively). C is a normalization constant chosen such that

(20)

bmax was chosen to be 10 nm [1]. A collective excitation
event (21.4 eV) creates a secondary electron whose kinetic
energy is large enough to additionally ionize the water me-
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Vibrational excitation cross-sections

The vibrational excitation cross-sections are of the same
order of magnitude in amorphous ice as in the gas [16].
Hence, vibrational excitation cross-sections of the liquid
phase were assumed to be identical with the vapour phase.
It has been separated into three parts: (a) the bending mode
(threshold energy 0.198 eV); (b) the stretching mode (the
sum of the symmetric stretch 001 and the asymmetric
stretch 001 with threshold energy 0.453 eV); (c) the lump-
sum cross-section for other kinds of vibrational excitation
(threshold energy 1.0 eV). We used the data compiled by
Hayashi [21].

Electron inverse mean free path

The inverse mean free paths (IMFP), or macroscopic cross-
sections, for elastic, vibrational excitation, ionization, and
the sum of electronic excitation and ionization in liquid
water are shown in Fig. 3. Using the method mentioned
above, the curves of inelastic IMFP were obtained.

Monte Carlo procedures of TRACEL program

After the IMFP and DIMFP were determined by the pro-
cedures previously described, the spatial and temporal co-
ordinates of an initial electron were followed. The flight
distance, s, to a next event was determined by

s = −λ tot ln R (18)

where λ tot is total mean free path, and R is a uniform random
number (0 ≤ R < 1). The type of interaction was then chosen
according to the proportion of the IMFP shown in Fig. 3.
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Fig. 3 Inverse mean free paths (IMFP) or macroscopic cross sec-
tions, for elastic and inelastic scattering of electrons in liquid water.
Cross sections for elastic collision (below 1 keV, taken from [17]),
and above 1 keV, taken from [18]), ionization (evaluated), vibration-
al excitation (taken from [21]), and electronic excitation plus ioniza-
tion (evaluated) are plotted

Fig. 4 Frequency of partial differential inverse mean free paths 
(DIMFP) for 1b1 ionization (10.9 eV) as a function of electronic en-
ergy (1 MeV, 100 keV, 10 keV, 1 keV, 0.1 keV). The curves are ob-
tained by normalization of partial DIMFPs



eral earlier studies. The plasmons may decay into single or
plural ionization or excitations [26], but there is no evi-
dence for plasmon excitation in liquid water [27]. How-
ever, to match the experimentally determined initial yields
of chemical products, the scheme shown in Table 3 for par-
titioning of H2O* into dissociations and autoionizations
was adopted. We assumed that 30% of collective excita-
tion produces both H2O+ and dissociated molecules
(H +OH).

Procedures in RADYIE program

All ionizations (direct ionization and autoionization) were
assumed to produce H2O+ ions.

H2O+ + H2O → H3O+ + OH (23)

When a H2O+ is formed, it is first allowed to migrate in a
random direction through a distance selected from a Gauss-
ian distribution with a mean displacement 1.25 nm [15],
which corresponds to the radial distribution function [23]

(24)

where the mean radial distance 〈R〉 is given by 2d √(
–
2/
–π)
–

.
The H3O+ was assumed to be at the same position as the

H2O+, and the OH radical was positioned with random or-
ientation at a distance of 0.29 nm [28], which corresponds
to the diameter of a water molecule. H+

aq was assumed to
be at the same position as the H3O+ [29].

In the dissociation of an excited water molecule into H
and OH radicals, the products were assumed to be separ-
ated by 0.87 nm on a randomly oriented line centered at
the original site of H2O*, and as well as in the case of H2
and O by 0.58 nm [28, 30].

Thermalization of subexcitation electrons

The RMS (root mean square) thermalization distance lth
(E) was assumed to obey the theoretical curve described
by Ritchie et al. [31]. The comparison between the theo-
retical curve and other observed data is also shown in
Ritchie et al. [31]. A hydrated electron was moved in a ran-
dom direction at a distance Rth from the H2O+ position. The
distance Rth was selected from the distribution of Eq. (24)
so that lth is equal to 3b2.
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dium. Except for collective excitation, the energy transfer
is relatively small so that a subexcitation electron e–

sub
(< 7.4 eV) is created most often. Thus, the motion of the
secondary electron created by the collective excitation
event, through the autoionization process, was also fol-
lowed in the code.

In an ionization event, the electron’s energy was re-
duced by the energy transfer selected. The secondary
electron’s kinetic energy was given the energy transfer by
the primary electron minus the binding energy of the tar-
get electron (Table 1). The directions of the primary and
secondary electrons with respect to the primary particle
were determined using the methods of Grosswendt and
Waibel [22]. The azimuthal angle φp of the primary elec-
tron was uniformly distributed between 0 and 2π, and the
azimuthal angle φs of the secondary was φp – π. The polar
angles θp and θs of the two particles were evaluated using
the following expressions:

(21)

(22)

where T is the kinetic energy of primary electron after 
collision and k is the kinetic energy of secondary electron.
This process is continued until all of the original electron’s
energy is spent and falls below 7.4 eV, which is assumed
to be a threshold for electronic excitation in liquid water
[23].

Physicochemical stage

In the physicochemical (prechemical) stage, during the pe-
riod between 10–14 and 10–12 s, the species H2O+, H2O*,
and e–

sub are converted into other chemical species by the
RADYIE program. This program considers the thermal-
ization and hydration of e–

sub, dissociation and autoioniza-
tion process of H2O*.

Decay channels of water molecule

A molecule that has received energy exceeding its ioniza-
tion threshold (Ip) does not necessarily ionize because there
are other decay channels such as dissociation into neutral
fragments, and the ionization process competes with the
neutral fragmentation [24]. The quantum yield η for ion-
ization of water molecules increases with the increase of
energy and probably reaches 1.0 at around 11.64 to
17.06 eV in the liquid phase [25]. The quantum yield ψ
means the ratio of photoionization cross-section σi to 
photoabsorption cross-section σa(ψ =σi /σa). Hence, Ryd-
berg state, diffuse band, and collective excitation events
have a high efficiency of producing H2O+ through the au-
toionization process. Collective excitation (21.4 eV) was
assumed to be a plasmon-type excitation (e.g., [3]) in sev-
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Table 3 Assumed partitioning of excitations in RADYIE. Each col-
lective excitation was assumed to produce a secondary electron 
(through 1b1 event)

Ā1B1 H2O* → H + OH 75%
H2 + O 25%

B̄1A1 H2O* → H2 + O 100%

Rydberg, DB H2O* → H2O+ + e(sub)- 100%

Collective H2O* → H + OH 30%
H2O + ∆E 70%



The partially diffusion-controlled reactions were modeled
using Eq. (25), by evaluating xeff and aeff from the equa-
tion [33]

(34)

(35)

Except for (29), the reactions (30)–(32) were relatively 
unimportant because of the small yields of O2

–, O–, and
HO2

–, and the effect was small. The random reaction time
Tr was determined by solving Eq. (25) as

(36)

where ξ is a random number uniformly distributed be-
tween 0 and 1 and erfc–1(x ′ ) = x is the inverse of erfc (x) = x ′
[33]. The probability of the reaction is largest when Tr is
the smallest. The table of Tr was sorted into ascending 
order, and the first reaction was decided to occur, then 
removed from the table (the radicals are diminished after
reaction). When new radicals were created (e.g., H + O
→ OH), they were added to the table. This table was
scanned until a possible reaction was found, then the above
procedures were repeated. Thirteen chemical species (H,
OH, H+

aq, e–
aq, OH–, H2O2, O, O2, O2

–, HO2, HO2
–, O–, Tris)

were considered in the RADIFF program. The diffusion
coefficients were taken from Elliot et al. [34] and Hill and
Smith [29]. Thirty-four chemical reactions were consid-
ered in the program (33 reactions were the same as Hill
and Smith [29] and the reaction between OH and Tris was
also considered). The reaction rate constants were from
Buxton et al. [35].

Locations of species after reaction

When a reaction occurs between a pair of species located
at positions (x1, y1, z1) and (x2, y2, z2), the reaction site was
placed midway along the line segment connecting their po-
sitions. The coordinates of the reactants were weighted in-
versely by their diffusion coefficients. The x coordinate of
the reaction site xr was given by [15]

(37)

The same weighting factors were used to determine the 
y- and z-coordinates of the reaction site. When a single
radical is created in the reaction (e.g., H + O2 → HO2), the
coordinate of a new product was assumed to be the same
as the reaction site defined by Eq. (37). When two radicals
are created in the reaction, the coordinates of products were
determined using reflecting boundary conditions [36].
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Chemical stage

Independent reaction times (IRT) method

The RADYIE program was applied to calculate the spatial
coordinates of the radicals H, OH, H+

aq, e–
aq, and O. The

RADIFF programs read these coordinates as input data and
treat the diffusion and reactions during the period between
10–12 and 10–6 s in a manner described by the Smoluchow-
ski relation, i.e., assuming the two radicals interact when-
ever the distance becomes less than a reaction radius a. The
reaction radius was estimated by k = 4πaD ′ for different
species and k = 2πaD ′ for identical species, where k is the
reaction rate and D ′ is the relative diffusion coefficient. If
the diffusion and the potential energy of interaction of the
pair are spherically symmetrical, the reaction probability
W (x, a, t) is a function only of the initial separation of the
pair x, the time t, and the reaction radius a. The probabil-
ity W (x, a, t) is given by [32]

(25)

where xeff = x and aeff = a for a diffusion-controlled reac-
tion which is not affected by a coulombic interaction. The
diffusion-controlled reactions between repulsive ions were
modeled using Eq. (25), by evaluating xeff and aeff from
the equation [33]

(26)

(27)

The quantity rc is the Onsager distance defined by

(28)

where Z1e and Z2e are the ionic charges, ε0 is the 
permittivity of free space, εr is the relative permittivity 
of the medium, kB is the Boltzmann constant, and T
the temperature. The reactions between attractive ions such
as

e–
aq + H+

aq → H (29)

H+
aq + O2

– → HO2 (30)

H+
aq + O– → OH (31)

H+
aq + O2

– → H2O2 (32)

are thought to be partially diffusion-controlled reactions.
This means that the pair does not react instantaneously on
an encounter, so that a partially reflecting boundary con-
dition is needed. A value of 0.5 nm was chosen for a, then
the reaction velocity v was estimated by [33]
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Tris and Oxygen reaction

In IRT simulation, for the realization of a system of np par-
ticles, it is necessary to consider np(np –1)/2 reaction times
by Eq. (36). When modeling scavenger reactions, it is also
necessary to include ns OH scavenger particles, and con-
sider the reaction

OH + scavenger → removal of OH (38)

The total number of the combination was too large to han-
dle even at dilute scavenger concentrations, so we treated
the scavenger as a continuum, then each radical was in-
itially surrounded by a homogeneous distribution of scav-
engers. The time-dependent probability that it will be scav-
enged before time t, Wscav, was described by [37]

(39)

where cs is the scavenger concentration (mol dm–3). Oxy-
gen is a scavenger of H radicals and hydrated electrons 
in the reactions

H + O2 → HO2 (40)
e–

aq + O2 → O2
– (41)

Equation (39) was also used in the oxygen-scavenger re-
actions. When O2 is present, each H and e–

aq was given a
chance to be scavenged. When scavenging occurs, the spe-
cies are replaced by HO2 or O2

–. The pressure of oxygen
gas above the water was assumed to be in equilibrium with
dissolved oxygen. The concentration of dissolved oxygen
at atmospheric pressure was taken from a chemistry hand-
book [38]. At a different pressure, the concentration of dis-
solved oxygen was determined according to Henry’s law.

Calculations for 60Co γ-ray irradiation

For example, we calculated the 60Co γ-ray irradiation to
the solutions in polypropylene tubes. By taking into con-
sideration the attenuation coefficient of the γ-ray in both
polypropylene and water, negligible spectral attenuation is
assumed to occur throughout the irradiated samples. The
initial electron spectrum for 60Co γ-ray was thus calculated
by the photon Monte Carlo program (Hokenkan) using a
bienergetic input spectrum of 1.17- and 1.33-MeV pho-
tons. The distribution of this spectrum was normalized, and
the initial energy of electrons for the TRACEL program
were selected randomly from this distribution. Ten track
structures with starting energies sampled by the above-
mentioned method were generated from random points in
a large cube (5 ×5 ×5 mm) to random directions. The large
cube is subject to a periodic boundary condition. The co-
ordinates of vibrational excitations, electronic excitations,
ionizations, and subexcitation electrons were included in
this track structure. After that, one cube which has the same
size as a simulation cell (1×1×1 µm) was generated re-
peatedly at random positions in the large cube, until the to-
tal energy deposition gathered in the cube came to a pre-
scribed value (e.g., 100 Gy).

W t D a c t a t
Dsscav eff eff( ) exp= − − ′ + ′













1 4 2π
π

Results

G-values

The time variations of the calculated G-values for an en-
tire track generated by 1-MeV electrons are shown in Fig. 5
(reactions (40), (41) are ignored). The calculated initial
(10–12 s) and primary (10–7 s) yields for 1-MeV electron
in liquid water were 5.89 and 2.76 for G(OH), 4.88 and
3.18 for G(e–

aq), 0.96 and 0.24 for G(H). Time-dependent
yields of OH for electrons of several energies in liquid 
water are shown in Fig. 6 (reactions (40), (41) are ignored).
The primary yield of chemical species decreased with the
decrease of the initial energy of the electron.
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Fig. 5 Comparison of calculated and measured time-dependent
yields of H, OH, e–

aq, OH+
aq, OH–, H2O2, and O for 1 MeV electrons

in liquid water. Reactions (40) and (41) are ignored. Measured val-
ues (OHC and e–

aqD) are taken from [39–41]

Fig. 6 Time-dependent yields of the OH radical for electrons of 
initial energy E0 (1 MeV, 100 keV, 25 keV, 10 keV, and 1 keV) in 
liquid water. Reactions (40) and (41) are ignored



Dissolved oxygen

Yields of e–
aq as a function of time for 100-Gy 60Co γ-ray

exposure at several values of atmospheric pressure at the
surface of water are shown in Fig. 7. Figure 8 gives yields
at 10–7 s for OH, e–

aq, and H as a function of atmospheric
pressure at the surface of water. Although G(OH) at 10–7 s
was almost constant, G(e–

aq) and G(H) were strongly in-
fluenced by the atmospheric pressure at the surface of wa-
ter.

OH scavenger concentration

Figure 9 shows the time-dependent yields of OH and e–
aq

at several values of OH scavenger concentration at 1 atm.
The concentration of OH scavenger is expressed by scav-

enging capacity (s–1). Although OH scavengers do not
interact with e–

aq, G(e–
aq) was influenced by the concentra-

tion of the OH scavenger. This is a result of the decrease
in the frequency of interactions between OH and e–

aq.

Discussion

The main aim of our research was to develop a calcula-
tional model of the events that begin at about 10–15 s with
the initial energy deposition by radiation in water and end
at 10–6 s with the completion of the radical reaction that
causes DNA damage. This is the physicochemical part of
a computer code system that estimates DNA strand break
induction on plasmid pBR322 DNA. In order to verify the
reliability of this model, we evaluated the dielectric func-
tion and the time-dependent yield of chemical species in
the presence of OH radical scavenger, or dissolved oxy-
gen. Other important findings are (1) delocalization of in-
itially unlocalized excitations changes slightly the yield of
OH radical at 10–6 s, (2) the energy deposition by vibra-
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Fig. 7 Calculated time-dependent yields of e–
aq as functions of 

atmospheric pressure at the surface of water, at 100 Gy 60Co γ-rays. 
Atmospheric pressures at the surface of water are 10, 5, 1, 0.5, and
0.25 atm

Fig. 8 Yields of OH, H and e–
aq at 10–7 s as functions of atmospher-

ic pressure at the surface of water, at 100 Gy of 60Co γ-rays

Fig. 9 a Effect of the OH radical scavenger on the time-dependent
yield of OH at 1 atm in air, at 100 Gy of 60Co γ-rays. The scavening
capacities of OH radical scavenger are 1010, 109, 108, 107, and
106 s–1; b Effect of the OH radical scavenger on the time-depen-
dent yield of e–

aq at 1 atm in air, at 100 Gy of 60Co γ-rays



tional excitation is approximately 11% of the total energy-
deposition events. The discussion will focus on these find-
ings. Some of the fundamental knowledge needed to ob-
tain a more reliable track-structure in liquid water is also
discussed.

Track-structure calculation

We have studied the history of track-structure simulation
and are impressed by the Oak Ridge group’s study for 
liquid water track structure (OREC code) because of its
novelty and potential power. It was, however, difficult to
reproduce their study without added information. The 
theory of our new code is basically the same as the OREC
code, but the cross-sectional data were newly evaluated.
We evaluated the cross-sectional data from the combina-
tion of four items listed as follows:

1. The quadratic extension of the energy-loss function to
q > 0 (Eq. 5) [6];

2. The imaginary part of the dielectric function is described
by using a sum of the derivative Drude Function (Eq.
10) [1];

3. The fitting parameters of the derivative Drude function
for ionization are taken from observed values [11] for
1b1, 3a1, and 1b2 ionization and estimated values [12]
for 2a1 and 1a1 ionization;

4. The mean excitation energy of liquid water is 79.75 eV
[14].

Ritchie et al. [1] did not clearly describe what kind of ex-
tension of the energy-loss function to q > 0 they used. The
most plausible liquid-water cross-section was given by the
fitting of the dielectric function using parameters of items 3
and 4. This was verified in view of the collision stopping
power (data not shown), the range of electron track (data
not shown), and the time-dependent yield of chemical spe-
cies.

A number of techniques are available for the simulation
of the trajectories of diffusion particles. We believe the 
IRT method [33] is the most computer-efficient algorithm.
The comparison between IRT simulation and full-random-
flight Monte Carlo simulation was performed by Clifford
et al. [42], and they guaranteed the equivalence of both
methods. The calculated initial, primary yields and the
time-dependent yields of chemical species were found to
be consistent with the knowledge of liquid water radioly-
sis [39–41]. The primary yield of chemical species de-
creased with the decrease of the initial energy of the elec-
tron (Fig. 6). Watanabe et al. [43] measured the oxidation
yield of ferrous ion in a Fricke solution in the soft x-ray
region from 1.8 to 10 keV. The yield of the ferrous ion de-
creased with the decrease of x-ray energy. The yield of
G(Fe3+) can be expressed as a linear combination of the
yields of water radicals by

G(Fe3+) = G(OH) + 3G(e–
aq) + 3G(H) + 2G(H2O2) (42)

The calculated yield of the ferrous ion showed the same
tendency with this experiment (data not shown).

Several groups have developed methods of calculating the
thermalization length of subexcitation electrons [15, 31, 44,
45]. We chose Ritchie’s method [31] and used the distribu-
tion function of Goulet and Jay-Gerin [23], because their
theoretical curve showed good agreement with experiments.

Turner et al. [30] also calculated the effect of dissolved
oxygen and showed similar results. In their calculation, the
rate constants were treated as a constant with respect to
time. However, the time dependence of the rate constant
for the reaction e–

aq + O2 was described as important in mod-
eling scavenging reactions [46]. Hence, we used the time-
dependent rate constant k (t). In our calculation, not much
difference was found with the result based on a time-de-
pendent rate constant. Turner et al. [30] used the pressure
of 0.209 atm as the partial pressure of O2 in atmospheric
air and assumed it to be in equilibrium in solvent. By con-
trast, the solubility of N2 and O2 at 25 °C in atmosphere is
1.10 and 0.57, respectively [38]. The solubility of O2 is a
more relevant index than partial pressure, and therefore our
calculation is more realistic.

We used the IRT method and treated the scavenger as 
a continuum [37]. The time-dependent yield of G(OH),
shown in Fig. 9, agrees with deterministic calculations
[47]. This continuum approximation appears to be appro-
priate even in dilute aqueous solution: the OH scavenging
capacity is ~106 s–1. A measured lifetime for the OH rad-
ical in mammalian cells is 8.7 ns [48]. The concentration
of OH-radical scavenger in cells is estimated to be ~109 s–1

by a plasmid DNA experiment [49]. The inverse of the
scavenging capacity of 109 s–1 is 1 ns. Hence, DNA break
induction in the cellular environment can be estimated by
the decay curve of the OH radical, which corresponds to
109 s–1 scavenging capacity in the first step.

The assumption that the direction remains unchanged
upon vibrational and electronic excitation may be inappro-
priate especially in the low-energy region. The calculated
results (range, stopping power, G(OH) and G(e–

aq) at
10–7 s), however, were not much altered when an isotropic
change in the direction at an excitation event was assumed
for electrons below 50 eV.

Delocalization of initially unlocalized excitations

The wavelength of slow electrons, less than 50 eV, is longer
than the van der Waals size of a water molecule. For this
reason, swift electrons may create excitations initially un-
localized at the trajectory of the track. Such excitations
might migrate appreciable distances before localizing [1].
Although the localization of initially unlocalized excita-
tions in water is far from being well understood, the algo-
rithm of implementation of this phenomenon for Monte
Carlo simulation has been developed [1]. The authors
stated that this algorithm can be useful until additional data
become available. Hence, we also used Eq. (19) and eval-
uated the effect of the delocalization in time-dependent
yield of chemical species. Consequently, the decays of e–

aq
and OH radical were slightly slower when delocalization
was considered (data not shown). At 10–6 s, G(OH) was
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increased about 0.1. This is because the algorithm of del-
ocalization scatters the initial positions of radicals. In IRT
simulation, reaction probabilities are evaluated only by the
distances between species. The more sparse the spatial dis-
tribution is, the slower the decay rate of the chemical spe-
cies. The distribution P (b) of the delocalization distance
has a peak centered at 0.2 nm, and b is mostly smaller than
1 nm (see Fig. 2 of [50]). The b value was so small that 
not much difference was shown when delocalization was
considered.

Energy deposition by vibrational excitations

Vibrational excitation cross-sections of liquid water were
assumed to be identical with the vapour phase. This as-
sumption is justified by the measurement of amorphous ice
films at 14 K being of the same order of magnitude as in
the gas phase [16]. Hence, we used the cross-sections
shown in Fig. 3 for the first-order approximation. The
threshold energies of vibrational excitation are smaller
than 1 eV. The frequencies of vibrational-excitation
events, however, were an order of magnitude larger than
the frequencies of electronic excitations and ionizations in
our calculation. Consequently, the energy depositions by
vibrational excitation rose up to approximately 11% of to-
tal energy-deposition events. We assumed elastic collision
cross-sections of liquid water to be identical with the va-
pour phase. The frequency of elastic collision is approxi-
mately 90% (Fig. 3) in the region of E < 10 eV. The ratio
of vibrational excitation cross-section to elastic collision
cross-section is decisive for a result of 11%. This value
will be altered after additional data are provided.

Critique of track-structure model in liquid water

Since not all of the needed information exists, the model
contains many uncertainties. Three aspects are discussed
here.

Fitting by the derivative Drude function

The fitting procedure by the derivative Drude function has
three major problems. These are: (1) the validity of apply-
ing the derivative Drude function has not been thoroughly
examined; (2) the appropriate set of En (fitting parameter;
resonance energy) of the derivative Drude function is un-
known; and (3) some of the γn values are comparable to,
or even greater than, the corresponding En values when the
ordinary Drude function was used (data not shown) and the
derivative Drude function was used (Table 2). This does
not make sense for an ordinary Drude function. The deriv-
ative Drude function may have been introduced by the Oak
Ridge group to avoid such contradictions. Ritchie et al. [9]
pointed out that the analytical form used in Eq. (10) is more
appropriate than the straightforward Drude function; how-
ever, there is no theoretical background for Eq. (10). Both

Eqs. (10) and (11) are originally equivalent in the Kram-
ers-Kronig relation. The results found by fitting the imag-
inary part of the dielectric function (Eq. 10) varied, how-
ever, from the results obtained by fitting the real part of
the dielectric function (Eq. 11). The fitting was not con-
vergent when both the real and imaginary parts of the 
dielectric function were used simultaneously. The fitting
method contains essential problems.

When a series of En of the derivative Drude function
was fixed, the other parameters (γn and ωp

2 fn) were deter-
mined by least-squares fitting without much deviation.
Hence, the reliability of fitted results depends on the va-
lidity of the selection of En values. Our fitting of the die-
lectric function is similar to previous studies [51, 52], and
the partial IMFP is also similar to Kutcher and Green [51].
It is interesting that similar results were obtained even
though different fitting-functions were used in the previ-
ous studies. Note that the results of fitting were easily al-
tered by a slight alteration of En . The limitation of each
peak width of the derivative Drude function may be needed,
but we believe neither theoretical nor experimental knowl-
edge has been presented until now.

Collective excitation

We assumed that 30% of the collective excitation produces
both H2O+ and dissociated molecules (H + OH) to match
the experimentally suggested initial yield of chemical re-
actant (Table 3). With this definition, our model involves
plasmon excitation. There is considerable evidence against
plasmon excitation in liquid water [27]. However, nothing
is known about the mechanism of this process.

Elastic and vibrational excitation cross-section

As discussed above, the ratio of vibrational excitation
cross-section to elastic collision cross-section influences
the total amount of energy transfer by vibrational excita-
tion. Moreover, the elastic (nuclear) collision is the prin-
cipal physical process that causes electron paths to be tor-
tuous [53]. This means that the track lengths of electrons
are readily altered by total and angular distribution of elas-
tic collision cross-sections. We must emphasize that the
TRACEL program is a hybrid model of a liquid inelastic,
a vapour vibrational excitation, and a vapour elastic colli-
sion cross-section.
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