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Abstract It has generally been assumed that the neutron

and c-ray absorbed doses in the data from the life span

study (LSS) of the Japanese A-bomb survivors are too

highly correlated for an independent separation of the all

solid cancer risks due to neutrons and due to c-rays.

However, with the release of the most recent data for all

solid cancer incidence and the increased statistical power

over previous datasets, it is instructive to consider alter-

natives to the usual approaches. Simple excess relative risk

(ERR) models for radiation-induced solid cancer incidence

fitted to the LSS epidemiological data have been applied

with neutron and c-ray absorbed doses as separate

explanatory covariables. A simple evaluation of the degree

of independent effects from c-ray and neutron absorbed

doses on the all solid cancer risk with the hierarchical

partitioning (HP) technique is presented here. The degree

of multi-collinearity between the c-ray and neutron

absorbed doses has also been considered. The results show

that, whereas the partial correlation between the neutron

and c-ray colon absorbed doses may be considered to be

high at 0.74, this value is just below the level beyond which

remedial action, such as adding the doses together, is

usually recommended. The resulting variance inflation

factor is 2.2. Applying HP indicates that just under half of

the drop in deviance resulting from adding the c-ray and

neutron absorbed doses to the baseline risk model comes

from the joint effects of the neutrons and c-rays—leaving a

substantial proportion of this deviance drop accounted for

by individual effects of the neutrons and c-rays. The

average ERR/Gy c-ray absorbed dose and the ERR/Gy

neutron absorbed dose that have been obtained here

directly for the first time, agree well with previous indirect

estimates. The average relative biological effectiveness

(RBE) of neutrons relative to c-rays, calculated directly

from fit parameters to the all solid cancer ERR model with

both colon absorbed dose covariables, is 65 (95 %CI: 11;

170). Therefore, although the 95 % CI is quite wide, ref-

erence to the colon doses with a neutron weighting of 10

may not be optimal as the basis for the determination of all

solid cancer risks. Further investigations into the neutron

RBE are required, ideally based on the LSS data with

organ-specific neutron and c-ray absorbed doses for all

organs rather than the RBE weighted absorbed doses cur-

rently provided. The HP method is also suggested for use in

other epidemiological cohort analyses that involve corre-

lated explanatory covariables.

Keywords A-bomb survivors � All solid cancer risk �
Neutron RBE

Introduction

Studies on survivors of the World War II atomic bombings

over Hiroshima and Nagasaki have been crucial to

assessments of the detrimental health risks due to expo-

sures from ionising radiation. The life span study (LSS) of

A-bomb survivors continues to provide valuable radiation

epidemiological data and quantitative assessments of the

radiation-related detrimental health risks (Preston et al.

2003, 2004, 2007; Ozasa et al. 2012). The radiation
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absorbed doses in the LSS have been determined from

information on the mixed c-ray and neutron field and

survivor location at the time of the bombings using the

most recent dosimetry system DS02 (Young and Kerr

2005). However, in nearly all past LSS health risk analyses,

it has been assumed that the neutron and c-ray absorbed

doses are too highly correlated to be able to separate out

the detrimental health effects due to neutrons and c-rays

independently (e.g., Hunter and Charles 2002). Conse-

quently, the widely adopted practice, in nearly all recent

analyses, had been to base risk estimates on weighted

absorbed doses, that is, c-ray organ absorbed dose plus a

weighting factor for the neutrons multiplied by the organ

neutron absorbed dose. However, since the release of the

most recent data for all solid cancer incidence which, with

17,448 first primary cancer cases, represents an increase in

statistical power over previous datasets (i.e., 8,613 first

primary incident solid cancers in Thompson et al. 1994:

9,335 deaths from solid cancer in Preston et al. 2003; and

10,929 deaths from solid cancer in Ozasa et al. 2012), it is

instructive to consider alternatives to the usual approach.

Recent developments in the application of information

theory and multi-model inference to radiation epidemiol-

ogy have aided the inferential process by reducing uncer-

tainty associated with model-selection and accounting for

increased uncertainties when a multiplicity of models fit

the data almost equally well (Walsh 2007; Walsh and

Kaiser 2011). However, these approaches focus on com-

parisons among alternative models and not on the relative

importance of the explanatory variables included in the

models. Once, a preferred model or set of models has been

identified, radiation epidemiologists would often like to

know which of the various possibly explanatory covari-

ables included in the models has the strongest influence on

the risk response variable.

The purpose of this paper is two fold. The first purpose

is to propose and give details of a quantitative technique for

obtaining a measure of the relative importance of several

main and possibly explanatory covariables in the assess-

ment of detrimental health risks in epidemiological cohorts

using the method of hierarchical partitioning (HP) (Chevan

and Sutherland 1991). Hierarchical partitioning is consid-

ered here because this method has been shown by Murray

and Conner (2009) to be the best method for application

when correlations between the explanatory variables are

present. It is suggested here to apply HP more widely in the

field of radiation epidemiology cohort analysis because

correlations of concern are often present in the data. The

second purpose is to illustrate the application of HP to the

covariables for the c-ray and neutron absorbed doses in the

assessment of risks for all solid cancer in the publically

available LSS data to see if any extra information regarding

the average effectiveness of neutrons relative to c-rays can

be extracted from the data.

Materials and methods

Determination of the degree of independent effects

via HP

Hierarchical partitioning represents an add-on to any

technique that yields a measure of goodness of fit of a

model to a dataset (e.g., the deviance in Poisson regres-

sion). It is similar to a technique called ‘‘dominance anal-

ysis’’ in other fields of research (e.g., Budescu 1993). The

objective of applying HP to multivariate regression is to

partition a measure of association, R (e.g., the deviance)

between each independent component, I, and a joint com-

ponent, J, such that R = I ? J. The requirements of HP are

as follows: an initial measure of fit when no independent

variable is present; a final measures of fit when all con-

sidered independent variables are present; and all inter-

mediate models with various combinations of independent

variables. Given a dependent variable (y) and k explanatory

variables (x1, x2,…, xk), the independent effect of covari-

able x1 represents the average contribution of covariable x1

to the variance in y over all 2k possible models. Through

the process of HP, the independent effect of each covari-

able is calculated by comparing the fit of all models con-

taining a particular variable to the fit of all nested models

lacking that variable. Although the idea behind HP is

simple, the equations illustrating the method can be

somewhat abstruse and the application computationally

intensive. Therefore, a qualitative description of HP, sim-

ilar to that provided in German by Dormann and Kühn

(2009), has been opted for here.

Consider three independent variables, that is, the

explanatory additive covariables A, B and C, resulting in

23 = 8 simple linear models: no covariable (N), A, B, C,

A ? B, A ? C, B ? C and A ? B ? C. This set of models

can be considered to have four hierarchical levels (0, 1, 1,

1, 2, 2, 2, 3), respectively. In order to study the effect of A,

one considers all models without A, then one adds A to

each of these models and computes each of the resulting

changes in goodness of fit measure: A versus N,

A ? B versus B, A ? C versus C, A ? B ? C versus

B ? C. In the next step, the resulting changes in goodness

of fit measure are averaged for each hierarchical level.

Finally, these hierarchical level-specific averages are fur-

ther averaged over all hierarchical levels. The result of this

averaging procedure is the independent effect, I, of A on

the dependent variable. The joint effects, J, of A can be

calculated from the difference in goodness of fit measure of
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the complete model and the partial model. The application

made here is for the simpler case of only two independent

variables which are the c-ray and neutron absorbed doses

in the LSS data.

Correlations among explanatory covariables

Problems with multi-collinearity (high levels of correla-

tion) between independent variables include instability of

fit-parameter estimates, inflated standard errors for model

fit parameters with concomitant increases in Type II errors

and false rankings of variable importance (see for example

Zar 1999; Belsley et al. 2004). Degrees of multi-collin-

earity can be assessed with variance inflation factors (VIFs)

or tolerance values (TOLs) between two (or more) corre-

lated explanatory covariables (x1, x2). Calculation of TOLs

and VIFs does not vary based on the type of multivariate

analysis to be applied because multi-collinearity concerns

the relationship between the independent variables, rather

than the relationship of the independent variables to the

dependent variable. VIFs can be obtained by a linear

regression (even if performing Poisson regression) of one

covariable onto the other, that is, if x1 = bx2 is defined as

the regression function and r2 is the coefficient of deter-

mination in this linear regression model, then VIF = 1/

(1 - r2) = 1/TOL, see Fig. 1. The VIF indicates how

much the estimated variances of the regression coefficients

associated with x1 and x2 are increased above what they

would be if r2 = 0. Although suggested cut-off values for

the pair-wise correlation coefficient (r) requiring remedial

action vary widely, remedial methods are generally not

recommended unless r [ 0.80 (p 90, Katz 2011), see

Fig. 1. According to Katz (2011), TOLs \0.25 are worri-

some,\0.10 are serious; VIFs[2.5 may be problematical,

and [10 are serious. There are also ‘‘rules of thumb’’ for

indicating excessive multi-collinearity associated with the

VIF—most commonly the rule of 10—sometimes the rule

of 4. O’Brien (2007) has given a thorough review of such

rules and elucidated reasons for caution in applying such

rules.

Risk models and dataset

The most recent all solid cancer incidence data for the fol-

low-up 1958–1998 (Preston et al. 2007, data file: ds02can.

dat, results file: ds02can.log from www.rerf.or.jp), have

been used. The risk models applied here, for radiation-

induced solid cancer incidence, are very similar to those

already considered and explained in detail in Preston et al.

2007. Use is made of a general rate (hazard) model of the

form

kðdc; dn; a; e; s; c; nicÞ ¼ k0ða; e; s; c; nicÞ
� 1þ ERR dc; dn

� �� �
; ð1Þ

for the excess relative risk (ERR), where k0(a, e, s, c, nic)

is the baseline cancer death rate, at age attained, a, age

at exposure e, with indicator variables for gender,

s (M = male, F = female), city, c (H = Hiroshima, N =

Nagasaki) and ‘‘not in either city at the time of the bombs’’,

nic. The organ absorbed doses from c-rays and neutrons are

dc, dn, respectively. Organs with separate c-ray and neutron

absorbed doses given in the dataset considered here are

colon, liver and marrow (for the other organs only the

weighted absorbed doses are available).

Although the baseline rates can be dealt with by strati-

fication, a fully parametric model is adopted here:

k0ða;e;s;c;nicÞ¼ expfb0;Mþb1;Fþb2;Nþb3;H nic

þ b4;N nicþb5;M lnða=70Þþb6;F lnða=70Þ
þ b7;Mmax2ð0; lnða=70ÞÞ
þ b8;Fmax2ð0; lnða=70ÞÞþb9;Mðe�30Þ
þ b10;Fðe�30Þg; ð2Þ

where b0,M, …, b10,F are fit parameters.

This is a simplified version of the model of Preston et al.

(2007) because some terms associated with p values[0.05,

including a city parameter relating to differences in base-

line cancer rates between Hiroshima and Nagasaki, were

not considered here. This was because an application of the

likelihood ratio test for nested models indicated that the

extra terms did not significantly improve the fit in the

current analysis.

The ERR models considered were of the form ERR(dc,

dn) = a1dc ? a2dn. A set of four models for HP was con-

sidered for the main analysis: a baseline model with

ERR(dc = 0, dn = 0); ERR(dc, dn = 0); ERR(dc = 0, dn);
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Fig. 1 The variance inflation factor (VIF) as a function of the degree

of correlation (r), between two explanatory covariables. The vertical
line shows the level below which remedial actions are typically not

recommended. The cross indicates the value from Table 3, for the

correlation between the neutron and c-ray absorbed doses in the

Japanese epidemiological incidence data (Preston et al. 2007)
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and ERR(dc, dn). Additional terms in dc
2 and dn

2 were also

included and tested in the ERR model to determine if they

resulted in a statistically significant improvement in good-

ness of fit of the model to the data. This approach differs

from the usual application of ERR(d), d = dc ? RBE � dn,

that is, the organ absorbed doses weighted by the relative

biological effectiveness (RBE) of neutrons relative to

c-rays. The value of 10 for RBE has been widely used in the

past for weighting the organ absorbed doses in spite of

indication for larger values (Kellerer et al. 2006, Rühm and

Walsh 2007). In the present work, adjustments in the ERR

relating to the explanatory covariables of gender, age

attained and age-at-exposure are omitted so that the

resulting risks are gender and age averages. This was done

because there is clearly a limit to the statistical power

associated with this data and so the model was chosen to be

parsimonious for the main purpose, that is, the determina-

tion of separate average c-ray and neutron risk estimates,

from which an average RBE can be determined.

Model fit parameters and goodness of fit measures were

obtained by optimising the models to the data via Poisson

regression with the AMFIT module of the EPICURE

software (Preston et al. 1993).

Results

The results of applying this technique are shown in Table 1

which gives the deviances of the set of four ERR models

for hierarchical partitioning, that is, just baseline model

with ERR(dc = 0, dn = 0), ERR(dc, dn = 0), ERR(dc = 0,

dn) and ERR(dc, dn). R (i.e., Rc and Rn) is a measure of the

zero-order association between the dependent variable

(ERR) and the subscripted independent variable, I is the

independent component of R and J is the joint component

of R, where R = I ? J. It can be seen from Table 1 that the

joint effect of dc, and dn is less than the independent effects

and only accounts for just less than half of the total effects

(R). The total deviance drop from adding the covariables

dc, dn in a linear ERR model relative to the baseline model

was 324.4. This deviance drop partitions into an indepen-

dent contribution from the c-rays of 177.8 (54.8 %) and an

independent contribution from the neutrons of 146.6

(45.2 %), thus providing also a rank of the importance of

the dose covariables. The addition of quadratic dc or dn

terms to the ERR model did not lead to either a statistically

significant improvement in overall goodness of fit or sta-

tistically significant fit parameters (p [ 0.5, by the score

test) in both cases. The goodness of fit of purely quadratic

dose models was much worse than for the linear dose

models.

Table 2 gives the all solid cancer ERR/Gy of c-ray

absorbed dose and the ERR/Gy of neutrons for the three

organ absorbed doses that are included with the dataset

applied, that is, colon, liver and marrow. The fit-parameter

correlation coefficients between the ERR/Gy of c-ray

absorbed dose and the ERR/Gy of neutrons are -0.826,

-0.817 and -0.813 for the risks with respect to colon, liver

Table 1 Deviances of the ERR models with respect to (wrt) colon doses, that is, just the baseline model (BL) with ERR(dc = 0, dn = 0),

ERR(dc, dn = 0), ERR(dc = 0, dn), ERR(dc, dn)

Covariables in ERR model Deviance Change in deviance, Ddev

BL 15,168.6 (wrt BL)

dc 14,850.6 Rc = 318.0

dn 14,881.7 Rn = 286.9

dc, dn 14,844.3 324.4

Models without neutron doses Add neutron dose effect Ddev, between models in same row

Effect of neutrons, dn

BL dn 286.9

dc dc, dn 6.3

Mean independent contribution of neutrons, In In = 146.6 (i.e., average of above two numbers)

Models without c-ray doses Add c-ray dose effect Ddev, between models in same row

Effect of c-rays, dc

BL dc 318.0

dn dn, dc 37.5

Mean independent contribution of c-rays Ic Ic = 177.8 (i.e., average of above two numbers)

Joint contribution Jn,c Jn,c = 140.3

R (i.e., Rc and Rn) is a measure of the zero-order association between the dependent variable (ERR) and the subscripted independent variable, I is

the independent component of R and J is the joint component of R
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and marrow absorbed doses, respectively. Using these

parameter correlations and the ERR/Gy with uncertainty

ranges in Table 2, the RBE of neutrons with respect to c-

rays and the corresponding uncertainty ranges were cal-

culated with Monte-Carlo simulation using 1,000 realiza-

tions. The results are RBE values of 65 (95 % confidence

interval (CI): 11; 170), 38 (95 % CI: 4; 97) and 29 (95 %

CI: 5; 75) when calculated from the fit parameters with

respect to colon, liver and marrow absorbed doses,

respectively (Table 3).

Table 3 gives the person-year weighted mean absorbed

doses and the partial correlation (r) between the neutron

and c-ray absorbed doses. The correlation between neutron

and c-ray colon absorbed doses is r = 0.74. The corre-

sponding VIF is 2.2 and therefore much lower than the

commonly assumed threshold values, beyond which

remedial measures are often taken (see also Fig. 1). The

neutron fraction of the organ absorbed dose, defined as

neutron organ absorbed dose/(neutron organ absorbed

dose ? c-ray organ absorbed dose) has also been calcu-

lated and given in Table 3 for the three types of organ

absorbed doses considered here. The mean neutron absor-

bed dose fractions in per cent are 0.46, 0.69 and 0.86, with

respect to colon, liver and marrow absorbed doses,

respectively.

Discussion

Hierarchical partitioning is not the only method currently

available to quantify covariable importance. A recent study

by Murray and Conner (2009) has compared six different

measures commonly used; zero-order correlations, partial

correlations, semi-partial correlations, standardised

regression coefficients, Akaike weights, and independent

effects (HP) using simulated test data that included corre-

lated explanatory variables and a spurious variable. Once

spurious variables had been identified and eliminated,

hierarchical partitioning was found by Murray and Conner

(2009) to be the best method for application when corre-

lation between the explanatory variables was included in

the test model. For this reason, the HP technique was

considered here suitable for application to the LSS epide-

miological data that have correlated neutron and c-ray

absorbed doses.

The partial correlation between the LSS neutron and c-

ray colon absorbed doses may be considered to be high at

0.74, but this value is just below the level, beyond which

remedial action is usually recommended (see Fig. 1). The

resulting VIF is 2.2 and also below levels often assumed to

indicate the need for the application of measures for

reducing multi-collinearity (such as combining two or

more independent variables into a single variable).

Applying HP it was found that only just under half of the

drop in deviance, resulting from adding the c-ray and

Table 2 Excess relative risk (ERR) for all solid cancer for various

models with respect to either the colon, liver or marrow absorbed

doses

Model ERR/Gy of c-rays

with 95 % CI

ERR/Gy of neutrons

with 95 % CI

With respect to colon absorbed dose

ERR(dc, dn = 0) 0.64 (0.56; 0.74)

ERR(dc = 0, dn) 96.2 (82.0; 111.2)

ERR(dc, dn) 0.47 (0.31; 0.63) 30.4 (6.5; 55.3)

With respect to liver absorbed dose

ERR(dc, dn = 0) 0.61 (0.53; 0.70)

ERR(dc = 0, dn) 57.7 (49.1; 66.82)

ERR(dc, dn) 0.46(0.31; 0.61) 17.3 (3.1; 32.1)

With respect to marrow absorbed dose

ERR(dc, dn = 0) 0.58 (0.50; 0.66)

ERR(dc = 0, dn) 42.9 (36.4.0; 49.7)

ERR(dc, dn) 0.44 (0.30; 0.58) 12.6 (2.2; 23.5)

Table 3 Mean person-year weighted colon, liver and marrow absorbed doses

Dose

type

Mean absorbed dose (Gy)

(person-year weighted) and range

Correlation

coefficient

VIF Neutron absorbed

dose fraction (%)

RBE

(95 % CI)

Colon dc 0.083 (0, 3.07) 0.742* 2.23 0.46 65 (11; 170)

Colon dn 0.00038 (0, 0.097)

Liver dc 0.087 (0, 3.09) 0.743 2.23 0.69 38 (4; 97)

Liver dn 0.0006 (0, 0.139)

Marrow dc 0.092 (0, 3.17) 0.739 2.20 0.86 29 (5; 75)

Marrow dn 0.0008 (0, 0.183)

The correlation between c-ray and neutron absorbed doses with the corresponding variance inflation factors (VIF) are also tabulated. The neutron

fraction of the absorbed organ dose, defined as neutron organ absorbed dose/(neutron organ absorbed dose ? c-ray organ absorbed dose), is also

given

* This value corresponds to a similar value from regressing dc on to dn of 0.744, resulting in a VIF of 2.23
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neutron absorbed doses to the baseline risk model, comes

from the joint effects of the neutrons and c-rays. Hence, a

substantial proportion of this deviance drop is accounted

for by individual effects of the neutrons and c-rays. It is the

presence of this substantial proportion of individual effects

that leads to a reliable determination of separate neutron

and c-ray risks and hence average RBE determinations.

Under these conditions, average RBE values of 65 (95 %

CI: 11; 170), 38 (95 % CI: 4; 97) and 29 (95 % CI: 5; 75)

when calculated from the risks (Table 2) correlate inver-

sely with the neutron absorbed dose fractions of 0.46, 0.69

and 0.86 %, where both sets of values are with respect to

colon, liver and marrow absorbed doses, respectively.

Although the 95 % CIs are quite wide, this pattern in the

central estimates of average RBE values is consistent with

the physics of the neutron shielding by the human body—

that is, the organs with less body shielding have larger

neutron absorbed dose fractions because the neutrons are

attenuated more than the c-rays by body shielding (Kellerer

et al. 2006).

The calculations of all solid cancer risks with reference

to the colon, as adopted in most recent LSS analyses such

as Preston et al. (2003, 2004, 2007) and Ozasa et al. (2012)

with the assumed RBE weight of 10, apply an RBE that is

at about the lower 95 % confidence limit of the RBE

determined here of 65 (95 % CI: 11; 170). Also, the level

of correlation between the c-ray and neutron absorbed

doses is not high enough to indicate that the linear com-

bination of these absorbed doses into organ-weighted

absorbed doses is absolutely necessary on the grounds of

remedy for multi-collinearity.

An important qualification with respect to the partial

correlation between the LSS neutron and c-ray colon

absorbed doses of 0.74 should be considered here. A large

part of the inhomogeneity between neutron and c-ray

absorbed doses is due to a systematic difference between

Hiroshima and Nagasaki. The partial correlations for the

two cities are 0.89 and 0.94 for Hiroshima and Nagasaki,

respectively. Consequently, it is a possibility that the por-

tion of any dose–response difference between neutron and

c-ray absorbed doses that is due to the difference in neutron

versus c-ray absorbed doses in the two cities could be

confounded with a city effect due to other factors, such as a

city-specific genetic predisposition to one type of cancer

(e.g., it is known that adult T cell leukaemia is endemic in

Nagasaki (Arisawa et al. 2002)). However, the author is not

aware of any such factors that could have confounded the

current analysis based on all solid cancers.

A previous method (Kellerer and Walsh 2001, 2002)

uncoupled the solid cancer mortality risk coefficient for

neutrons from the low dose estimates of the RBE of neu-

trons and the c-ray risk coefficient. This was achieved by

relating the solid cancer risk in terms of organ-averaged

absorbed doses—rather than the colon absorbed doses—to

two directly assessable quantities, namely the excess rela-

tive risk (ERR1) due to an intermediate reference dose

D1 = 1 Gy of c-rays and the RBE of neutrons, R1, against

this reference dose. It was concluded that the neutrons have

caused 18 or 35 % of the total effect at 1 Gy for tentatively

assumed R1 values between 20 and 50. The corresponding

solid cancer mortality ERR for neutrons was found to be

between 8/Gy and 16/Gy of organ-averaged absorbed dose.

The latter risks are more numerically compatible with the

ERR/Gy of neutrons presented here based on liver absor-

bed dose (17.3, 95 %CI: 3.1; 32.1) and marrow absorbed

dose (12.6, 95 %CI: 2.2; 23.5) than central risk estimates

based on colon absorbed dose (30.4, 95 %CI: 6.5; 55.3).

Also, the average RBE values of 65 (95 % CI: 11; 170), 38

(95 % CI: 4; 97) and 29 (95 % CI: 5; 75) obtained with

reference to the colon, liver and marrow, respectively, are,

if one equates R1 to the average RBE, more compatible

numerically for average RBE values based on liver and

marrow absorbed doses. The average RBE values of 38 and

29 based on liver and marrow absorbed doses, respectively,

are also more compatible with ICRP 103 (2007) (neutron

weighting factor values in the range of 5–20 depending on

energy), the results of Rühm and Walsh (2007) and bio-

logical experiments (RBE in the range 5–50, e.g., Edwards

1999) than the average RBE value of 65 based on colon

absorbed doses. Therefore, reference to the colon may not

be the best organ on which to base all solid cancer risk

estimates. Reference to either a less shielded organ than the

colon or organ-specific doses may be more appropriate.

The application of organ-specific doses to the grouped,

publicly available LSS solid cancer data for the purpose of

determining the all solid cancer risk per unit dose is not

entirely trivial. Pierce et al. (1996) noted that ‘‘It is

impossible to use more specific organ doses for solid

cancers as a class, since there is no designated organ for

those not dying of cancer.’’ However, this difficulty has

been resolved (Walsh et al. 2004) by treating each person

as a set of a number of sub-units at risk, where each sub-

unit belongs to one organ category.

Kellerer et al. (2006) presented indications for a higher

neutron RBE with respect to c-rays, than previously

assumed. Kellerer et al. (2006) obtained organ-specific

ERRs relative to the RBE weighted organ absorbed dose,

ERR/Gy. These risks were then plotted against the neutron

fraction of the absorbed organ dose, which decreases with

the depth of the organ in the human body. It was found that

the risks calculated with RBE = 10 are larger for organs

closer to body surface and that this trend, although

inconspicuous, was highly statistically significant. This

trend can be explained by underestimation of the neutron

RBE since the statistical significance of the trend was

found to decrease for larger RBE values.
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It is noted that whereas the LSS incidence data analysed

by Preston et al. (2007) contains organ-specific c-ray and

neutron absorbed doses for the three types of organ

absorbed doses considered here (colon, liver and marrow),

the publicly available data for the LSS mortality follow-up

period 1950–2003, analysed by Ozasa et al. (2012) is

limited by only including RBE = 10 weighted absorbed

doses. Therefore, further research into the neutron RBE,

based on the Ozasa et al. 2012 publicly available dataset, is

precluded due to this limitation.

Only the grouped data can be made publicly available

because Japanese human rights protection laws, related to

the extremely important issue of privacy for the atomic

bomb survivors, understandably require a rigorous pro-

gramme of de-identifying and assuring the security of

individual data at the Radiation Effects Research Founda-

tion (RERF) before allowing it to be shared with outside

investigators. Currently the RBE weighted absorbed doses,

with a weight of 10, for all organs of interest are included

in the publically available data. Further investigations into

the neutron RBE with the publically available grouped LSS

data are limited by a lack of availability of organ-specific

neutron and c-ray absorbed doses for all organs of interest.

Additional improvements in the precision by which the

average neutron RBE could be determined, although they

may not be substantial, could also come from a direct

application of the methods described here to the ungrouped

epidemiological data. Indications from Kellerer and Walsh

(2001), Kellerer et al. (2006) and the present study deserve

further investigation and should be treated seriously since,

for example, some proton therapy patients receive an

additional neutron dose as an unwanted by-product (FP-7-

EU-ANDANTE for more information see http://www.

sciencenet-mv.de/index.php/kb_746/io_2905/io.html). For

these reasons, the author would like to encourage RERF

scientists with access to the individual data to improve the

precision on current average neutron RBE determinations

as far as scientifically possible.

Conclusion

A simple evaluation of the degree of independent effects

from c-ray and neutron absorbed doses on the all solid

cancer risk with the HP technique is presented here. The HP

method is also generally recommended for use in other

epidemiological cohort analyses that involve correlated

explanatory covariables. The degree of correlation between

the c-ray and neutron absorbed doses has also been con-

sidered. The partial correlation between the neutron and

c-ray colon absorbed doses (r = 0.74) and the resulting VIF

(2.2) are both below the levels beyond which remedial

action is usually recommended. Applying HP to the models,

it was found that just under half of the drop in deviance

resulting from adding the c-ray and neutron absorbed doses

to the baseline risk model, comes from the joint effects of

the neutrons and c-rays—leaving a substantial proportion of

the deviance drop accounted for by individual effects. The

average ERR/Gy c-ray absorbed dose and the average ERR/

Gy neutron absorbed dose obtained directly here for the first

time, agree well with previous indirect estimates. The

average RBE of neutrons relative to c-rays, calculated from

fit parameters to the ERR all solid cancer model with both

colon absorbed dose covariables is 65 (95 %CI: 11; 170).

Therefore, the determination of all solid cancer risks based

on reference to the colon absorbed doses with a neutron

weighting of 10 may not be optimal, and this practice

should be reviewed. Any future improvements in neutron

RBE precision could have important public-health conse-

quences, for example, for the types of proton therapy that

produce unwanted by-product neutron doses.
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