
Abstract This study provides the theoretical background
of the decision to count approximately 750–1,300 neurons
per individual in the preceding study of Heinsen et al. [6]
finding a significant (P < 0.05) nerve cell loss in the thal-
amic mediodorsal nucleus in Huntington’s disease with
the so-called VRef × NV method. Using a computer simu-
lation of the study of Heinsen et al., it was shown that the
legitimation for counting only 100–200 neurons per indi-
vidual in previous studies comparable to that carried out
by Heinsen et al. was based on incorrect assumptions. In
this context it was of particular importance to confirm the
theoretical prediction in the literature that the random 
error of total neuron number estimates obtained with the
VRef × NV method is actually greater than assumed in cur-
rent stereological studies. In summary, this study revives
the question of how many individuals need to be investi-
gated and how many neurons (or other cell types, respec-
tively) need to be counted per individual in studies com-
parable to that carried out by Heinsen et al.
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Introduction

In the preceding study of Heinsen et al. [6] a significant
(P < 0.05) nerve cell loss of approximately 24% was

found in the thalamic mediodorsal nucleus (MD) of pa-
tients suffering from Huntington’s disease (HD) by count-
ing approximately 750–1,300 neurons per MD and using
the so-called VRef × NV method. Since in current studies
([11–13], among others) comparable to that presented by
Heinsen et al. [6] only 100–200 neurons per individual
were counted, a computer simulation – based on the data
presented in [6] as well as on the detailed description of
simulating estimates of total numbers of biological parti-
cles such as neurons, cells, synapses etc. in [16] – was
carried out to demonstrate what effects the two methods
(i.e., counting of 100–200 vs counting of approximately
750–1,300 neurons per MD) would have had on the re-
sults of the study of Heinsen et al. [6]. As the results are
of general importance, the computer simulation is pre-
sented here as a separate report.

Materials and methods

For each left thalamic mediodorsal nucleus (MD) investigated in
[6] – i.e., 7 MDs of patients suffering from Huntington’s disease
(HD1–HD7) and 7 MDs of age- and sex-matched controls (C1–C7)
– one virtual left thalamic mediodorsal nucleus (MD*) was gener-
ated here, named HD*1 to HD*7 (or C*1 – C*7, respectively).
Concerning size and shape the 14 MD*s were similar to the 
14 MDs investigated in [6]. The total reference volume of each
MD* was shaped like an ellipsoid with rX = 0.66 × rY = 0.4 × rZ.
The estimated total reference volumes (V̂MD) of the 14 MDs report-
ed in [6] were used here as the true total reference volumes (VMD*)
of the MD*s. For example, for C*3 rX was 3.41 mm, rY was 5.11
mm, rZ was 8.51 mm, and VC*3 was 620 mm3, according to V̂C3 of
620 mm3 as found in [6] for C3. Each MD* contained a fixed num-
ber of virtual neurons (neurons*), that were shaped as points to
represent so-called ‘characteristic points’ [7] of biological particles
in biological specimens such as centroids of nuclei of neurons
here. The estimated total numbers of neurons (N̂MD) of the 14 MDs
reported in [6] were used here as the true total numbers of neu-
rons* (NMD*) of the MD*s. For example, for C*3 the true total
number of neurons* (NC*3) was 2,872,716, according to N̂C3 of
2,872,716 as found in [6] for C3. Thus, the true mean total number
of neurons* of the HD* cases (ĜHD*) was 2,275,321 with a coeffi-
cient of variation (CVN–HD*) of 0.109, whereas the true mean total
number of neurons* of the C* cases (ĜC*) was 2,985,188 with a
coefficient of variation (CVN–C*) of 0.059. The relative difference
between ĜHD* and ĜC* [i.e., 1-(ĜHD*/ĜC*)] was 23.7%. The spatial
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distributional patterns of the neurons* in the MD*s were generated
from a so-called ‘homogeneous Poisson process’ (see, e.g., [2, 16]
for details) which corresponded to complete spatial randomness.

According to [6] the VRef × NV method was simulated here for
estimating the total numbers of neurons* of the MD*s. For a de-
tailed description of the VRef × NV method see [20]. Two estima-
tion procedures (named EP*1 and EP*2) were modelled, which are
described in the following.

EP*1 was adjusted similarly to those estimation procedures
that have been described in contemporary literature (see [17, 20]
among others). It was identical to the estimation procedure used
for the pilot experiment in [6]. For estimating the total numbers of
neurons* of the MD*s using EP*1, the MD*s were placed in a
Cartesian coordinate system Ω = {0, X, Y, Z} to the effect that
there was an angle αx of 10° between rx of the MD*s and the 
X-axis of Ω, an angle βx of 87° between rx and the Y-axis of Ω,
and an angle γx of 81° between rx and the Z-axis of Ω. Further-
more, there was an angle αy of 90° between ry of the MD*s and the
X-axis of Ω, an angle βy of 20° between ry and the Y-axis of Ω,
and an angle γy of 70° between ry and the Z-axis of Ω, as well as
an angle αz of 80° between rz of the MD*s and the X-axis of Ω, an
angle βz of 70° between rz and the Y-axis of Ω, and an angle γz of
22° between rz and the Z-axis of Ω. By orientating the X-axis of Ω
parallel to a latero-lateral line through a thougt head (positive val-
ues of x to the right, negative ones to the left), the Y-axis of Ω par-
allel to a caudo-cranial line through a thougt head (positive values
of y cranially and negative ones caudally positioned), and the 
Z-axis of Ω parallel to a occipito-frontal line through a thougt head
(positive values of z frontally and negative ones occipitally posi-
tioned), the positions of the MD*s in Ω were similar to the posi-
tions of left MDs in the human brain. Afterwards the MD*s were
dissected virtually in a plane of section with a direction vector par-
allel to the Z-axis of Ω to a series of parallel sections, modeling the
dissection of MDs in the human brain with a frontal plane of sec-
tion. The thickness of each section was 560 µm except the first
one, whose thickness was selected randomly between 0 µm and
560 µm. Every third section was investigated, starting either with
the first, second, or third one. Neurons* were counted with cuboid-
shaped ‘counting spaces’ that corresponded regarding their base of
5,625 µm2, their height of 29.7 µm, and their position of 20 µm be-
low the surface of the sections exactly to those optical disectors
that were used for the pilot experiment in [6]. The distance of the
counting spaces in both directions X and Y was 1,300 µm, whereas
the distance of the points used for estimating the total reference
volumes of the MD*s with Cavalieri’s principle and point counting
was 1,725 µm (see [6] for details). Only those neurons* were
counted which were situated in the counting spaces. For estimat-
ing, e.g., the total number of neurons* of C*3, the use of EP*1 re-
sulted – on average – in investigating 9 sections of the MD*,
counting of 169 neurons* with 219 counting spaces for estimating
the neuron* density within C*3, and counting of 124 points for es-
timating the volume of C*3.

EP*2 was identical to the estimation procedure described in
[6]. The section thickness was 560 µm; every third section was in-
vestigated. Neurons* were also counted with counting spaces
(base: 15,625 µm2, height: 29.7 µm from 20 µm to 49.7 µm below
the surface of the section). The distance of the counting spaces in
both directions X and Y was 865 µm; the point distance for esti-
mating the total reference volumes of the MD*s was 1,725 µm.
For estimating, e.g., the true total number of neurons* of C3, the
use of EP*2 resulted – on average – in investigating 9 sections of
the MD*, counting of 1,066 neurons* with 494 counting spaces for
estimating the neuron* density within C*3, and in counting of 124
points for estimating the volume of C*3.

Both EP*1 and EP*2 were applied 250 times to each MD*.
Thus, 2 × 250 mutually independent estimates of the true total
number of neurons* of each MD* were obtained. From these data
2 × 250 mutually independent estimates of the mean total numbers
of neurons* of the HD* cases or the C* cases were calculated. All
random variables in the process of simulation were controlled by a
pseudorandom number generator that was proposed by L’Ecuyer
[8].

Results

To demonstrate the results of the computer simulation
concerning repeated estimates of the true total number of
neurons* of an individual MD*, C*3 was selected here as
an example (for the other MD*s similar results were
found; data not shown). Using EP*1, the arithmetic mean
of the 250 estimates of the total number of neurons* of
C*3 (NC*3) was 2,866,005, which was 99.8% of NC*3;
95% of these estimates were found within a range of ap-
proximately ± 16% around NC*3 (Fig.1a). This range was
similar to that found in the pilot experiment in [6]. The
coefficient of variation of these estimates – which for it-
self was an empirical estimate of the square root of the
relative stereological sampling variance for estimating
NC*3 using EP*1 (i.e., of CEN̂*–C*3–EP*1; CE is coefficient
of error) – was 0.07992. As shown in Fig.1 b, CEN̂*–C*3–EP*1
was underestimated by approximately 50% when apply-
ing the methods proposed in [17] or [20] for predicting
CE. Using EP*2, the arithmetic mean of the 250 estimates
of NC*3 was 2,861,324, which was 99.6% of NC*3; 95% of
these estimates were found within a range of approxi-
mately ± 8% around NC*3 (Fig.1c). As shown in Fig. 1d,
CEN̂–C*3–EP*2 – which was 0.04119 –, was underestimated
by approximately 40% when applying the predicting
methods described in [17] or [20].

To demonstrate the results of the computer simulation
concerning repeated estimates of the true mean total num-
ber of neurons* of a sample of MD*s, the C* cases were
selected here as example (for the HD* cases similar re-
sults were found, data not shown). Using EP*1, the arith-
metic mean of the 250 estimates of the mean total number
of neurons* of the C* cases (ĜC*) was 2,982,229, which
was 99.9% of ĜC*; 95% of these estimates were found
within a range of approximately ± 6% around ĜC* (Fig.1e).
The observed coefficient of variation among the estimates
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Fig. 1a–n Simulation results for estimating the relative difference
between the mean total number of neurons* of seven virtual mod-
els of left thalamic mediodorsal nuclei of patients suffering from
Huntington’s disease (HD*) and seven virtual models of the left
thalamic mediodorsal nuclei of age- and sex-matched controls as
described in text. The simulation was repeated 250 times. Results
obtained using the virtual estimation procedure EP*1 are shown on
the left; corresponding results obtained using EP*2 are shown on
the right. The figures show the frequency distributions obtained for
the following variables. a and c N̂C*3; i.e., estimated total number
of neurons* of C*3; × 103. b and d CEC*3; i.e., square root of the
relative stereological sampling variance for estimating NC*3 using
EP*1 as found empirically (E) or predicted as described in [20] (P-1)
or in [17] (P-2). e, i ĝC*; i.e., estimated mean total number of neu-
rons* of the seven C* cases; × 103. f, j OCVC*; i.e., observed co-
efficient of variation among the seven N̂C* values [N̂C*1 to N̂C*7] of
a given repetition of the simulation. g, k CE2

C*/OCV2
C*; i.e., ratio

‘mean relative stereological sampling variance’ vs. ‘true interindi-
vidual variability of the total number of neurons* among the C*
cases’. h, l nMD*-min; i.e., minimal number of MD*s supposedly
necessary to be examined to demonstrate that sample mean differ-
ences of 20% are significant at the 0.05 level. m, n 1 – (ĝHD*/ĝC*);
i.e., estimated relative difference between the mean total number
of neurons* of the seven HD* cases and the seven C* cases. For
detailed interpretation see Results
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of NC*7 (OCVC*-EP*1) varied for the 250 repetitions of 
the simulation between 0.03539 and 0.19116 (Fig.1 f).
The mean relative stereological sampling variance (i.e.,
[CE 2

N̂–C*X–EP*1]7
X=1 or CE2

C*–EP*1) was 0.00622; the 250
values obtained for the ratio CE2

C*–EP*1/OCV2
C*–EP*1 (for

details see below) varied between 17.0% and 496.4%
(Fig.1g). Using the t statistic as proposed and demon-
strated in [4] for calculating how many MD*s would have
been to be examined to demonstrate that sample mean 
differences of 20% are significant at the 0.05 level (for 
details see below), the calculated number of MD*s 
(nMD*-EP*1-min) varied between 2 and 8 (Fig.1 h). Using
EP*2, the arithmetic mean of the 250 estimates of ĜC* was
2,983,913, which was 100.0% of ĜC*; 95% of these esti-
mates were found within a range of approximately ± 3%
around ĜC* (Fig.1 i). OCVC*-EP*2 varied between 0.02533
and 0.11059 (Fig. 1 j). The mean relative stereological
sampling variance (i.e., [CE 2

N̂–C*X–EP*2]7
X=1 or CE2

C*–EP*2)
was 0.00158; the 250 values obtained for the ratio
CE2

C*–EP*2/OCV2
C*–EP*2 varied between 12.9% and 246.7%

(Fig.1k). Using the t statistic [4] to calculate how many
MD*s would have been to be examined to demonstrate
that sample mean differences of 20% are significant at the
0.05 level (for details see below), the calculated number
of MD*s (nMD*-EP*2-min) varied between 2 and 5 (Fig.1 l).

Using EP*1 for estimating the relative difference be-
tween the mean total numbers of neurons* of the HD*
cases and the C* cases [i.e., 1 – (ĜHD*/ĜC*)], the estimates
of this relative difference varied between 11.0% and
33.2% (Fig.1m). For 10 out of the 250 repetitions of the
simulation – yielding estimated relative differences be-
tween ĜHD* and ĜC* of 11.0%, 14.2%, 14.3%, 15.6%,
17.5%, 18.8%, 18.9%, 19.7%, 20.3%, and 20.5% – this
relative difference between ĜHD* and ĜC* was found to be
not significant (i.e., P > 0.05; Mann-Whitney U-Test). Us-
ing EP*2, the estimates of the relative difference between
ĜHD* and ĜC* varied between 18.1% and 28.9% (Fig.1n).
For all 250 repetitions of the simulation the estimated dif-
ference between ĜHD* and ĜC* was found to be significant
(P < 0.05; Mann-Whitney U-Test).

Discussion

In the following the results of the computer simulation
will be discussed in the context of those methods that
have been proposed and used in the literature for optimiz-
ing stereological estimation procedures in studies compa-
rable to that carried out by Heinsen et al. [6]. For theoret-
ical reasons these considerations are valid for estimates of
total numbers of any biological particles (i.e., neurons,
cells, synapses, etc.).

Recently, a method for deciding how many individuals
are to be investigated in studies comparable to that carried
out in [6] was proposed in a study evaluating the mean to-
tal number of synapses in the stratum radiatum of the hip-
pocampal CA1 region of rabbits (henceforth abbreviated
as synapses) [4]. The authors stated that differences of
20% between (i) the mean total number of synapses (Ĝx)

of a sample of rabbits (Sx) selected from a population PX,
and (ii) the mean total number of synapses (Ĝy) of a sam-
ple of rabbits (Sy) selected from another population Py
would most likely have functional consequences. To de-
cide how many individuals need to be examined per sam-
ple Sx and Sy to demonstrate that estimated sample mean
differences between ĝx and ĝy of 20% are significant at
the 0.05 level, the authors investigated a sample of five
rabbits that were randomly selected from a population Px.
By counting approximately 250 synapses per individual
on average, the authors found an estimated mean total
number of synapses (ĝx) of 2.40 × 1010 with an observed
coefficient of variation (OCV; see above) of 0.17 (i.e., an
observed standard deviation of 0.17 × 2.40 × 1010). Using
these data and the t statistic, and presuming the standard
deviation among estimated total numbers of synapses of a
sample of rabbits randomly selected from another popula-
tion Py also as 0.17 × 2.40 × 1010, the authors found a min-
imal number of eight individuals to be investigated per
sample Sx and Sy (see [4], formula 3). However, when ap-
plying this method to the results of the computer simula-
tion obtained with EP*1 and using the virtual C* cases as
an example, the calculated number of MD*s supposedly
to be investigated per sample varied between two and
seven (Fig.1h). This was due to the fact that OCVC*–EP*1
was a random variable varying in a broad range (Fig. 1 f).
As both OCV and CV (see above) of samples of any indi-
viduals – when randomly selected from any population –
are in principle random variables, the use of the t statistic
as shown in [4] cannot serve as the basis for finding the
minimal number of individuals to be investigated per
sample Sx and Sy to demonstrate that estimated sample
mean differences between ĝx and ĝy of a given magnitude
are significant at the 0.05 level.

Another method has become the general basis for plan-
ning, performing and interpreting the results of stereolog-
ical studies dealing with estimated total numbers of bio-
logical particles (i.e., neurons, cells, synapses, etc.) over
the last decade (see, e.g., [4, 19, 20]. The essential aspect
of this method consists in balancing random errors of es-
timated total numbers of particles (i.e., CEs) against in-
terindividual variabilities of true total numbers of parti-
cles (i.e., CVs) to the effect that an observed interindivid-
ual variability of estimated total numbers of particles (i.e.,
OCV) is mainly due to CV and not to CE. Based on the
so-called ‘analysis of variance for nested experimental de-
signs’ – details of which can be found in, e.g., [3, 10, 14]
–, it is presupposed that an estimation procedure is appro-
priate when the ratio CE2–––

/OCV2 is smaller than 50%. For
example, in the above-mentioned study [4], the authors
found for the estimated mean total number of synapses of
2.40 × 1010 an OCV2 of 0.172 and a mean predicted CE2 of
0.0892. As the ratio CE2–––

/OCV2 was approximately 28%,
the authors characterized their estimation procedure as ap-
propriate. However, the computer simulation demon-
strates clearly that it is pointless to carry out such evalua-
tions when only a limited number of individuals is inves-
tigated, as done in [6] as well as in most studies that have
dealt with estimated mean total numbers of particles pub-
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lished so far. This is due to the fact that the observed in-
terindividual variability of estimated total numbers of par-
ticles (i.e. OCV) – and, thus, also the ratio CE2–––

/OCV2 –
are random variables, that vary in broad ranges when in-
vestigating only a limited number of individuals (cf. [15];
see the results shown in Fig.1 f, g, j, k). Note that using
EP*1 and EP*2, the ratio CE2–––

/OCV2 was found both (i)
smaller than 50% (supposedly indicating that the estima-
tion procedures were appropriate) as well as (ii) greater
than 50% (supposedly indicating that the estimation pro-
cedures were inappropriate). In consequence, it is not pos-
sible to decide on the basis of one value of the ratio
CE2–––

/OCV2 whether or not an estimation procedure is ap-
propriate. For details of the mathematical background of
this important topic see, e.g., [3, 14].

Concerning the latter method, it is important to take
into account that balancing of random errors of estimated
total numbers of particles (i.e., CEs) against interindivid-
ual variabilities of true total numbers of particles (i.e.,
CVs) requires a precise prediction of CE. However, the
predicting methods described in [17] or [20] underesti-
mated the CEs of the virtual estimates of the total num-
bers of neurons* of the MD*s considerably (Fig.1d). This
was not due to unrealistic results of the computer simula-
tion but to a general invalidity of the predicing methods
described in [17] or [20]. Obviously, it is beyond the
scope of this study to offer the complete theoretical back-
ground of this topic. Nevertheless, a brief description will
be given in the following. Both above-mentioned predic-
ing methods are based on an adaption of the so-called
‘transitive theory of regionalized variables’ [9] to stereol-
ogy as described in [5]. In terms of this theory the number
of neurons* in a MD* may be interpreted as a so-called
‘one-dimensional regionalized variable V defined on a
domain D’ (here, D may be interpreted as the reference
volume of the MD*, and V is the number of neurons* in a
given plane perpendicular to any given line L through D).
If V is measured at any point x on L, the total amount Ω
of V can be calculated according to the following formula
(see also [18] formula 1):

Q = ∫Df(x)dx with f(x) = 0 if x ∉ D

For the use of the transitive theory of regionalized vari-
ables [9] to predict CEs of estimates of Q based on sys-
tematic random samples, it is crucial to analyze the struc-
ture of V and represent it globally by its covariogram (for
details see [9, 18]). For theoretical reasons this covari-
ogram must be modelled [9, 18]. It was an essential part 
in [5] to find a covariogram model for regionalized vari-
ables such as volumes of biological specimens or numbers
of particles. However, the covariogram model given in [5]
is just one among many possible, as pointed out in [18].
Furthermore, it was emphazised repeatedly that the covar-
iogram model given in [5] may be invalid for regionalized
variables such as numbers of particles contained in bio-
logical specimens, and that predictions of CEs of esti-
mated numbers of particles that are based on this covari-
ogram model are probably too low [1, 18]. Nothing other

was meant to show with the computer simulation and the
pilot experiment carried out in [6].

To summarize, the computer simulation has demon-
strated that the use of EP*1 would not have guaranteed to
estimate the difference between the true mean total num-
ber of neurons* of the HD* cases (ĜHD*) and the C* cases
(ĜC*) as statistically significant (P < 0.05), although
counting of all neurons* in all HD* cases and all C* cases
would have resulted in just this finding. Furthermore, us-
ing EP*2 all repetitions of the simulation resulted in esti-
mating the difference between ĜHD* and ĜC* as statisti-
cally significant. Based on these results it is reasonable to
conclude that the estimation procedure used in [6] has
guaranteed that counting of literally all neurons in all in-
vestigated MDs would also have resulted in finding a sta-
tistically significant nerve cell loss in the thalamic
mediodorsal nucleus in Huntington’s disease, whereas
counting of only 100–200 neurons per MD would have
not. As demonstrated here, this is due to the fact that the
legitimation to count only 100–200 neurons per individual
in previous stereological studies comparable to that car-
ried out by Heinsen et al. [6] was not correct.
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