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Abstract This work presents a regional climate model,
the Rossby Centre regional Atmospheric model (RCA1),
recently developed from the High Resolution Limited
Area Model (HIRLAM). The changes in the HIRLAM
parametrizations, necessary for climate-length integra-
tions, are described. A regional Baltic Sea ocean model
and a modeling system for the Nordic inland lake sys-
tems have been coupled with RCA1. The coupled system
has been used to downscale 10-year time slices from two
different general circulation model (GCM) simulations
to provide high-resolution regional interpretation of
large-scale modeling. A selection of the results from the
control runs, i.e. the present-day climate simulations, are
presented: large-scale free atmospheric fields, the surface
temperature and precipitation results and results for the
on-line simulated regional ocean and lake surface cli-
mates. The regional model modifies the surface climate
description compared to the GCM simulations, but it
is also substantially affected by the biases in the GCM
simulations. The regional model also improves the rep-
resentation of the regional ocean and the inland lakes,
compared to the GCM results.

1 Introduction

The basic tools to generate climate scenarios for the
future are general circulation models (GCM). They are
used to simulate the global climate system and its evo-
lution due to estimated anthropogenic forcing. Due to
the global scope and long time periods involved, only a
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relatively coarse spatial resolution is used in GCMs. The
projections of global mean warming by year 2100,
compared to the present-day, as a consequence of an-
thropogenic emission of greenhouse gases to the atmo-
sphere, range from 1 to 3.5°C (Houghton et al. 1996).
The global change would be a sum of regional changes
scattering on both sides of the global mean. There is a
serious shortfall in simulations on the regional and local
scales where the most detailed impact analyses are made.

Various techniques exist (Giorgi and Mearns 1991) to
add detail to the large-scale global climate model results,
known collectively as downscaling or regionalization.
They account for effects on scales that are not repre-
sented in large-scale global models and can add signifi-
cant detail on the climate scenarios. Most of the
approaches fall into one of the two categories statistical
downscaling (for a recent summary, see Rummukainen
1997) or dynamical downscaling. In the former, rela-
tionships between large-scale climate variables and local
surface climate variables are established and calibrated
using long time series of observations. These relations
are then used to compute local variables from GCM-
generated large-scale fields. The statistical techniques are
inexpensive, but also inherently limited by their explicit
link to past climate statistics.

Dynamical downscaling involves the use of regional
climate models (RCM) with time-dependent boundary
conditions taken from GCM results. Physical interac-
tions and possible non-linear feedback are therefore in-
cluded in the interpretation. Regional climate modeling
is related to, but not analogous with, (weather) forecast
use of limited area models. In the former, the boundary
forcing and the regional model parametrizations govern
the solution. In the latter, besides the regional model
parametrizations, the initialization and often also data
assimilation are important.

The idea of regional climate modeling was presented
by Dickinson et al. (1989). The first month-long simu-
lations were done by Giorgi and Bates (1989), and the
first multi-year simulation by Giorgi et al. (1994). Useful
reviews on regional climate modeling are given by
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Giorgi and Mearns (1991, 1999), Houghton et al. (1996)
and McGregor (1997). A number of specific RCMs are
described by Giorgi et al. (1993a, b), Giorgi and Mearns
(1999), Laprise et al. (1998), McGregor and Walsh
(1994), Sasaki et al. (1995), Jones et al. (1995), Chris-
tensen et al. (1997, 1998), Jacob and Podzun (1997), and
Machenhauer et al. (1996, 1998).

Here we describe an RCM for the northern Europe
region. It is version 1 of the Rossby Centre regional
Atmospheric climate model (RCA1). RCAI is the key
tool in the Swedish regional Climate Modelling pro-
gramme, SWECLIM. The program objective is to pro-
vide regional interpretation of global climate (change)
scenarios, to be used in regional impact studies. Here,
RCAT1 results from two control runs are presented. The
RCA1 model is described in Sect. 2-3. The results from
two 10-year downscaling exercises, at a relatively coarse
regional model resolution for a ‘control’ (~ present-day)
climate, are discussed in Sect. 4. The concluding sum-
mary is given in Sect. 5. Analysis of the simulated
hydrological cycle and regional climate scenario results
will be reported in forthcoming papers.

2 Model design and simulation set-up

2.1 Model parametrizations: general

RCAL1 is based on the operational limited area forecast model
HIRLAM (Killén 1996; Eerola et al. 1997). It is a hydrostatic,
primitive equation gridpoint model with Eulerian advection
and a leapfrog semi-implicit time integration (Simmons and
Burridge 1981). The prognostic variables are temperature, spe-
cific humidity, horizontal wind, cloud water and surface pres-
sure. Cloud ice is diagnostic. Except for the advection of cloud
water, second order centered finite difference approximations are
used. Cloud water is transported by an upstream scheme. Hor-
izontal diffusion is performed with a linear fourth-order scheme.
Additional prognostic variables are snow cover, soil temperature
and soil moisture. The surface/soil/snow scheme has been further
modified from the HIRLAM one (see Sect. 3.1), but the soil
scheme is still forced from below by prescribed deep soil
temperatures. In HIRLAM, SSTs and ice are prescribed. In
RCA1, however, SSTs and ice are calculated prognostically
(see Sect. 3.2-3.3) for the Baltic Sea and the lakes in the Baltic
Sea catchment region. The North Atlantic SSTs and ice are
prescribed even in RCAL.

Those HIRLAM parametrizations that are retained in RCA1
reflect the legacy of the model in forecasting; they include the
radiation scheme from Savijdarvi (1990) and Sass et al. (1994), the
slightly modified Kuo (1965, 1974) convection scheme, the large-
scale cloud and precipitation microphysics from Sundqvist et al.
(1989) and Sundqvist (1993) and the first-order vertical diffusion
scheme of Louis (1979) including modifications of Geleyn (1987).
This combination of the parametrizations implemented in HIR-
LAM is well-tested for short-range forecasting.

The HIRLAM radiation scheme has two spectral ranges, one
for shortwave and one for the longwave. Radiative transfer de-
pends on the prognostic water vapor and cloud fields. The roles of
CO,, ozone and background aerosol are incorporated as constants
and there is no explicit allowance for a changing CO,. These
constants have been used even in RCAL. This fixed-CO, treatment
may seem a limitation in climate applications. At least regarding
the temperature, however, the CO, concentration in RCAL is rel-
atively unimportant, because the model is strongly forced by the
driving GCM from the lateral boundaries, by the Atlantic SSTs
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and the deep soil temperature. Indeed, in the first RCAI1 climate
scenario experiments (manuscript in preparation), only slightly
smaller temperature changes were obtained than in the driving
GCMs. More recently, the model has also been run with a modified
radiation scheme that allows for varying CO, (Réisdnen et al.
2000). Two integrations were made using the same boundary
forcing. In one of the integrations, the present-day CO, concen-
tration was used. In the other integration, the CO, concentration
was doubled. The results from these were separated by less than
0.2°C in the land area mean surface air temperature. Aloft the
differences were even smaller.

In the vertical diffusion and surface schemes, some subgridscale
effects are included. The roughness lengths, surface exchanges and
diagnostic near-surface variables are calculated separately for a
land fraction and a water fraction in each grid box. When sea ice is
present, the appropriate fraction of a grid box is treated as land.
The roughness lengths are the same for the momentum, heat and
moisture exchanges. Over land, they include an orographic input
and one for vegetation and are invariant in time. Over water,
they are calculated from the local wind speed using the Charnock
formula.

A Davies-type (Davies 1976) boundary relaxation is applied on
surface pressure, temperature, specific humidity, wind and cloud
water, with a tanh-shape weight function in an 8-point wide
boundary zone.

2.2 Model domain and resolution

The RCA1 domain is set with a spherical, rotated latitude/longi-
tude Arakawa C grid. There are 19 vertical levels. The hybrid
vertical coordinate is from Simmons and Burridge (1981). The
model top is at 10 hPa. Here, simulations with a relatively coarse
88 km horizontal resolution with the forcing from two different
GCMs are reported.

The driving GCM data are from a 10-year time slice from the
control run of the UKMO HadCM2 GCM (Johns et al. 1997)
with constant greenhouse gases (GHG), and from a 10-year time
slice of a transient GHG scenario run from the ECHAM4/
OPYC3 GCM of the Max Planck Institute for Meteorology in
Hamburg (Roeckner et al. 1996a, b, 1999; Oberhuber 1993). This
ECHAM4 run was started nominally at 1860, but from present-
day atmospheric GHG levels used in a long control simulation.
Our time slice is centered at the model year 1990. During the
preceding 130-year period, the GHG concentrations were
increased by 26% (as expressed in equivalent CO,) to provide for
the observed radiative forcing history. The 10-year time-slice has,
therefore, almost 1°C higher global mean temperature than the
unperturbed ECHAM4/OPYC3 control run (see Machenhauer
et al. 1998, Fig. 0.3).

These GCMs include fully three-dimensional components for
both the atmosphere and the oceans. HadCM2 is a grid point
model with a resolution of 2.5° in latitude and 3.75° in longitude.
The ECHAM4 atmospheric dynamics are represented in spectral
space with a T42 truncation and a transform grid with a resolution
of about 2.8° by 2.8°.

Hereafter the downscaling of the ECHAM4 (HadCM2) simu-
lation is called RCA-E (RCA-H). Of these, the RCA-H was com-
puted first. A slightly larger domain for the RCA-E experiment was
found necessary as the combination of ECHAM4 and RCAI
produced a very marked boundary problem in precipitation (see
Sect. 4.2). The domains used are shown in Fig. 1.

3 Modifications to the HIRLAM parametrizations

Kéllén (1996) gives a description of the parent HIRLAM model.
Rummukainen et al. (1998) describe the earlier, test version of the
RCA1 model. The original land surface and snow schemes and
the treatment of the regional ocean and lakes have been further
modified in RCA1. These changes are discussed later.
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Fig. 1 RCA1 domains. The outer (inner) one is used with the
ECHAM4/OPYC3 (HadCM2) driving

3.1 Land surface parametrization

In HIRLAM, the soil temperature and moisture evolution are
constrained by a relaxation to prescribed deep-soil fields. In RCAI,
this is done for the deep soil temperature, relaxing it to the deep-
soil evolution in the driving GCM. There are two prognostic soil
temperature layers (7.2 and 43.2 cm thick). The top layer accom-
modates even the snow cover. The third soil temperature layer
carries the prescribed deep-soil field. For soil moisture in RCAI,
relaxation is not used. There are two prognostic soil moisture layers
(7.2 and 80 cm thick). The total soil column water holding capacity
equals 242 mm.

In RCAIl, hydraulic and thermal diffusivities vary with soil
texture and soil moisture (Clapp and Hornberger 1978; McCumber
and Pielke 1981). Surface forcing is by vertical fluxes of heat in the
case of temperature and by precipitation, snowmelt and evapo-
transpiration in the case of moisture. Heat diffusion operates
between the soil temperature layers. The top layer temperature
(T;) follows the equation

Z‘D ( aT)S 0

®; lists the surface heat flux components, Ar is soil thermal con-
ductivity [W m~! K~'] and pC is the volumetric soil heat capacity
[ m—3 K~!]. In the second soil temperature layer, the soil freezing
from Viterbo et al. (1999) is used. Soil freezing acts to increase soil
heat capacity, and delays soil freezing/melting in autumn/spring.
The heat from soil freezing, Lp,,(00/0t) [W m™3], appears in the
equation for the second soil layer temperature (7)

oy 30\ o[ or
~te(a), (%), @

(pc)d ot
where z is the vertical coordinate, Z; is the latent heat of freezing/
melting [J kg™'] and p,, is the density of water. The vertical
transport term in Eq. (2) includes contributions from interaction
with the layer above and the relaxation to the prescribed layer
below. The dimensionless frozen soil water amount 6 is propor-
tional to the corresponding field capacity soil water amount,
i.e., 0 =0prf(T), to prevent undesirable coupling between the
temperature and moisture equations. The fraction of water in the
ice phase, f(T), is unity at soil temperatures below —3°C, zero at
soil temperatures above +1°C and follows a sin-relationship in
between.

Soil moisture transfer includes Darcian flow and runoff is
routed down the soil column as in the hydrological HBV model
(Lindstrém et al. 1997). Soil moisture loss by evapotranspiration is

vat
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partitioned between the two soil moisture layers according to
transpiration via vegetation after the ISBA model (Noilhan and
Planton 1989).

Snow depth is accumulated by snowfall (Ps) and depleted by
snow melt (Sy,) and evaporation (Es). Snow melt operates when-
ever the gridbox average surface temperature is above the melting
temperature. Sy, is proportional to the number of degrees above
the melting temperature, accounting for the snow amount and its
thermal characteristics. The snow melt term enters the top layer
soil moisture (w,) equation as well:

% (W)+&+w Eoee(1 = py) = O1 (3)
t )

where 4 is the hydraulic conductivity, Pg is the rainfall rate, E,. is
the rate of actual evapotranspiration from snow free surface and p;,
gives the fraction of it used for transpiration. The second layer soil
moisture (wy) evolves according to:

ow, ow
a_ld =—1 (g) - Eaczplr + Ql - Q2 (4)

Drainage from the top layer to the second layer (Q;) and runoff
from the second layer (Q») operate whenever there is precipitation
or snow melt. The partitioning of the water input between moist-
ening the soil and runoff depends on the soil moisture content. The
runoff occurs in two steps. The first step brings water from the top
layer to the second layer. The second step dislocates water from the
second layer and away from the model. The runoff formulation has
an in-built stabilizing effect on soil moisture. When soil moisture is
high (low), runoff for a given precipitation and/or snow melt is
great (small) and soil moisture increases by a small (large) amount:

wo \ P
0= tr-+ ) (2) (sa)
Wre
b
wa\ B
0 =0 (7(1 ) (5b)
WrC
The rightmost terms, with the exponents f5; = fi, =2, relate

to subgridscale variability in soil moisture (see Bergstrom and
Graham 1998), indicating how large a fraction of a gridbox has
runoff when its mean moisture content is below field capacity.

The actual evapotranspiration (E,,) is calculated as the fraction
o of the potential evapotranspiration E,,,. The o is given in terms of
the aerodynamic and surface resistances. £, is as calculated for a
wet surface, using saturation specific humidity at surface temper-
ature ¢ (T;) [kg kg™'], specific humidity at the lowest model level
q. and air density p. The following apply:

-1
Iy (1 + ) and Epg[ _ pqsat(Tv) - qa (6)

r3+r(1 ra

o=

where 7, [s m™'] is the aerodynamic resistance and 7, is the total
surface resistance (r; = 0 for a wet surface). Their ratio depends on
air temperature and soil water stress (F; and F, see later), as:

Fs = TI'sNOTR ~min(1 F) (7)
2

where rgvorr is the top layer resistance in absence of vegetation

effects. It is an empirical function of top layer soil moisture and

if the top soil layer is very dry (ws/wrc < 0.05), evaporation is

prevented from exceeding the available soil moisture amount:

1 8
(1 + ”N"TR) = min|0.05 + 0.95 (L) i} (8)
Va

Wrc)  WFC
Outside the vegetation period, r, is identical with rgyozz. During the
vegetation period, 7, is affected by the air temperature and soil
water stress. The effect of air temperature (7, [°C]) is:

2
F4 = min |:1,(1 —k()) (T 2525> +k()
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This is similar to the ISBA model (Noilhan and Planton 1989).
The effect on vegetation transpiration is largest at 25°C (Fy = ko)
and absent at < 0°C and at >50°C (in both cases, Fy = 1). ko is
the inverse of a normalized leaf area index (LAlLm). Outside the
vegetation period, the latter equals unity. During the vegetation
period from April to October, the successive mid-month values of
LAl are 1.5, 2.5, 3, 3, 3, 2.5 and 1.5. Daily LAl,,,,, values are
linearly interpolated between the monthly ones. The reduction of
transpiration due to water stress (/) in the deep soil layer is given
by:

P = min(l7 W )
qsmWFC

with gg, (= 0.5) as the threshold for the moisture stress. Whenever
the soil moisture content is >50% of the field capacity, there is no
stress and transpiration occurs at the ‘dry potential rate’ with dry
canopy but a good water supply in the root zone.

Finally, E,. is divided into the no-transpiration part (dries
the top soil layer, see Eq. 3) and the transpiration part (dries the
second soil layer, see Eq. 4), with the resistances:

(10)

rs+ 7, VsNOTR — T's

Eact:ptrEact = Euer

1-— r Eac =
(1= Pr)Euc 7sNOTR + Ta

(11)
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3.2 Lake modeling

In RCAL, the Nordic lake systems are modeled with interactive
lake models (Ljungemyr et al. 1996; Omstedt 1999). Data on the
surface area of all lakes in the Baltic Sea catchment region is de-
rived from geographical information. The lakes within Sweden are
classified into four basic types according to their depths and areas.
Three of the types differentiate between shallow lakes with mean
depths < 10 m. Shallow lakes outside Sweden are represented by
only one such type. The fourth basic type considers the deep lakes.
They retain their individual depths and areas within and outside
Sweden. The model for the deep lakes has been tested and applied
also by Svensson (1978), Sahlberg (1988), Omstedt (1984) and Elo
(1994).

For the shallow lakes, well-mixed conditions are assumed
to hold so they are modeled 0O-dimensionally. The shallow lake
temperature is calculated using:

a1
dr

[q)h + <De + <I)/u + (Dld + q)sun} (12)

pwc.”D
Ty is the lake temperature, p,, the water density, c, the specific heat
of water and D the lake depth. The heat fluxes, defined positive
towards the atmosphere, are the sensible (®;) and the latent (®,)
heat, the up- and downward long wave (®;, and ®;;) and the net
solar (®y,,) radiation.
In the deep lakes, vertical stratification becomes important.
Thus, a 1-dimensional approach is used to vertically resolve the
lake temperatures:

oT; 0 [vpOT

or 0Oz [UT 62} Loun (13)
where z is the vertical coordinate (positive upwards), vr is the ki-
nematic eddy viscosity, o7 is the turbulent Prandtl number and [,
is the source term for solar radiation penetrating the water column.
The net heat exchange with the atmosphere appears as a boundary
condition when solving Eq. (13). The Iy, is given by:

1 )
rmn = PT {(Dxun(l - a)(l - Az) + (DiunAi}ﬂeiﬂ(Diz) (14)
P

®,,, and @ are the short wave fluxes to the water and through the
ice, respectively, 4; is the ice concentration, 1 — ¢ is the fraction of
solar radiation that penetrates into the deeper layers and f is the
absorption coefficient.

For the initial ice formation, linear growth of ice thickness with

time is assumed:
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dn; @,

= 15
det Lipi ( )
where ®,, equals the net heat flux from the surface

(®, = ®, + O, + Oy, + D;y) when the latter is positive. In the case
of a negative @,,, it is set to zero. &; is the ice thickness, ; is the
latent heat of freezing/melting and p; is the ice density.

After the initial ice formation phase, the ice thickness grows
according to:

dh; kek;
= (T; = T,) = ®,,
dt — (kihg + kehi)Lip; (7 — 7o)

where & is the thickness of snow on ice, Ty is the freezing tem-
perature of the water, T, is the air temperature, k; and k; are the
thermal conductivity of snow and ice and ®,, is the heat flux from
water to ice.

The melting of ice depends on the net absorbed radiation, i.e.,
the short-wave radiation that enters the ice surface (®,) minus the
short-wave radiation that penetrates the ice and goes into the water
(Dgp):
dhi q)xt — (I)sb

dr piLi (17

(16)

On the shallow lakes, ice ridging is not considered. In deep lakes it
is modeled by an ice front model:

X, -0,
dt o h,‘ piLi
X, is the horizontal position of the ice edge and U; is the one-
dimensional ice drift. In the case of off-shore winds, the ice drift is

equal to 2% of the surface wind speed (this fraction is depicted as
U/"). In the case of on-shore winds, the ice drift is:

(18)

e P,
l],' _ lJinc _ (19)
KXiim — Xf

where Xy;, is the horizontal dimension of the lake and P; is the ice
strength (Hibler 1979):
P = Phe -4 (20)
P, and ¢; are constants. The basic assumptions are that the ice is
deformed by wind blowing towards the shore but drifting freely
with off-shore winds. By modeling the ice edge, the ice concentra-
tion can be calculated and the heat fluxes calculated separately
for the fraction of the lake that is ice-free (1 — 4;) and for the
ice-covered fraction (4;).

3.3 Baltic Sea modeling

The Baltic Sea is like a large inland sea, with a positive water
balance and restricted water exchange through the narrow and
shallow connections through the Skagerrak with the North Sea.
The system is highly stratified through salinity. Vertical ex-
changes with the atmosphere and horizontal exchange through
inflows and outflows need to be considered. A vertically resolved
model that accounts also for horizontal advection is needed. The
approach of Omstedt and Nyberg (1996), classified as a 1.5-D
model, is now used in RCAI. This approach involves a division
of the Baltic Sea into 13 sub-basins (Fig. 2). Between the sub-
basins, horizontal exchanges are considered using geometrical
and dynamic constraints, such as sounds, sills and fronts. Each
sub-basin is resolved vertically, with up to 100 layers for the
deepest basins. The layer depths vary from 1 m close to the
surface to 10 m close to the bottom. Inflows and outflows be-
tween the basins drive the vertical advection. Omstedt and Axell
(1998) show that the seasonal, interannual and longer-term
variation of salinity and temperature are simulated realistically
with the approach.

The equation of water temperature in each of the sub-basins
reads:
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Fig. 2 The division of the Baltic Sea and Skagerrak into 13 sub-basins
in the 1.5-D regional ocean model

(21

Tp is the water temperature and W the vertical mean velocity cal-
culated from the inflows and outflows. I'y is the sink/source term
associated with the horizontal exchanges. Iy, is the solar radiation
term. The net heat exchange with the atmosphere is used as a
boundary condition. The approach resembles the model used for
the deep inland lakes, but adds the term for heat associated with
horizontal exchanges (viz. the inflows and outflows per sub-basin)
and considers the vertical circulation.
The salinity (S) follows:

as oS 0 [vr 6S] LT

GTB GTB _ 0 (VT 6TB

A, AL T AL r rSlH‘l'
o e & )+H+

or Oz

ot +w 0z Ozl|or Oz (22)
where I’y is the salinity sink/source term associated with the hori-
zontal exchanges. The net precipitation (precipitation minus
evaporation) is used as a boundary condition.

Besides the equations for temperature and salinity, conservation
equations for the water volume, momentum and ice are used (see
Omstedt and Nyberg 1996).

In the Baltic Sea model, as well as in the model for the deep
lakes, a buoyancy extended two-equation turbulence model is in-
cluded. One equation is for the turbulent kinetic energy (k) and the
other for its dissipation rate (¢). The deep water mixing below the
thermocline or the halocline is parametrized according to Stige-
brandt (1987), and verified by Omstedt and Axell (1998). The
kinematic eddy viscosity, with ¢, and o as constants and N as
the buoyancy frequency, reads:

K .
V= +aorN~ . (23)
This model for the Baltic Sea considers the thermodynamic and the
dynamic ice processes similarly to the model for deep lakes. In the
ice front model, however, the horizontal exchanges between sub-
basins are now included. The snow thickness on ice is presently
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taken simply as 20% of the ice thickness. (In the land points,
however, snow is modeled in more detail, as briefly described in
Sect. 3.1) Due to the lack of a physical model for snow on ice and
changes in snow albedo (ageing), the ice covered ocean/lake albedo
is fixed at a value in principle appropriate to late spring conditions
of snow-free or wet ice (taken as 0.2, see Laine and Heikinheimo
1996). At the Nordic latitudes, the wintertime solar radiation is
small, so in winter the results are not too sensitive to the albedo
value. However, the springtime ice melt is sensitive to how the
increasing solar radiation is absorbed. A low enough albedo value
must be used. Analysis of the RCA1 runs suggests, however, that
the 0.2 value is too low and likely initiates a too early spring melt.
A more detailed modeling of snow on ice and its albedo will be
pursued.

3.4 Coupling of the Baltic Sea and the lake models
with the atmosphere

The lakes and the regional ocean are two-way coupled with the
atmosphere in RCA1. Atmospheric forcing (2 m temperature and
relative humidity, wind at 10 m height, total cloudiness, precipi-
tation) is passed to the lake and the ocean models every six hours.
These data are used in the lake models and in the Baltic Sea model
to calculate the necessary fluxes (the sensible and latent heat fluxes,
the net long and short wave radiation and the wind stresses) using
the packages available in the water body models. Further work is
underway to couple the components by only one set of fluxes. In
addition, river runoff and Kattegat water level (forcing from the
North Sea) are needed in the ocean model. The calculated SSTs and
ice cover are returned to the atmospheric computations every six
hours. The coupling follows Ljungemyr et al. (1996) and Gustafs-
son et al. (1998), though without data assimilation in RCAI.

Initialization of the lake models and the regional ocean model is
completed with an off-line 12-month integration and multiyear
weather data. As discussed by Omstedt and Rutgersson (2000), this
is sufficient to cover the thermodynamic memory in the lake and
Baltic Sea system, which is of the order of one year. A considerably
longer integration is needed if the ocean salinity climate should be
simulated in more detail, due to the longer Baltic Sea salinity
stratification spin-up (Omstedt and Axell 1998).

4 Results from a 10-year control climate simulation
4.1 Driving global model data

The driving for RCA1 (lateral boundary forcing, North
Atlantic SSTs and sea ice and deep soil temperature) is
imported from the aforementioned two GCM simula-
tions. The performance of these GCMs is addressed in
other studies. For example, the HadCM2 control cli-
mate has been studied globally by Johns et al. (1997)
and by Rdisinen and Ddscher (1999) for northern
Europe. The ECHAM4/OPYC3 global simulations are
discussed by Roeckner et al. (1996a) and for Europe in
Machenhauer et al. (1998) and Christensen et al. (1998).
The latter focus on a 9-year ECHAM4/OPYC3 control
run time slice which is not the same as the present-day
slice from the ECHAM4/OPYC3 transient GHG run
used to drive RCA-E.

In general, HadCM2 and ECHAM4/OPYC3 are
found to produce reasonable large-scale climate com-
pared to ECMWF analyses (Hoskins et al. 1989), the
Climate Research Unit (CRU) climatology for 1961-90
(Hulme et al. 1995), and the SST climatology of Levitus
and Boyer (1994). However, looking at sub-areas of
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Europe, non-negligible temperature and precipitation
biases are found, which seem to be related to biases in
the simulated circulation, parametrization shortcomings
and the coarse GCM resolution (Machenhauer et al.
1998). In the Nordic area, one of the weaknesses of
HadCM?2 is a cold bias of 1-4°C in spring and summer
(Réisdnen and Doscher 1999). The temperatures in
ECHAMA4 for the same domain are slightly above those
observed. ECHAM4 also misrepresents the seasonal
cycle of precipitation in the Nordic area (less precipita-
tion in summer than in winter), and its spectral orog-
raphy makes the precipitation maximum at the
Scandinavian mountains diffuse. Both HadCM?2 and
ECHAM4 underestimate the north-south gradient in
wintertime sea level pressure across Scandinavia, which
indicates too weak westerly flow. Problems are likewise
evident in the GCM-simulated conditions in the Baltic
Sea and in the northern North Atlantic, the complete
lack of ice in the Baltic Sea in HadCM2 being a striking
example. Although some of the regional biases are
substantial, HadCM2 and ECHAM4 seem to be among
the best GCMs available and provide control climate
results of reasonable quality compared with many other
GCM simulations. A study of GCM runs in the CMIP2
(Coupled Model Intercomparison Project, phase 2) in-
tercomparison suggests that most, if not all, presently
used GCMs suffer from similar or worse biases in
northern Europe (Réisdnen 2000).

4.2 Large-scale circulation simulated in RCAL1

The climate in any RCM simulation is affected by
model resolution, numerical scheme and physical para-
metrizations and by the forcing boundary conditions.
Apart from RCAT1 having a higher resolution than the
GCMs, the physical parametrization schemes are dif-
ferent. This makes it generally difficult to identify the
fundamental causes of the differences between RCAI
and the driving models. Here, comparisons of RCAI to
its driving GCMs and comparisons of RCA1 and the
driving GCMs to ECMWF reanalysis for 1979-1993
(ERA; Gibson et al. 1997) and the CRU climatology
are discussed. To estimate the statistical significance of
the differences, the ¢-statistic
; AX

- E
is used. E is derived from interannual variability,
assuming zero interannual autocorrelation. For the
difference between a model and observations,

E = \/Vat/Nus + Vo/No (25)

Vyr and Vp are the formally unbiased (“n — 1) interan-
nual variances in the model simulation and in the ob-
servational data. For ERA, Vy is estimated as the
average of the variances in the two RCA1 simulations,
as no reanalysis data for individual years were available
for this study. Ny =10 for the simulations and

(24)
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No = 14 (30) for ERA (CRU) are the averaging periods
in years. For the difference between RCA1 and the
driving GCM,

E = \/Vairr /Nu

The Vs is the interannual variance of this difference.
The estimates of Egs. (25) and (26) have at least nine
degrees of freedom, giving for two-sided 95% signifi-
cance, a critical absolute ¢ value of 2.262.

The 10-year means of winter (DJF) mean sea level
pressure (MSLP) in the two RCAI1 simulations are
shown in Fig. 3a, b. Compared with ERA, the DJF
distribution in RCA-H exhibits a positive bias in the
northeastern part of the model domain, a negative bias
in south and west, and a slightly positive bias in the
southwest. This gives a too weak north-south gradient
across Scandinavia and a too strong north-south gra-
dient over southern Europe (Fig. 3c). The bias in RCA-
E (Fig. 3d) is positive in most of the domain, but its
pattern resembles that in RCA-H although with a slight
northeastward shift and less pronounced gradients. In
both RCA-H and RCA-E, there is a trough in the bias
field parallel to a line extending from the British Isles
towards the Caspian Sea. The biases are very similar in
the driving GCM simulations (Fig. 3e—f), indicating that
the biases in RCAL are largely inherited from these. The
differences between RCA1 and the driving simulations
(Fig. 3g-h) are only of the order of 1 hPa, except in the
northwestern part of the model domain in RCA-H and
in some mountainous areas.

In summer (JJA), the overall pressure biases are
smaller, and the modifications that RCA1 makes to the
GCM results are in relative terms more important
(Fig. 4). In RCA-H (Fig. 4c), a slight positive bias over
southern Scandinavia is surrounded by negative biases
in rest of the domain. This is qualitatively similar to
HadCM2 (Fig. 4e), but in the central and northwestern
parts of the domain the pressure in RCA-H is slightly
higher (Fig. 4g). The summertime biases in RCA-E
(Fig. 4d) are also generally small but, apart from the
westernmost part of the regional domain, qualitatively
different from those in ECHAM4 (Fig. 4f). While small
negative biases dominate in ECHAM4, the biases in
RCA-E are slightly positive in northern and central
Europe. The difference between RCA-E and ECHAM4
(Fig. 4h) exceeds 2 hPa in much of northern Europe.

The pressure biases in RCAl and in the driving
GCMs are statistically significant in only a relatively
small part of the domain. Thus, they may be substan-
tially affected by internal variability in the simulations
and in nature. The differences between RCA1 and the
driving GCMs are generally more significant, even when
they are smaller than the differences between the model
simulations and ERA. This follows from the fact that
the interannual pressure variations in RCA1 and the
driving model are strongly correlated.

How the RCAI1-GCM differences in time mean
MSLP relate to differences in individual weather situa-

(26)
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Fig. 3a-h 10-year mean winter a) RCA—H b) RCA—E
(DJF) sea level pressure in hPa )<> )
in the RCA1 simulations a, b, moaﬁ E
and ¢, d its bias relative to ERA
] _/\
for 1979-1993. e, f shows the 1002 10087 , 40
bias in the driving global simu- 1005 1055 1017
lation, and g, h the difference 11008 z
between RCA1 and the driving 11011 {008
model. The results for RCA-H L1014 VI ”ﬁ
and HadCM2 are shown on the 1011
left and those for RCA-E and K
ECHAM4 on the right. Differ- o 014
ences significant at the 95% . 017
level are shaded (dark shading e 10147
for positive and light shading ® V\°
for negative differences) <3 - /{ @Sy
c) RCA—H — ERA

&5\/J

=

h) RCA—E — ECHAM4

tions has not been studied for the present RCAl. An
earlier version of the model showed, however, a ten-
dency for smaller MSLP variability than the driving
HadCM2 simulation with, in particular, fewer deep lows
(Rummukainen et al. 1998).

The simulated tropospheric climates are character-
ized in Figs. 5-6 by area mean biases relative to ERA in
DJF and JJA temperature and relative humidity (RH).
The averaging is made in the 88 km grid over a “‘com-
mon land area” excluding the RCA1 boundary zones.
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Fig. 4a-h As Fig. 3 but for a) RCA—H
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b) RCA—E

summer (JJA)

1014““7 i\

— ERA

c)RCA—H
N\ L

Those grid boxes are included in which the land fraction
exceeds 0.5 in all of RCA1, HadCM2 and ECHAMA4.
The two GCMs have pure land and pure sea in their own
grids, but bilinear interpolation of their values to the
88 km grid yields fractional land cover. The GCM RH

data have been recalculated using the RCA1 tempera-
ture-dependent combination of values with respect to
water and to ice.

Area mean temperature biases (Fig. 5, left) are small
in HadCM2 in DJF in the lower troposphere. The bias
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grows more negative at higher levels and exceeds —4°C
above 300 hPa. A similar upward increasing cold bias
also occurs in JJA (Fig. 5, middle), when a slight cold
bias is present even in the lower troposphere. In con-
trast, the middle and lower troposphere in ECHAM4 are
characterized by a small warm bias which is largest, 1—-
2 °C, at low levels. The sharp increase in cold bias above
300 hPa indicates a higher and colder tropopause in
ECHAM4 than in ERA.

In RCAI, the lower troposphere is slightly colder
than in the driving GCMs, especially in the upper part of
the boundary layer at 850-925 hPa (the differences at
the surface are smaller). The difference between RCA-E
and ECHAM4 is larger than that between RCA-H and
HadCM2 (Fig. 5, right). The lower tropospheric cooling
in RCA1 over the driving GCMs is even larger in JJA
than in DJF and it extends to a thicker layer. The rel-
atively large difference between RCA-E and ECHAM4
in JJA sea level pressure (Fig. 4h) appears to be a
thermal response to the colder temperatures in RCA-E,
as the positive pressure anomaly in northern Europe is
accompanied by a negative anomaly in geopotential
heights in the upper troposphere (not shown). In winter,
the temperature differences between RCAI1 and the
driving models are negligible at and above 500 hPa. This
seasonal contrast in the differences in the vertical likely
reflects, at least in part, the more efficient ventilation of
the atmosphere by advection from the model boundaries
in DJF and the more efficient convective mixing in JJA.

Difference from ERA, DJF

Difference from ERA, JJA
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A factor that likely affects the coldness of RCA1
relative to the GCMs in JJA is the smaller amount of
solar radiation absorbed in RCA1 (see Table 1). The
average JJA top-of-the-atmosphere net solar radiation is
in RCA-H 30 W m~2 smaller than in HadCM2, and in
RCA-E 43 W m~2 smaller than in ECHAM4. There is
in both cases a broad geographical similarity between
the areas of largest differences in the lower tropospheric
temperatures and the largest differences in the net solar
radiation (not shown).

However, as RCA1 is somewhat colder than the
driving models even in DJF, solar radiation can only be
a part of the story. In addition, the outgoing longwave
radiation is also smaller in RCA1 than in the GCMs,
which actually makes the net radiative cooling of the
Earth-atmosphere system in DJF smaller in RCA1 than
in the GCMs. This strongly suggests that the tempera-
ture differences are also affected by processes other than
radiation. Whether the differences in radiation fluxes are
primarily associated with the radiation codes or with
differences in simulated cloudiness and other meteoro-
logical factors requires further investigation.

Although the analyzed RH should be treated with
some caution especially in the upper troposphere, both
HadCM2 and ECHAM4 appear to have a positive RH
bias in the RCA1 domain in DJF (Fig. 6, left). This bias
increases with height in the middle and upper tropo-
sphere. Both GCMs also have a marked positive bias
above 500 hPa in JJA (Fig. 6, middle). The RHs in

Difference from GCM
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Fig. 5 10-year area mean biases of temperature relative to ERA in RCA-H, RCA-E, HadCM2 and ECHAM4 in winter (left) and in summer
(middle), and the differences RCA-H — HadCM2 and RCA-E — ECHAM4 (right)

Table 1 Land area means of top-of-atmosphere radiation compo-
nents (W m™) in DJF and JJA in the RCAI simulations
(RH = RCA-H and RE = RCA-E) and in the driving GCMs

(H = HadCM2 and E = ECHAM4), and the differences between
RCAT1 and the driving GCM. SW is shortwave; LW is longwave;
Net is LW + SW

December—February

June-August

RH H RH-H RE E RE-E RH H RH-H RE E RE-E
SW 43 41 2 45 47 -2 243 272 -30 250 292 -43
Lw -176 -195 19 -183 -193 10 =220 -237 17 =229 -236 7
Net -133 —-154 21 -138 -146 8 23 35 -13 20 56 =36
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Fig. 6 As Fig. 5 but for relative humidity

ECHAM¢4 are generally lower (and thus the bias is less
positive, or even negative in the lower troposphere in
JJA) than those in HadCM2. This difference is largest in
winter but it is substantial even in summer at 700 and
850 hPa. The area mean RHs in the RCAT1 simulations
are distinctly closer to each other than those in the
driving GCMs. This indicates that RH adjusts rapidly in
RCA1. The RHs in the RCAL1 simulations are in both
DJF and JJA close to the HadCM2 values at 850-
925 hPa and closer in general to ECHAMA4 in the upper
troposphere, but they fall below the values in both of the
two GCMs at 300 hPa.

The interpretation that RHs in RCA1 are reasonably
independent from the driving model is only valid in the
inner domain. Within the lateral boundary zones (ex-
cluded from the area means) and in their immediate
vicinity, RCA1 is much more affected by the boundary
forcing. Thus, the boundary zones are markedly (in the
mid- and lower troposphere up to about 10% in the
annual mean) drier in terms of RH in RCA-E than
in RCA-H. This is illustrated for the 850 hPa level
in Fig. 7. As a result of the lower RH, the precipitation

Fig. 7 Difference RCA-E — RCA-H in annual mean relative humidity
at 850 hPa. Contours at every 2.5%. Values below —10% are shaded in
dark and all positive values in light. The thick dashed lines indicate the
inner edge of the relaxation zones in RCA-H (inner) and RCA-E (outer)

-20-15-10-5 0 5 10 15 20 25 30
ARH (%)

-1210-8-6-4-20 2 4 6 8 1012
ARH (%)

in the RCA-E boundary zones is very small with sharp
gradients inwards (see Fig. 11). The widening of the
model area in RCA-E over that used in RCA-H was
motivated by the need to keep these gradients away from
the Nordic area.

The lack of precipitation in the RCA-E boundary
zones indicates a discrepancy between the moist physics
of RCA1 and ECHAM4. ECHAM4 tends to remove the
water from the atmosphere as precipitation at compa-
rably low RHs, producing an atmosphere that is too dry
for the formation of precipitation in RCA1l. The ad-
justment towards higher RHs in RCA-E could in prin-
ciple follow either from an increase in absolute humidity
or from a decrease in temperature. The latter pathway
seems to dominate: despite the higher RHs inside the
model domain (Fig. 6), RCA-E is not wetter in terms of
absolute humidity than ECHAM4. In addition to radi-
ative processes, the lack of boundary zone precipitation
itself may play a role in this cooling. For example, as
averaged over the western (main inflow) boundary zone,
the difference in annual precipitation between RCA-E
and ECHAM4 is equivalent to an almost —60 W m >
difference in atmospheric condensation heating. The
impact of this factor is, though, to some extent reduced
by the relaxation of the boundary zone temperatures
towards the driving GCM.

The local differences between the various simulations
and from ERA are quantified in Table 2 using root-
mean-square (rms) values for the common land area. A
selection of parameters characterizing the DJF and JJA
conditions in the lower troposphere (MSLP and tem-
perature, RH and zonal wind at 850 hPa) and in the
upper troposphere (geopotential height, temperature,
RH and zonal wind at 300 hPa) are included.

There is no systematic tendency of RCA1 either to
reduce or to worsen the biases in the driving GCM
simulations. For most of the parameters included,
however, the root-mean-square (rms) errors are some-
what smaller for RCA-E than for RCA-H. The differ-
ences between RCAT1 and the driving GCMs are in most
cases small compared with the original GCM biases. As
normalized by a collective rms error of the two GCMs
([(rms*(HadCM2-ERA) + rms’(ECHAM-ERA))/2]'/?)
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Table 2 Root-mean-square (rms) errors relative to ERA in the
HadCM2 (H), RCA-H (RH), ECHAM4 (E), and RCA-E (RE)
runs, and rms differences between some of these. The differences
between RCA and the driving GCMs (RCA-H — H, RCA-E - E)
are also given as normalized by the collective rms error of the two
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GCMs. Results are shown for MSLP, 300 hPa geopotential height
(Z300), temperature (7850 and 7300), relative humidity (RH850
and RH300) and the zonal wind component (U850 and U300) at
850 and 300 hPa. The calculation is made over the common land
area

H-ERA  RH-ERA E-ERA  REERA  RH-H (norm) RE-E (norm) H-E RH-RE
MSLP (hPa)  DJF 3.9 34 2.3 2.9 0.9 (0.30) 0.7 (0.23) 4.6 42
JJA 22 1.3 1.1 1.2 1.1 (0.67) 2.1(1.23) 1.7 2.1
7300 (m) DIF 83 91 34 30 8.8 (0.14) 5.9 (0.09) 113 115
JA 130 143 32 26 17 (0.18) 28 (0.29) 152 141
7850 (°C) DIJF 0.8 1.2 1.6 1.0 0.8 (0.60) 1.3 (1.02) 1.9 1.5
JIA 2.3 3.0 1.7 0.8 1.2 (0.59) 1.7 (0.82) 3.5 3.0
7300 (°C) DJF 3.7 3.6 1.2 1.2 0.2 (0.07) 0.1 (0.02) 3.0 2.9
JA 43 4.6 1.2 1.3 0.4 (0.11) 0.8 (0.26) 5.0 4.6
RHS50 (%) DJF 138 14.5 5.9 11.7 2.7 (0.25) 8.2 (0.78) 9.9 47
JJA 9.0 8.8 6.7 5.7 3.5 (0.44) 7.2 (0.90) 8.3 6.3
RH300 (%) DIF 286 16.6 22.6 13.1 12.2 (0.47) 10.0 (0.39) 6.7 5.0
JJA 26.0 16.2 214 12.4 10.2 (0.43) 10.4 (0.44) 7.3 7.1
U850 (m/s) DIF 2.4 2.3 1.7 1.9 0.6 (0.30) 0.6 (0.28) 2.3 2.3
JJA 1.2 1.5 1.1 0.8 0.5 (0.47) 0.8 (0.66) 1.9 1.8
U300 (m/s) DIJF 25 2.9 3.2 3.6 0.7 (0.24) 0.6 (0.20) 2.9 3.1
JIA 3.4 3.1 32 4.7 1.3 (0.40) 1.7 (0.51) 44 49

these differences vary from 0.02 (T300, RCA-E — EC-
HAM4 in DJF) to 1.23 (MSLP, RCA-E — ECHAM4 in
JJA). In agreement with earlier studies (Jones et al.
1997; Noguer et al. 1998), the differences from the
driving GCM are generally larger in summer than in
winter. In addition, the normalized differences are gen-
erally larger in the lower troposphere than at 300 hPa,
where strong westerly winds prevail especially in winter.
In terms of temperature and RH, the RCA1 simulations
are closer to each other than are the two GCMs. How-
ever, the same does not hold for the other parameters
considered.

4.3 Surface air temperature and precipitation
in RCAI and the driving GCMs

Differences in annual mean temperature between the
RCA1 and GCM simulations and the CRU 1961-90
climatology are shown in Fig. 8. A simple correction for
orography is made with a lapse rate of 5.5°C km~! (the
CRU data set itself implies a seasonally varying lapse
rate of 4.9-6.0 °C km~!, see Machenhauer et al. 1998).
The local statistical significance, at the 95% level, of the
biases (see Sect. 4.2) is also indicated. Although there
are wide areas where the biases are not significant, the
fraction of significant biases is generally well above
the 5% on the average expected from pure chance.
Like the tropospheric temperatures (Fig. 5), the sur-
face climate is in most of the domain colder in RCA-H
(Fig. 8a) than in RCA-E (Fig. 8b). RCA-H has an an-
nual mean cold bias of 1-2 °C in most of central Europe
and in parts of the Nordic region and western Russia. A
substantial warm bias occurs near the southeastern
corner of the domain. In RCA-E, the annual mean
temperatures are either very close to or somewhat above
the climatology in almost the whole of Europe. The

biases in the two RCAI1 runs closely resemble those
between the driving GCMs (Fig. 8c, d). With a few re-
gional exceptions, however, RCA-H (RCA-E) is slightly
colder than HadCM2 (ECHAM4) (Fig. 8e, f). The
RCA1-GCM differences show in some cases sharp gra-
dients near the coastlines, which stem from the coarse
land-sea distributions in the driving GCMs.

Seasonal biases in surface air temperature in the two
RCAI1 runs are shown in Fig. 9. The annual cycles of the
bias averaged over the common land area are shown in
Fig. 10 for both RCA1 and the driving GCM:s.

Temperatures in RCA-H are relatively close to CRU
in winter, excluding some areas with a significant warm
bias, in particular the inner parts of northern Scandi-
navia. The RCA-E results are broadly similar, but a
significant warm bias also appears over most of the
western and central Europe. In spring and summer,
RCA-H is substantially too cold in most of the area,
with biases below —3°C in some parts. In spring and
summer, RCA-E agrees better with the CRU data,
despite a predominantly warm bias in particular in the
southern part of the domain in summer. The significant
cold bias in RCA-H prevails in the autumn in central
Europe, whereas the bias in the northern part of the
domain turns positive. The RCA-E biases in the autumn
are similar, except for a smaller cold bias in central
Europe.

The seasonal temperature biases in RCA1 broadly
follow the biases in the driving GCMs. RCA-E is,
however, almost 1°C colder than ECHAM4 in the land
area mean from May to October (Fig. 10). RCA1 thus
reduces the warm summer bias in ECHAMA4. The same
is true for Scandinavia in winter, where the warm bias in
ECHAMA4 is larger than that in RCA-E. RCA-H is on
the average 0.5-1 °C colder than HadCM2 from June to
September. In this case, the area mean cold bias is larger
in RCA-H than in HadCM2, but the difference is not
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Fig. 8a—f Biases in height-cor-

a) RCA—H — CRU
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b) RCA—E — CRU

rected annual mean surface air
temperature (°C) relative to the
CRU climatology for 1961-90
in a RCA-H, b RCA-E, ¢
HadCM?2 and d ECHAM4, and
differences e RCA-H — Had-
CM2 and f RCA-E - EC-
HAMA4. The areas where the
bias/difference is not at the 95%
level different from zero are
drawn in gray

geographically uniform. In the Nordic region, for
example, RCA-H is slightly warmer than HadCM2
in summer.

The mean annual precipitation in the various simu-
lations and from the CRU climatology is depicted in
Fig. 11. As already mentioned, the boundary zones
in RCA-E (Fig. 11b) are extremely dry. Some spurious
but confined boundary features are present in RCA-H
(Fig. 11a) mainly near the eastern boundary. These seem
to extend a few grid points inside the relaxation zones
but their impact further inside appears limited. The
RCA1 simulations show qualitatively realistic geo-
graphical detail in the vicinity of high orography in the
Alps, in Scotland and in Norway. Although these oro-
graphic precipitation maxima are not fully captured at
the 88 km resolution, the RCA1 results are in this

respect a clear improvement over the GCMs, in partic-
ular ECHAM4 with its spectrally truncated orography.

A close-up of the simulated precipitation across the
highest part of the Scandinavian mountains is given in
Fig. 12. The RCA-H and RCA-E simulations show
qualitatively a very similar pattern of precipitation, with
sharp maxima of 1960 and 2030 mm per year, respec-
tively, just to the west of the highest orography. The
greatest height of the mountains in RCAI (at 88 km) is
1085 m, short of the true peak value of 2470 m but in
good agreement with the CRU mid-level orography
interpolated to the same grid. RCA1 does not, however,
fully capture the sharpness and the magnitude (over
2500 mm per year in one grid box on the west coast of
Norway) of the precipitation maximum indicated by
CRU. The contrast to the GCM results is still evident. In
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Fig. 9 Seasonal biases in height-corrected surface air temperature (°C) relative to the CRU climatology for 1961-90 in RCA-H (top row) and
RCA-E (bottom row). The areas where the bias is not at the 95% level different from zero are drawn in gray

HadCM2, the annual precipitation maximum has a rea-
sonable magnitude (1940 mm), but it is located just over
rather than to the west of the highest HadCM2 orography
of 650 m (the colored orography in Fig. 12 indicates the
true size of the grid boxes in the models). The T42 spectral
truncation in ECHAM4 yields a highly smoothed
mountain range that has a maximum height of only 500 m
and extends well over the sea in the west. Although its
annual precipitation maximum (1420 mm) occurs in a
realistic manner over the western slope of the orography,
its location is rather away from the west coast of Norway.

In most of the domain excluding the boundary zones,
the annual precipitation in all four simulations exceeds
the CRU amounts. The mean difference from this in the
common land area is 10% in RCA-H, 9% in RCA-E,
12% in HadCM2 and 9% in ECHAMS4. Despite the
similar area means, annual precipitation in RCA-E is
slightly larger than that in RCA-H in most of northern
and central Europe. The reverse holds near the southern
edge where RCA-E still appears to be affected by the
comparably low RHs supplied by ECHAMA4. The bias in
a Nordic region covering Norway, Sweden and Finland
is 16% in RCA-H and 28% in RCA-E. The larger pre-
cipitation in the central and northern parts of the do-
main in RCA-E than in RCA-H may partly stem from
differences in the lower tropospheric circulation. Al-
though the MSLP tends to be in absolute terms higher in
RCA-E than in RCA-H, the seasonal and annual pat-
terns generally suggest more cyclonic flow conditions
and stronger westerlies in RCA-E in central Europe. In
addition, because of the higher temperatures, the abso-
lute humidity in RCA-E generally exceeds that in RCA-
H. The land mean precipitation in ECHAM4 is slightly
below that in HadCM2 because of less orographic
precipitation over the Alps and in Norway; in most of
the remaining area the difference is reversed.

As precipitation measurements tend to underestimate
the real amounts (the CRU climatology does not correct

AT (°C)
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Fig. 10 Biases in the common land area mean surface air temperature
(°C) relative to the CRU climatology in RCA-H (solid line), RCA-E
(dashed line), HadCM2 (solid circles) and ECHAM4 (open circles)

for undercatch), the positive bias in the model simula-
tions is at least partly fictitious. However, the difference
between the observed and real precipitation is not
known exactly. A recent estimate by Christensen et al.
(1998, Table 8), based mainly on combining river runoff
data with a model-based estimate of evaporation, sug-
gests that the actual annual precipitation in 1961-90
exceeded the CRU data by 20% in Denmark and by as
much as 47% in northern Norway. A more conservative
estimate for Swedish stations (Raab and Vedin 1995)
yields only a 14% difference in the annual mean but a
25-30% difference in midwinter because the dominating
aerodynamic loss is larger for snow than for rain.
Seasonal precipitation biases in RCA-H and RCA-E
share a number of features (Fig. 13). Precipitation in
winter and spring is in most of the domain above the
observed values, which, however, underestimate the real
precipitation. In much of northern Europe, however, the
relative bias is larger in spring than in winter, despite the
fact that the measurement errors should decrease as
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Fig. 11a—e Annual mean pre-
cipitation (cm) in the a RCA-H,
b RCA-E, ¢ HadCM2 and

d ECHAM4 simulations and

e the CRU climatology for
1961-90
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the fraction of precipitation falling as snow decreases
during the spring. Summer precipitation biases are in
most of northern and western Europe within the un-
certainty associated with the limited averaging periods,
although in the southeastern part of the domain (and in
RCA-E even in the southwest), summer precipitation is
clearly too low. In the autumn, significant biases are
predominantly positive but generally smaller than
in winter and in spring.

The land area mean annual cycles in the two RCA1
simulations are generally close to the driving GCM
(Fig. 14). RCA-H simulates slightly more precipitation
than HadCM2 in spring and somewhat less in the
summer. The 1961-90 summer maximum in precipita-
tion is essentially absent in all cases, except for a sec-
ondary maximum in HadCM2 in June. The qualitative
similarity in seasonal precipitation biases between RCA1
and the driving GCMs (not shown) holds even in most

of the large-scale details. The quantitative differences are
most pronounced between RCA-E and ECHAM4 in
summer. The dry bias in the eastern and southern parts
of the domain in summer is more pronounced in RCA-E
than in ECHAM4. By contrast, ECHAM4 simulates
less summer precipitation than RCA-E in northern and
northwestern Europe.

A more relevant measure of model performance at
the local scale than the area mean bias is the rms error. It
fulfills:

rms® = B> + D? (27)

where B is the area mean bias and D? is the variance of bias
within the area. The components of this division for sea-
sonal and annual mean temperature and precipitation
biases are given in Table 3. No correction is applied to the
CRU data although this introduces a systematic errorin B
and some (but less predictable) error even in D.
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Fig. 12 Annual mean precipitation (cm; contours or numeric values) and orography (m; color scale) across Scandinavia in the two RCA1
simulations, in the driving GCMs and according to the CRU climatology
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Fig. 13 Seasonal biases in precipitation (%) relative to the CRU climatology in RCA-H (zop row) and RCA-E (bottom row). The areas where
the bias/difference is not at the 95% level different from zero are drawn in gray

The local deviations have, in several cases, a larger
magnitude than the area mean biases. Taking into ac-
count both temperature and precipitation, the total rms
errors reveal no systematic difference in performance
either between the two GCMs or the two RCA1 simu-
lations. RCA1 has a smaller total rms error than the
driving GCM 1in 13 of the 20 cases (two variables; two
driving models; four seasons and the annual mean). The
absolute value of the area mean bias is smaller in only

eight cases but the distribution of temperature and
precipitation within the common land area is (as indi-
cated by D) better simulated than in the driving GCM
with only three exceptions.

For a comparison with the results in Table 2, rms
differences in temperature and precipitation between
RCAT1 and the driving GCMs are given in Table 4 as
such and as normalized by the collective rms error of
HadCM?2 and ECHAM4. The normalized values vary
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approximately from 0.4 to 1.0, being higher than the
values for most parameters in Table 2. The impact of
RCAT1 on the simulated surface climate is therefore not
negligible, although it is implied that a substantial re-
duction of the biases in the regional simulation is not
possible without reducing the GCM biases. The rms
differences between the two GCMs and between the two
RCA1 simulations are likewise given in Table 4. Ex-
cluding spring, the differences between RCA-H and
RCA-E are somewhat smaller than the differences
between HadCM2 and ECHAMA4.

4.4 Baltic Sea and inland lakes simulation in RCAI1
4.4.1 The Baltic Sea

The Baltic Sea including the Kattegat, with an area of
~420 000 km?, is of interest even in its own right but
also for its impact on climate in the surrounding areas.
This sea can hardly be resolved with a typical GCM
resolution (see Fig. 15). HadCM?2 has a Baltic Sea of

3
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£
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o
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. — —RCA—E O ECHAM4
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Fig. 14 Area mean precipitation (mm day~') in the common land
area in the RCA-H (solid line), RCA-E (dashed line), HadCM2 (solid
circles) and ECHAMA4 (open circles) control runs and according to the
CRU climatology (dotted line)

Table 3 Components of the division (27) for surface air tempera-
ture (7) and precipitation (P) within the common land area. The
temperature values are in °C and those for precipitation in % of the
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roughly the right size but its eastern arm, the Gulf of
Finland, is lacking. The strongly distorted Baltic Sea in
ECHAMS4 actually submerges a large part of south-
eastern Sweden and the whole of Denmark, and it
appears more an extension of the North Sea than a
separate water body. Even in RCA1 with the 88 km
resolution, the geometry of the Baltic Sea is not wholly
represented (however, as RCA1 allows for fractional
land cover, the coastlines are in effect smoother than
seen in Fig. 15). The physical properties of the Baltic Sea
that directly matter for the atmosphere are the sea
surface temperature (SST) and the ice cover. RCA-H
and RCA-E provide a reasonable simulation of these
whereas the two GCMs do not.

The average seasonal SST cycle is shown in Fig. 16
for three of the 13 basins of the Baltic Sea model in
RCAT1: the Bay of Bothnia in the extreme north, the
Eastern Gotland Basin to the west of Latvia, and the
Kattegat between Sweden and the mainland of Den-
mark. Compared with observations at three oceano-
graphical stations in these basins [F9 in the Bay of
Bothnia (letter ‘B’ in Fig. 15), BY15 in the Eastern

Table 4 The rms differences in surface air temperature (°C) and
precipitation (% of the area mean in the CRU data) between
RCAI1 and the driving GCM, between the HadCM?2 and ECHAM4
GCMs, and between the two RCA1 simulations. The differences
between RCA1 and the driving GCM are also given as normalized
by the collective rms error of the two GCM simulations (in par-
entheses). H is HadCM2; RH is RCA-H; E is ECHAM4; RE is
RCA-E

RH-H RE-E H-E  RH-RE

T  DIF 1.0 (0.54)  1.1(0.60) 1.7 13
MAM 0.6 (0.41) 0.7 (0.48) 2.1 2.2
JIA 1.5(0.68)  1.3(0.58) 3.3 3.0
SON 09(0.81)  1.1(1.00) 1.3 0.7
Ann 0.8 (0.65)  0.7(0.54) 18 1.6

P  DIF 33 (0.59) 28 (0.49) 34 25
MAM 33 (0.76) 28 (0.64) 36 39
JA 25 (0.73) 34 (1.00) 33 30
SON 27 (0.70) 20 (0.51) 32 24
Ann 24 (0.72) 23 (0.67) 28 23

arca means of the CRU data set. Cases in which RCAL is closer to
CRU than the driving model are in bold. H is HadCM2; RH is
RCA-H; E is ECHAM4; RE is RCA-E

Area mean bias (B)

Bias deviation (D)

Total rms error

H RH E RE H RH E RE H RH E RE
T DJF 0.5 0.7 1.1 1.3 1.3 1.2 1.9 1.3 1.4 14 2.2 1.8
MAM -1.8 -2.1 0.1 0.0 0.8 1.0 0.9 0.9 2.0 24 1.0 0.9
JJA -1.1 -2.0 1.7 0.8 2.1 1.2 1.2 1.0 2.4 24 2.0 1.2
SON -0.5 -0.7 0.5 -0.3 1.0 0.8 1.0 0.7 1.1 1.1 1.1 0.7
Ann -0.7 -1.0 0.8 0.4 1.0 0.8 0.9 0.7 1.2 1.3 1.2 0.8
P DJF 31 35 35 36 45 36 48 41 54 50 59 55
MAM 27 35 14 19 35 33 40 40 44 48 42 45
JJA -8 =21 -19 =22 34 33 27 36 35 39 32 42
SON 6 4 15 13 37 27 38 35 37 27 41 37
Ann 12 10 9 9 32 24 32 32 34 26 34 33
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Fig. 15 Average length of the
ice season (unit: 10 days) in the
two RCAI simulations, in the
driving GCMs and as analyzed
from 1963-1979 ice charts. 4 0
indicates that ice has been sim-
ulated, but on the average <5
days per winter; for grid boxes
with no ice no value is given
(HadCM2 has no ice in the
Baltic Sea in the 10-year time
slice). The shading indicates the
land/sea distributions in the
models (for RCAL, grid boxes
with a land cover >50% are
shaded). The three dots ‘B’, ‘G’,

HadCM2
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and ‘K’ in the HadCM2 panel
indicate the location of the
oceanographical stations used
in Fig. 16
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Fig. 16 Average sea surface temperature (°C) in the Bothnian Bay,
the Eastern Gotland Basin and the Kattegat in RCA-H (solid lines),
RCA-E (dashed lines), HadCM2 (solid circles) and ECHAM4 (open

Gotland Basin (‘G’) and Anholt E in Kattegat (‘K’);
data from Sundstrém 1999], the RCAI simulations ap-
pear quite reasonable. The simulated annual SST max-
imum occurs correctly in July-August and the minimum
in late winter. The SSTs in the Eastern Gotland Basin
and the Kattegat are in most of the year slightly below
the observational means. In the case of RCA-H this is
consistent with the cold air temperature bias. Other
possible contributors are eventual flaws in the Baltic Sea
model and the general difficulty of comparing simulated
basin means with point observations. In addition, the
observations likely have a warm sampling bias during
winter and spring because data are lacking from years
with ice cover (for the same reason, no data are available
in January—April for the Bay of Bothnia which in this
season is regularly ice-covered in nature).

More serious problems are evident in the SSTs in the
driving GCMs, taken in Fig. 16 from their closest sea
grid boxes. The seasonal cycle in ECHAMA4 is distorted,

circles) and from observations (dotted lines and shading indicating +1
interannual standard deviation)

the annual maximum occurring in September rather
than in August. This is most evident for the Kattegat,
where ECHAM4 also severely underestimates the am-
plitude of the seasonal cycle yielding SSTs that are more
typical of open ocean than to this part of the Baltic Sea.
HadCM2 does a better job than ECHAM4 in the
Kattegat and it also gives a fair simulation in the Eastern
Gotland Basin. In the Bay of Bothnia , however, its SST
in winter is close to +4°C, rather than at the freezing
point (which for the low-salt water in the Baltic Sea is
slightly below 0°C). Thus, the wintertime Baltic SSTs in
HadCM2 actually increase northward. This surprising
behavior might perhaps be associated with miss-func-
tioning flux corrections.

As a result of the high SSTs, the northern parts of the
Baltic Sea acquire no wintertime ice cover in HadCM2,
in strong contrast with observed conditions (Fig. 15).
The more southerly parts of the sea are likewise ice-free
in HadCM2, but here ice is less common even in nature.
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ECHAMA4 has a reasonable ice climate in the Baltic Sea
but the crude geography in this model prevents a de-
tailed comparison with observations. In both RCA-H
and RCA-E, the geographical distribution of ice is re-
alistically simulated, with the longest average ice season
in the Bay of Bothnia (110-120 days per year) and in the
Gulf of Finland (80-90 days per year). The observa-
tional data in Fig. 15 (Swedish Meteorological and
Hydrological Institute and Finnish Institute of Marine
Research 1982) indicate a somewhat longer ice-season in
these basins. This may be partly explained by differences
in defining the ice cover. The observational estimate is
based on digitized ice charts for 1963-1979, in which
each 0.25° x 0.5° grid box is classified as ice when the
subjectively analyzed ice concentration is at least 10%.
For the model runs, a linear treatment of fractional ice-
cover is used (e.g., a monthly average ice concentration
of 0.5 is interpreted as 15 ice days). In addition, since the
whole Bay of Bothnia and the Gulf of Finland are
treated as single basins, the lengthening of the ice season
towards the inner parts of these cannot be resolved.
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Fig. 17 10-year monthly mean Baltic Sea ice area (% of a total of
~ 420 000 km?) in RCA-H (solid) and RCA-E (dashed), and from
ice charts 1963-1979 (dotted)
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The seasonal cycle of the ice cover over the whole
Baltic Sea is compared between RCA-H, RCA-E and
observations in Fig. 17. There is seemingly somewhat
too little ice in the simulations, excluding RCA-H in
March. Although this difference is affected by the dif-
ference in the definition of ice cover, the total disap-
pearance of ice by the end of April in the simulations
indicates that the melting in spring is likely too efficient.
Otherwise, the simulated seasonal cycle is in qualitative
agreement with observations. The largest difference be-
tween RCA-H and RCA-E, the more abundant ice cover
in the former in March—April, is explained by its colder
springs.

4.4.2 Inland lakes

A comparison between the simulated and observed ice
conditions in Swedish lakes is given in Fig. 18. The
observed average ice season length in 37 lakes (Eklund
1999) and mean annual maximum ice thickness in 23
lakes (Eklund 1998) are compared with similar statistics
for the RCA-H and RCA-E simulations. The observa-
tional data cover lakes of widely varying size but are
mostly for relatively large lakes (medium area about
30 km?). HadCM2 and ECHAM4 have no subgridscale
lakes and are therefore not included in Fig. 18.

There is a reasonable agreement between the model
runs and the observations in both parameters, although
with relatively large differences in the case of some in-
dividual lakes. Part of this is due to the fact that ice
conditions (in particular, time of freezing) depend on
lake size and depth (Eklund 1999). The gridbox scale
model data, which represent a weighted average over
different types of lakes within the gridbox, are not nec-
essarily representative for the individual lakes in the
observational data. On the whole, there does not appear
to be any systematic bias in the simulated maximum ice
thickness. The length of the simulated ice season is
typically somewhat short.

c) Maximum thickness
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Fig. 18a—c Comparison between simulated and observed ice condi-
tions in Swedish lakes. a Shows the locations of the 37 lakes with
observations of average ice season length (solid circles) and 23 lakes
with observations of mean annual ice thickness (boxes). Scatter

Observed (cm)

diagrams between the average observed and average simulated ice
season length and maximum thickness are given in b and e,
respectively (solid circles for RCA-H and crosses for RCA-E)
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Averaging over the 37 observed lakes, RCA-H
(RCA-E) underestimates the length of the ice season by
17 (21) days. The freezing occurs too late, on the average
by 11 (9) days in RCA-H (RCA-E), and the melting too
early, by 6 (11) days in RCA-H (RCA-E). The late
freezing may be partly explained by a warm bias in the
simulated air temperatures in early winter (see Fig. 10).
The early melting indicates an inconsistency, as it occurs
even in RCA-H with the distinctly too cold springs. The
inconsistency is at least partly due to the low ice albedo
prescribed.

The idea of too efficient melting is supported by the
fact that the ice melts too early without a systematic
bias in its maximum thickness. It should be noted that
the thickness data are for a largely different sample of
lakes (mainly in southern Sweden; see Fig. 18a) than the
data for ice season length (mainly northern Sweden),
but this does not seem sufficient to explain the dis-
crepancy. By contrast, the combination of reasonable
maximum ice thickness with too late freezing is not
necessarily physically inconsistent, since observations
for Swedish lakes indicate the maximum ice thickness to
be only relatively weakly affected by the time of freezing
(Eklund 1998).

5 Summary with conclusion

This work describes the Rossby Centre regional Atmo-
spheric model, RCA1, a new regional climate modeling
tool building on a limited area forecast model. RCA1
now includes a more climate-oriented land surface
scheme and interactive models for inland lake systems
and for the Baltic Sea. First such RCA1 coupled re-
gional simulations, forced by 10-year time slices from
two GCMs, are presented as a first step in creating re-
gional climate change scenarios for northern Europe.
The main findings are summarized:

1. Some aspects of the present surface climate are
simulated well in the RCA1 experiments whereas others
are less faithfully reproduced. The shortness of the
simulations is likely to explain some of the biases, but
statistically significant biases are generally more fre-
quent than expected from pure chance. Some of the bi-
ases (e.g., too abundant precipitation in spring and too
weak meridional MSLP gradient across Scandinavia in
winter) are at least qualitatively similar in the two ex-
periments. Others differ more markedly between them.
For example, the spring and summer temperatures are,
on average, about 2 °C too cold in RCA-H but close to
or slightly above those observed in RCA-E.

2. The large-scale biases in MSLP, tropospheric
temperatures, surface air temperature and precipitation
are in most aspects very similar between RCA1 and the
driving GCMs. No systematic tendency of RCAI to
either amplify or reduce the biases already in the GCMs
is found. However, RCAI1 has a generally colder tro-
posphere than the GCMs, with largest differences be-
tween RCA-E and ECHAM4 in summer. Differences in
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radiative transfer, either due to the different radiation
schemes or differences in meteorological factors (and to
a small extent the slightly higher greenhouse gas con-
centrations in ECHAMA4), appear to contribute.

3. ECHAM¢4 has, in terms of relative humidity, a
generally drier troposphere than HadCM2. This leads to
a serious lack of boundary zone precipitation in RCA-E
whereas no such problem occurs in RCA-H. In the inner
part of the model area, the relative humidities in the two
RCAI1 simulations are distinctly closer to each other
than those in the two GCMs, indicating that this pa-
rameter adjusts quite rapidly in RCA1. These results
emphasize that, although a regional model does not
necessarily need to attain its parametrizations from the
driving GCM, the lateral boundaries should be placed
sufficiently far away from the areca of interest.

4. Even at the 88 km grid box scale, the rms differ-
ences between RCAT1 and the driving GCM are typically
smaller than the rms errors of the driving GCMs
themselves. This is most clearly the case with upper
tropospheric temperatures and MSLP in winter, but in
most seasons qualitatively true even for surface air
temperature and precipitation. This implies that a sub-
stantial improvement of regional simulations will require
improvements even in the driving GCMs. Nevertheless,
after removing the impact of the area mean biases, both
the two RCA1 simulations show generally smaller errors
in their distribution of surface air temperature and
precipitation than the driving GCMs. Thus, RCAL is
able to add realistic geographic detail to the simulated
surface climate.

5. An important improvement in RCA1l over the
GCMs is the simulation of the Baltic Sea and the inland
lake systems. The two GCMs have large seasonal SST
biases on their Baltic Sea points, and the Baltic Sea is
devoid of ice in one of them. These GCMs have no
inland lakes. By contrast, the Baltic Sea model in RCA1
gives a reasonable simulation of the SST and ice con-
ditions. (In our earlier attempts to drive RCA with the
HadCM2 Nordic region SSTs the regional simulation
became very unrealistic, due to the lack of ice in winter
and the biased SSTs, see Rummukainen et al. 1999.) The
mean annual maximum ice thickness in Swedish lakes is
also found to be fairly well simulated, although the
length of the ice season appears somewhat too short.
Some of the latter is likely due to the chosen ice albedo
value.

Regional climate modeling needs to address the issue
of uncertainties in the scenarios that are produced, in-
cluding uncertainties due to the choice of the driving
GCM, to the regional model deficiencies and to natural
climate variations present in both the GCMs and the
RCMs. Solutions to these are particularly important
because the RCM results will be used in impact studies.
Studies with an RCM forced by more than one GCM
should prove helpful in separating between biases im-
posed by the GCM and by the regional model para-
metrizations. Further such studies will be conducted
with the RCAL.
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The overall control simulation results suggest that
RCAL1 is a suitable platform for regional climate change
scenarios, though further development is also required.
In the near future, the present RCA1 moist physics and
turbulence will be replaced by schemes developed par-
ticularly for high-resolution modeling. Whether the
present 1.5-dimensional model for the Baltic Sea is suf-
ficient for the aims of SWECLIM will be explored by
coupling RCA1 also with a 3-dimensional regional
ocean model (Meier et al. 1999).
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