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Abstract
Recent studies have started to explore coupled data assimilation (CDA) in coupled ocean–atmosphere models because of the 
great potential of CDA to improve climate analysis and seamless weather–climate prediction on weekly-to-decadal time scales 
in advanced high-resolution coupled models. In this review article, we briefly introduce the concept of CDA before outlining 
its potential for producing balanced and coherent weather–climate reanalysis and minimizing initial coupling shocks. We 
then describe approaches to the implementation of CDA and review progress in the development of various CDA methods, 
notably weakly and strongly coupled data assimilation. We introduce the method of coupled model parameter estimation 
(PE) within the CDA framework and summarize recent progress. After summarizing the current status of the research and 
applications of CDA-PE, we discuss the challenges and opportunities in high-resolution CDA-PE and nonlinear CDA-PE 
methods. Finally, potential solutions are laid out.
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1 Introduction

Coupled ocean–atmosphere general circulation models, 
also known as coupled general circulation climate models 
(CGCMs), are among the most important tools for the pre-
diction of future climate (e.g. Randall et al. 2007; Meehl 
et al. 2009). However, owing to the imperfect nature of the 
model physics and numerical schemes, as well as incom-
plete observations, CGCM simulations and predictions 

have been hindered by deficiencies in both the initial con-
ditions and the model itself. It is therefore essential to 
combine available observations with a coupled model to 
create the optimal initial conditions for model predictions. 
This can be done most effectively using data assimilation 
(DA). Traditionally, a coupled model is initialized using 
uncoupled DA (Fig. 1a), in which the DA is performed 
separately in the atmospheric and ocean models, and the 
coupled model initial conditions are a combination of the 
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atmosphere model DA product and/or the ocean model 
DA product (Derber and Rosati 1989; Ji et al. 1994; Rosati 
et al. 1997) typically for producing seasonal-interannual 
climate forecasts (see Saha et al. 2006; Balmaseda and 
Anderson 2009). However, recent studies have started to 
employ coupled DA (CDA) (Fig. 1b). In CDA, the DA 
process is performed within the coupled model directly. 
Recent studies have shown that interannual climate fore-
casts from coupled models are improved by using CDA 
rather than uncoupled DA (e.g., Rienecker 2003; Zhang 
et al. 2005). Several countries (e.g., the United States, 
Japan, and the United Kingdom) and Europe have estab-
lished their own climate analysis and prediction systems 
based on CDA. The World Meteorological Organiza-
tion held an international CDA symposium in France 

in October 2016. The meeting confirmed that CDA had 
reached a stage of rapid development, and that CDA would 
benefit weather prediction at synoptic, intraseasonal to 
seasonal, and interannual time scales, as well as climate 
reanalysis (Penny and Hamill 2017). Therefore, CDA has 
great potential for improving seamless weather and climate 
predictions (Brunet et al. 2015).

In addition to its application to state estimation and pre-
diction in coupled models, CDA can help improve coupled 
models and our understanding of physical processes from 
the perspective of fully coupled models. The CDA frame-
work can be used to optimize model parameters in a fully 
coupled model system with simultaneous state and param-
eter estimation. CDA can also be adapted to shed light on 
the mechanisms of ocean–atmosphere processes, especially 

Fig. 1  Schematic illustration of a uncoupled data assimilation and b 
coupled data assimilation. While uncoupled data assimilation (a) uses 
the forecasts of uncoupled atmosphere and ocean models as the first-
guesses in the atmospheric and oceanic analysis processes (marked 
by the red and blue arrows), the first-guesses of coupled data assimi-
lation analysis processes (b) are the forecasts of the whole coupled 
model. The initialization of climate prediction is a natural conse-
quence of coupled data assimilation while uncoupled data assimila-
tion takes the combination of separate atmosphere data assimilation 
and ocean data assimilation results to initialize the coupled model 

for climate prediction. The dashed double-arrow between the atmos-
pheric and oceanic analysis updates implies that within the coupled 
data assimilation framework, the atmosphere (ocean) observations 
can directly impact on ocean (atmosphere) model states through 
cross-covariance between the atmosphere and ocean states, i.e. 
implementing strongly coupled data assimilation. Otherwise if only 
coupled model forecasts are used as the first-guess in the analysis 
update (without direct observational impact cross the atmosphere and 
ocean), then weakly coupled data assimilation is implemented
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those involving the complex processes of ocean–atmosphere 
coupling.

This paper provides a review of the CDA approach, with 
a focus on recent advances and ongoing challenges. The 
remainder of the paper is organized as follows. In Sect. 2, 
we review the progress in the implementation of CDA, 
including topics such as the effect of CDA in reducing ini-
tial shock, the development of weakly and strongly cou-
pled DA approaches, and coupled parameter estimation. In 
Sect. 3, we further review the application of CDA to climate 
state estimation and climate prediction, as well as its role in 
improving our understanding of coupled ocean–atmosphere 
processes in coupled models. Section 4 provides a summary 
and further discussion, and perspectives on the future chal-
lenges and opportunities in CDA.

2  Coupled data assimilation (CDA)

2.1  CDA and its importance

With a coupled model, one can in principle perform data 
assimilation to combine observations with the model to 
obtain the optimal initial conditions for both model pre-
diction and the construction of reanalysis datasets for the 
assessment of climate change and climate variability. Tradi-
tionally, and for convenience, one combines the atmosphere 
and ocean states from existing atmospheric and ocean data 
assimilation systems together to form the initial conditions 
of the coupled model forecasts. This process is known as 
uncoupled data assimilation for coupled model initialization 
(Fig. 1a). In this approach, atmospheric and oceanic obser-
vations are first assimilated in an atmospheric model and an 
ocean model separately (left part of Fig. 1a). Then, the anal-
ysis states are combined to feed into a coupled ocean–atmos-
phere model as the coupled initial state. Such an approach 
tends to create an imbalance in the atmospheric and oce-
anic states because of the mismatch between two separately-
achieved analyses using the atmosphere and ocean models 
respectively, which hinders the prediction skill of coupled 
models (e.g., Zhang et al. 2005, 2007; Chen and Cane 2008; 
Zhang 2011a). As the atmosphere and ocean data assimila-
tion stages are conducted separately, such uncoupled data 
assimilation cannot produce a climate reanalysis that is con-
sistent with the dynamics and physics of the coupled model. 
The most transparent example is the “twin” experiment 
forecasts of Zhang (2011b). The author used an extremely 
simple atmosphere–ocean coupled model by combining the 
“perfect” atmosphere (ocean) state with perturbed ocean 
(atmosphere) state as initial conditions compared with CDA 
initialization and found CDA initialization produces superior 
forecast quality.

To produce coupled model initial conditions that have 
balanced and self-consistent multi-component states within 
the coupled model, recent studies have started to explore 
the coupled data assimilation (CDA) approach, in which 
data assimilation is performed within the coupled model 
framework (Fig. 1b). More generally, as stated in Penny et al. 
(2017), for data assimilation in multi-component coupled 
earth system models, coupled model forecasts and potential 
state estimation are performed jointly so that each model 
component receives information from observations in other. 
In that sense, CDA could use the forecast of the whole cou-
pled model as the first guess which is combined with obser-
vations to produce the updated analysis using an analysis 
equation, and the observation-updated coupled model states 
serve as the initial conditions of the next coupled model 
forecast cycle. In principle, CDA maintains the interactive 
processes among the different components of the coupled 
model during data assimilation, and therefore provides a 
more natural initialization state for the coupled model fore-
cast. Thus, CDA is expected to produce more coherent and 
balanced initial conditions and analysis within the coupled 
system, thus improving climate prediction and advancing 
the understanding of climate variability (Rienecker 2003; 
Dee et al. 2014). Moreover, within the CDA framework, 
observations in one component, for example the atmosphere, 
can adjust not only the atmospheric model state itself but 
also other components for example the ocean state through 
the exchanged flux of the coupled model or coupled covari-
ance (denoted by the double-dashed arrow in Fig. 1b). In 
general, approaches of CDA can be divided into two groups: 
weakly coupled DA (WCDA) in which DA is applied to 
each individual model component and strongly coupled DA 
(SCDA) in which DA is applied to the coupled Earth sys-
tem model as a whole (Penny et al. 2017). Specifically, for 
a coupled ocean–atmosphere model, in WCDA, when the 
observations in the atmosphere (ocean) are used to adjust 
its own state, the observational information is transferred to 
the ocean (atmosphere) dynamically through the exchange 
of fluxes at the interface between the atmosphere and ocean 
(as shown in Fig. 1b, excluding the double-dashed arrow). 
In SCDA, as shown by the double-dashed arrow in Fig. 2b, 
observations in the atmosphere (ocean) not only adjust the 
state of the atmosphere (ocean) but also the state of the 
ocean (atmosphere). In ensemble methodology, SCDA can 
be implemented by applying the cross-covariance between 
the atmosphere and ocean to the update equations. In other 
methods such as variational algorithms, this could also be 
achieved by introducing a coupled observation operator, or a 
coupled background error covariance matrix into cost func-
tions. SCDA is the most challenging CDA approach and will 
be discussed in more detail in Sects. 2.2 and 2.3.

In principle, CDA uses the dynamics and physics of 
a coupled model to extract observational information, 
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allowing any observational information to be incorpo-
rated into the coupled system. Thus, CDA is an optimal 
approach to integrate the Earth observing system in terms 
of using coupled dynamics and physics. However, there 
exist two major challenges when moving from single 
model data assimilation (uncoupled DA) to CDA (see e.g. 
Yoshida 2019): (1) the design of an efficient computa-
tional scheme (e.g., parallelism) to combine the coupled 
model and analysis update equation together; and (2) the 
development of an advanced analysis algorithm to deal 
with multi-timescale variability in a coupled system in 
which each component may have its own characteristic 
time scale.

The first challenge has been overcome in recent studies 
that have implemented WCDA in a variety of applica-
tions (e.g., Zhang et al. 2005, 2007; Chen 2008; Fujii 
et al. 2009; Tardif et al. 2014; Liu et al. 2014a, b; Lea 
et al. 2015). In WCDA, although atmospheric and oce-
anic observations are able to impact other components 
dynamically through an exchange of fluxes, such obser-
vational impacts across model components are indirect 
and therefore may be affected by the imperfect coupled 
modeling such as parameterized coupling physics, thereby 
distorting the coupled analysis field. Not only relying on 
model flux exchanges to transfer observational informa-
tion between model components, SCDA is able to relax 
the second challenge. As such, it has to include an obser-
vational analysis algorithm that directly adjusts the dif-
ferent components using observational information. The 
advantage of SCDA has been confirmed in simple model 
studies and systematic comparisons (e.g. Liu et al. 2013; 
Smith et al. 2015; Sluka et al. 2016a).

2.2  Implementation of CDA

From fundamentals of data assimilation function and imple-
mentation perspective, let’s discuss the distinction of differ-
ent data assimilation approaches when a coupled model is 
applied. In general, data assimilation incorporates observa-
tions into a numerical model to produce the optimal rea-
nalysis and forecast initial conditions. The incorporation 
of the model and observations consists of two steps: the 
analysis step and the forecast step. In the analysis step, at the 
time of the current observation, the observational informa-
tion is projected onto the model space and is then combined 
with the model “first guess” or “background” to produce 
the optimal estimation, or the analysis. In the forecast step, 
this analysis field is then used to initialize the model for a 
forecast to the time of next observation, producing the model 
forecast, or the new “background” or “first-guess”. Then, 
the analysis step is repeated using this new background and 
new observations.

In a coupled ocean–atmosphere model, when the analysis 
step is performed within each model component, and the 
forecast step is performed in the coupled model (Fig. 1b, 
excluding the double-dashed arrow) to produce the first 
guess for the next analysis step, this approach implements 
weakly coupled DA (WCDA). In WCDA, the observa-
tional information in one component is transferred to the 
other component dynamically in the coupled forecast step. 
The second approach is strongly coupled DA (SCDA), in 
which both the analysis step and forecast step use the cou-
pled model (Fig. 1b, including the double-dashed arrow). 
In addition to the use of the coupled model in the forecast 
stage (as in WCDA), the observational information in one 

Fig. 2  Schematic of the implementation of a Weakly Coupled Data 
Assimilation (WCDA) vs. b Strongly Coupled Data Assimilation 
(SCDA). a WCDA assimilates the observation of the earth system 
into the corresponding single model component of the coupled model 
system (solid-red arrows) and transfers the observational information 
to other model components through the exchange fluxes of the cou-
pled model (dashed-white arrows). b Beside the transferring of obser-
vational information by the exchange fluxes between coupled model 

components, SCDA uses the cross-covariance of the model compo-
nents to directly assimilate the observation of an earth system com-
ponent into other coupled model components (dashed-red arrows), 
denoted by Cross-Assim. The solid-white arrow marks the time direc-
tion, suggesting that the SCDA Cross-Assim needs to consider the 
physical properties of air-sea interaction such as the temporal lag of 
the ocean response to the atmosphere forcing
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component of the model is also used to update the other 
component statistically through the analysis equation. There-
fore, in SCDA, the observations are used to update the cou-
pled state statistically in the analysis step and dynamically in 
both analysis (e.g. Isaksen et al. 2007; Brousseau et al. 2012; 
Fairbairn et al. (2014) and model forecast (e.g. Zhang et al. 
2007). In general, as long as the forecast is made with the 
coupled model instead of the atmosphere or ocean models 
separately, the DA process is called CDA (of course, both 
WCDA and SCDA are types of CDA). Thus, the distinction 
between uncoupled DA and CDA is in the generation of the 
first guess of the analysis, whereas the distinction between 
WCDA and SCDA is in the formulation of the analysis 
update equation. In principle, SCDA is the best approach 
to CDA because it assimilates observations in the coupled 
model statistically and dynamically. The implementation of 
SCDA, however, involves both the DA algorithm strategy 
and the understanding of air–sea interaction physics, which 
is key for modeling the coupling process of the atmosphere 
and ocean. Thus, SCDA has remained as one of the most 
important and challenging research topics in CDA, a topic 
we will revisit in Sect. 2.3.

Current operational CDA mostly uses the WCDA 
approach. The implementation of WCDA has, to date, used 
one of four different methods, from simple to complex. In 
terms of pursuing balanced and coherent coupled initial 
states, the simplest method to implement the CDA idea is 
nudging. Within the coupled model framework, one or more 
model state variables are restored towards the observations 
or existing reanalysis (e.g., Chen et al. 1995). Nudging usu-
ally requires that the observational and/or reanalysis data to 
which the model states are restored, e.g., satellite sea sur-
face measurements and 3-dimensional reanalysis products, 
are gridded onto the model space. Keenlyside et al. (2008) 
applied a nudging method that restored the sea surface 
temperatures (SSTs) of a coupled climate model towards 
observations, before the coupled state was used to initialize 
the coupled model. They reported improved prediction skill 
on the decadal scale over the North Atlantic and tropical 
Pacific oceans. Because of the requirement of gridded data, 
the nudging method, although simple and easy to implement, 
has very limited application in CDA for assimilating real 
observations, as the majority of observations are spatially 
irregular. Moreover, a serious issue with nudging is the lack 
of uncertainty estimation.

The second method is the 3-dimensional variational 
method (3D-Var) (e.g., Lorenc 1986), a variant of the opti-
mal interpolation (OI) method (Gandin 1965). It has been 
applied widely to atmospheric data assimilation (ADA) 
(e.g. Wu et al. 2002) and ocean data assimilation (ODA) 
(e.g., Derber and Rosati 1989). OI derives the observational 
analysis under the constraint of minimal analysis error vari-
ance given a background error covariance matrix, whereas 

3D-Var realizes this goal by minimizing a normalized dis-
tance between the model state and observations using the 
given background error covariance. It is straightforward to 
implement the 3D-Var or OI method in a coupled model by 
inserting the existing 3D-Var ADA and OI ODA into the 
atmosphere component and ocean component of the used 
coupled model respectively (e.g., Saha et al. 2010). Then 
how to implement the multiscale schemes (e.g., Xie et al. 
2011; Yu et al. 2018) in CDA is an important research topic.

The third method is the 4-dimensional variational method 
(4D-Var). This method is in principle an excellent method 
to generate a DA solution consistent with the model dynam-
ics within a defined observational time window. Based on 
previous work on ADA (e.g., Courtier et al. 1994) and ODA 
(Stammer et al. 2002), Sugiura et al. (2008) developed the 
adjoint model of a fully coupled model. They have done the 
4D-Var experiment by using a control vector of low dimen-
sional correction to fluxes with a 9-month time window and 
reported improved forecast skill at the seasonal to interan-
nual scale. A great advantage of 4D-Var CDA is that once a 
cost function is properly defined with modeled and obser-
vational air–sea interface state variables (e.g., skin sea sur-
face temperature) and/or air–sea interface fluxes (e.g., heat 
and momentum fluxes), it is feasible to implement SCDA at 
the air–sea interface. However, the application of 4D-Var to 
CDA has some disadvantages and challenges. It is difficult 
for 4D-Var to fully incorporate observational information 
from different components that have different characteristic 
timescales (e.g., from the atmosphere at the synoptic time-
scale to the deep ocean at the decadal timescale) since the 
tangent linear approximation made for the adjoint would not 
be valid for a timescale beyond months in state estimation. 
Moreover, 4D-Var requires the development of an adjoint 
model for the fully coupled system. Although the issue of 
adjoint recoding with an updated model is greatly relaxed 
with sufficient planning and resource allocation (e.g., Gier-
ing et al. 2006), the consistent implementation of the cou-
pled model adjoint and minimization is still challenging 
and demanding work given the widely different time scales 
between the atmosphere and the ocean. Even with the adjoint 
model available, the adjoint iteration for minimization is 
extremely expensive in a fully coupled model. Neverthe-
less, some of these issues have recently been addressed (e.g., 
Smith et al. 2015; Fowler and Lawless 2016). Laloyaux et al. 
(2018) incorporated 4D-Var ADA and 3D-Var ODA into the 
coupled model of the European Center for Medium-Range 
Weather Forecasts (ECMWF) to establish a CDA reanalysis 
and prediction initialization system, in which a multi-loop 
approach is used. Then, multi-timescale effects in ECMWF 
CDA system are addressed (Browne et al. 2019).

The fourth method is the ensemble Kalman filter (EnKF). 
While any other DA methods such as 4D-Var, and 3D-Var 
(OI) etc. can be indeed derived from Bayes’Theorem, 
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EnKF uses an ensemble of model integrations to simulate 
the temporally varying background probability distribution 
to implement Bayes’ Theorem in a straightforward manner 
(e.g., Evensen 1994; Zupanski 2005; Evensen 2007). EnKF 
is a convenient method to implement CDA in a complex, 
multi-component model system, because its forecast stage 
only involves an ensemble of coupled simulations, and the 
analysis stage can be carried out by an online subroutine 
(e.g., Zhang et al. 2005, 2007; Zupanski 2016) or offline pro-
gram (Nerger et al. 2005; Anderson et al. 2009; Nerger and 
Hiller 2013). As such, the complexity of the coupled model 
creates no difficulty in the implementation of the CDA. After 
successful test experiments in a hybrid coupled model for 
the forecasting of El Nino–Southern Oscillation (ENSO) 
(Zhang et al. 2005), Zhang et al. (2007) implemented the 
ensemble coupled data assimilation system (ECDA) in a 
fully-coupled atmosphere–ocean general circulation model 
(CGCM), the Geophysical Fluid Dynamics Laboratory 
(GFDL) second generation coupled model (CM2). Follow-
ing the same scheme, Liu et al. (2014a, b) developed the 
second EnKF CDA system in a CGCM, albeit one with a 
coarser resolution. The major challenge of EnKF CDA is the 
computational cost required by the ensemble coupled model 
integration, which is usually on the order of 10–100 model 
costs (ensemble members). EnKF CDA also suffers from 
under-sampling by the finite (both on ensemble integration 
time and ensemble size) ensemble of the low-frequency 
background circulation statistics so that it needs localiza-
tion and inflation techniques to relax the problem. This will 
be discussed more in Sect. 2.3.

Finally, 4D-Var can be combined with the ensemble 
method to form a hybrid approach, in which the ensemble 
statistics are used to update the background error covariance 
matrix in the cost function of 4D-Var (e.g., Buehner et al. 
2017). Such a hybrid method that combines an ensemble 
scheme with a variational scheme may provide a conveni-
ent strategy to utilize the previously available variational 
schemes while also taking advantage of the ensemble 
method to overcome the shortcomings of each approach. 
However, the computational cost could be a major concern 
when this approach is applied to high-resolution coupled 
models, for which at least 10 factor of model expenses 
(ensemble size plus adjoint iterations) are required while 
integration of the high-resolution coupled model itself costs 
very high (e.g. Small et al. 2014).

2.3  Strongly coupled DA

Given that SCDA is in principle the optimal CDA approach 
for reanalysis and prediction initialization, the implementa-
tion of SCDA is one of the most important research topics 
in current studies of coupled model reanalysis and predic-
tion. To clearly explain the principle and implementation 

of SCDA, we use Fig. 2 to further illustrate the physical 
meaning and function of SCDA compared with WCDA. 
While WCDA (Fig. 2a) assimilates observations to each 
component model separately (solid red arrows), the observa-
tional information is transferred between model components 
via the surface fluxes (dashed white arrows). Under such 
a circumstance, the ocean and the atmosphere are coupled 
dynamically but not statistically, by which the observational 
adjustment of coupled model states may not be sufficient due 
to the limitations of the models. In contrast, SCDA (Fig. 2b) 
uses the statistical relationship between different coupled 
model components and performs cross-assimilation, with, 
for example, atmospheric (oceanic) observations used in 
the ocean (atmosphere) model as well as in the atmospheric 
(ocean) model itself (dashed red arrows). As such, the ocean 
and atmosphere are coupled not only dynamically (denoted 
by white dashed arrows), but also statistically (denoted by 
dashed red arrows), so that the CDA results better represent 
the complex air–sea interaction processes in the real world. 
In principle, SCDA improves on WCDA as it makes full use 
of observational information in the different coupled sys-
tem components through the statistical relationship between 
them. For example, the statistical relationship of air–sea 
interactions at the air–sea interface. However, because of 
the different characteristic timescales in the different com-
ponents of the coupled earth system, as well as sampling 
errors, the development of SCDA schemes that can make 
effective use of the reliable (i.e., signal-dominated) statisti-
cal relationship across coupled components remains one of 
the most challenging problems in CDA. Thus, at present, 
most CDA systems used in more realistic applications are 
still based on the WCDA framework, as discussed above.

There have been numerous studies of SCDA in simple 
models, which make efforts to enhance the signal-to-noise 
ratio of covariance across coupled components (e.g., Han 
et al. 2013; Liu et al. 2013; Smith et al. 2015; Sluka et al. 
2016a; Yoshida and Kalnay 2018; Yoshida 2019). However, 
a straightforward implementation of SCDA using instantane-
ous ocean and atmospheric observations with flow-depend-
ent background error covariance in ensemble methodology, 
referred to as simple SCDA or standard SCDA hereafter, 
often fails, in which the sample size is limited. One rea-
son for the failure is the large sampling error in the coupled 
cross error covariance, or coupled cross error correlation 
(hereafter, both called CCEC), between different model 
components. This was demonstrated in a 5-variable simple 
model study (Han et al. 2013), in which the improvement of 
SCDA over WCDA was realized only when the ensemble 
size was increased to ~ 104. Furthermore, it has been found 
difficult to use observations of the slowly varying compo-
nents (e.g., the ocean) to improve the state of fast-varying 
components (e.g., the atmosphere), because the variability 
in the fast component is dominated by its own timescale 
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variability. It is relatively easy for the observations of the 
fast-varying components to improve the state of the slowly 
varying components (Han et al. 2013; Liu et al. 2013; Sluka 
et al. 2016a). It’s worth to mention that the correlation-cutoff 
method for covariance localization is also a sound approach 
that already showed some promising results in low-order 
models (Yoshida and Kalnay 2018) or training the neural 
network (Yoshida 2019). Figure 3 gives an example of an 
improved slow-varying component by SCDA with fast-var-
ying component observations in a simple coupled model in 
Han et al. (2013).

Thus, in comparison with WCDA, the key to the success 
of SCDA is the signal-to-noise ratio in CCEC. Under the 
Gaussian assumption, the coupling intensity between dif-
ferent model components can be a direct function of CCEC 
(Zupanski 2016). The CCEC can be calculated directly from 
ensemble samples. The quality of the evaluated CCEC is 
mainly affected by model errors, coupling errors, sampling 
errors and the differences in the temporal–spatial scales 
between different model components, as well as its signifi-
cant seasonal variability (Smith et al. 2017).

In CGCMs, while some prototype of SCDA is imple-
mented in the ensemble filtering approach (Sluka et al. 
2016b), it is impractical to employ a very large ensemble 
size to sustain significant signal-to-noise ratio in the cross-
component covariance. This makes the development of 
SCDA most challenging. Beside introducing the covariance 
inflation technique (e.g. Anderson 2007; Liu et al. 2013) that 
inflates the prior ensemble to increase the ensemble spread, 

one approach is to make use of the physical mechanism to 
guide the design of the SCDA, such that the signal-to-noise 
ratio of the CCEC can be enhanced, as in the following 
approaches:

(a) Leading averaged coupled covariance (LACC)

Lu et  al. (2015a, b) proposed an implementation of 
SCDA, known as the Leading Averaged Coupled Covari-
ance (LACC) method, to improve the oceanic state directly 
using atmospheric observations. LACC was designed based 
on the understanding that ocean–atmosphere temperature 
cross-correlation in the extra-tropics tends to peak when the 
atmosphere leads SST by ~ 10 days, because of the domi-
nant role of internal atmospheric variability (Frankignoul 
et al. 1998) (also see Fig. 4c). Therefore, LACC adjusts the 
current ocean state using the average of atmospheric state 
forecasts and observations that lead the current ocean state 
by ~ 10 days when the same atmospheric observations have 
been used to adjust the atmospheric states, with the average 
here being used to further reduce sampling error.

Starting from examination of lag correlation of the ocean 
to the atmosphere in a low-order coupled model (Fig. 4), 
the LACC application to a CGCM (Fig. 5) showed that it 
can effectively reduce the ocean state analysis error to a 
level below that obtained using WCDA or standard SCDA, 
whereas the latter uses simultaneous atmosphere–ocean cou-
pled covariance (Lu et al. 2015a) (Figs. 4, 5). The advan-
tages of LACC become even clearer when the ensemble size 

Fig. 3  An example of strongly 
CDA improving forecasting 
skills in a simple coupled model 
developed in Zhang (2011a, b). 
Courtesy to Han et al. (2013): 
Variation of (left) ACC and 
(right) RMSE with the forecast 
lead time of the forecast ensem-
ble means of the a, b upper-
ocean w and c, d deep-ocean h 
for single variable adjustment 
(SVA, red curve), single model 
component adjustment (SMA, 
black curve), and multiple 
model component adjustment 
(MMA, green curve) for an 
ensemble size of 15000. The 
dashed horizontal lines mark 
the ACC value of 0.6
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is limited and the sampling error is therefore large in both 
the ocean and atmospheric components. LACC is the first 
successful implementation of SCDA in a CGCM that shows 
a significant mitigation of the errors in SST and surface 
atmosphere temperature when compared with WCDA (Lu 
et al. 2015b). Then, Yoshida (2019) succeeded to enhance 
the signal of covariance cross model components by replac-
ing LACC with the error correlation cutoff technique.

(b) Combination of reconditioning and localization

Smith et al. (2018) proposed a reconditioning technique 
on the original CECC matrix. The new CECC is calculated 
by modifying the original eigenvectors, so that the signals in 
the CECC are enhanced. Results in one-dimensional models 
indicate that reconditioning coupled error correlation coef-
ficient matrixes can avoid losing the modes that are small in 
magnitude but dynamically significant. This reconditioning 
method, although able to preserve correlation structures, is 
unable to eliminate sampling errors. In contrast, a general 
localization technique of model state space can reduce sam-
pling errors in the CECC, but it tends to lose signals with 
small coupled error correlation. Smith et al. (2018) com-
bined the two methods and proposed the combined applica-
tion of the reconditioning and localization, which seems to 
improve the CECC by relaxing the under-sampling issue 
described in the paragraph next to the end of Sect. 2.2.

(c) Interface solver

The interface solver method assumes that the correla-
tions outside the atmosphere and ocean boundary layers 
can be ignored. The atmosphere and ocean components are 
assimilated separately. When assimilation is carried out in 
the ocean (atmospheric) component, the assimilation uses 
observations not only of the ocean (atmosphere) but also 

the atmospheric (oceanic) observations that have signifi-
cant influence on the assimilation (Frolov et al. 2016; Luo 
and Hoteit 2014). An assimilation test with a simple air–sea 
coupled model indicated that the interface solver produces 
a more accurate analysis than that obtained using standard 
SCDA.

In summary, it has remained difficult to design an effec-
tive SCDA between the atmosphere and ocean compo-
nents in a CGCM simply through traditional statistical data 
assimilation approaches, such as simple SCDA. However, 
for the design of SCDA in CGCMs, insight may be gained 
by utilizing the physical understanding of ocean–atmosphere 
interactions and evaluating more physically modes based 
cross-covariance between the atmosphere and ocean. Recent 
studies have suggested that real world ocean–atmosphere 
interactions may depend on mesoscale structures that are 
currently lacking in models (Ma et al. 2016). This poses 
a further challenge to implementing SCDA in future high-
resolution models. A research project led by the first author 
[sponsored by the State Key Program of Chinese Natural 
Science Foundation (CNSF)] is currently in progress to 
study mesoscale air–sea interaction physical processes and 
associated SCDA.

2.4  Coupled model parameter estimation

The errors in a coupled model can result from errors in 
the dynamic cores, couplers, numerical schemes, physical 
parameterization schemes and empirical parameters. Model 
parameters, however, can be adjusted or optimized using 
observations. This process is called parameter estimation 
(PE) or parameter optimization. Similar to state estimation, 
PE uses the covariance between model states and param-
eters. Therefore, theoretically, any parameter related to 
observable state variables could be estimated using a DA 
method. In practice, parameter estimation is more difficult 

Fig. 4  An example of using lag correlation of the ocean to the atmos-
phere to improve the atmosphere-ocean cross covariance in strongly 
CDA. Courtesy to Lu et al. (2015a): a Ta (atmosphere temperature) 

autocorrelation, b To (ocean temperature) autocorrelation, and c cross 
correlation based on the output of a single-member control simulation
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than state estimation because of the difficulties in estimating 
the state-parameter covariance. This covariance is influenced 
by multiple factors such as model errors, sampling errors, 
and observational errors, as well as low model sensitivity. 
In a coupled model, coupled model parameter estimation is 
even more difficult than the single component model param-
eter estimation because of the complex model sensitivities 
associated with the variability of different spatial and tem-
poral time scales in different model components, and the 
misfitting of air–sea interaction processes. Thus, coupled 
parameter estimation (CPE) is still in the research stage. To 

date, implementation of CPE has mainly involved one of the 
two methods outlined below.

(a) Objective (Variational) method
  First, a cost function is defined to measure the dif-

ferences between observations and model simula-
tion results obtained from the same initial conditions 
but different parameter values. The parameters are 
then estimated with an optimization algorithm. This 
approach has been used to estimate parameters in land 
processes. Liu et al. (2005) used CPE in a land–atmos-

Fig. 5  An example of physical mode-based SCDA to improve SST 
estimation in a CGCM. Courtesy to Lu et al. (2015b): Spatial distri-
bution of the RMSE of monthly SST from a the experiment using the 
simultaneous coupled covariance (SimCC Exp) (normalized by the 

WCDA), b the experiment using 7-day atmosphere leading average 
coupled covariance (Ave7 Exp) (normalized by the WCDA), and c 
the Ave7 Exp (normalized by the SimCC)
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phere model to reduce temperature errors and improve 
model results with the estimated parameters using a 
variational method. The objective method requires a 
large number of simulation experiments (depending on 
the optimization method, the smoothness/convexity of 
the problem, the accuracy and availability of a gradi-
ent etc.) and therefore demands huge computational 
resources for a CGCM. In addition, the issue of multi-
ple local minima often exists in this method especially 
in joint parameter/state estimation. To reduce the com-
putational cost and search for globally optimal param-
eters, attempts have been made to use off-line methods 
for an objective estimation of parameters. However, this 
method has only been used in single component atmos-
phere or ocean models (Posselt and Bishop 2012).

(b) Joint with data assimilation
Based on the state vector augmentation technique, 

parameter estimation can also be implemented in the data 
assimilation procedure. During the model integration, 
it is generally assumed that the parameters are constant 
and can only be changed by data assimilation. However, 
before the parameter estimation is carried out, sensitivity 
analyses should be conducted (Navon, 1997) to ensure that 
the parameters are identifiable. There are in general two 
approaches to implement parameter estimation:

(1) Four-Dimensional Variational Analysis (4D-Var) This 
is accomplished by introducing the parameter estima-
tion term into the objective function (or cost function) 
and control variables, calculating the gradients from 
the initial conditions and initial parameters with the 
adjoint model, and finally obtaining the optimal values 
for both the initial conditions and the model param-
eters through an optimization algorithm. Because of 
the high complexity of adjoint models in CGCMs, 
research studies into 4D-Var have mainly used simple 
coupled models (e.g., Han et al. 2015) and coupled cli-
mate models of intermediate complexity (e.g., Lu and 
Hsieh 1998). Research on 4D-Var using climate models 
mainly focuses on the tropics where air–sea interaction 
is stronger and parameters are therefore more easily 
identifiable (Du et al. 2009; Ito et al. 2010; Song et al. 
2012).

(2) Ensemble Kalman Filter (EnKF) The EnKF estimates 
parameters based on the error covariance between 
observable model states and parameters. It has been 
widely applied in CPE (e.g., Ruiz et al. 2013; Kang 
et al. 2011, 2012) because of its direct estimation of 
the state-parameter error covariance. Development of 
EnKF-CPE in coupled models of varying complexity 
has occurred in three phases:

(1) Implementation of EnKF or extended EnKF-CPE 
in intermediate coupled models (Annan et al. 2005; 
Annan and Hargreaves 2007; Kondrashov et al. 2008).

(2) Enhanced parameter estimation: Zhang et al. (2012) 
showed that the signal-to-noise ratio of the state-param-
eter error covariance in a coupled model can be sig-
nificantly improved after the state estimation reaches 
quasi-equilibrium. Thus, using the observation-con-
strained states that have reached equilibrium can effec-
tively improve the accuracy of CPE (Zhang 2011a, b). 
This approach has been extended to estimate multiple 
parameters depending on different roles (sensitivities) 
by which parameters play in dynamics and physics (e.g. 
Zhao et al. 2019).

(3) Geographic-dependent CPE: Wu et al. (2012a, b) intro-
duced the spatial distribution of the model state sen-
sitivity to parameters into CPE. In terms of full uses 
of sensitivity information, the geographic-dependent 
CPE is similar to the multiple parameter estimation, 
but it emphasizes the use of spatial distribution infor-
mation of model parameter sensitivity as well as non-
homogeneous nature of observation availability. The 
geographic-dependent CPE significantly improves the 
accuracy of climate estimation and prediction com-
pared with single-value PE. Related to this method, 
Liu et al. (2014a, b) developed a self-adaption spatial 
average algorithm, which accelerated the convergence 
of CPE and enhanced the CPE signal-to-noise ratio.

It has been shown that CPE can be used to constrain the 
uncertainty of parameterization schemes and some model 
errors caused by the dynamic cores (Han et al. 2014). It can 
also improve the predictability of ENSO (Wu et al. 2016). CPE 
has been applied to CGCMs successfully in a perfect model 
scenario (Liu et al. 2014a, b; Li et al. 2018). Figure 6 shows 
CPE of convective parameters using EnKF (Li et al. 2018) in 
the coupled climate model CM2.1 of the Geophysical Fluid 
Dynamics Laboratory of the National Oceanic and Atmos-
pheric Administration (GFDL/NOAA). The ensemble-based 
CPE reduced the convective parameter errors and improved 
the accuracy of the analysis and forecasts for the atmosphere 
and ocean.

Overall, CPE has been shown to be successful in coupled 
models of varying complexity. However, it has only been per-
formed in the perfect model scenario. The application of CPE 
in CGCMs with real observations to improve coupled model 
reanalysis and prediction still has a long way to go.
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3  Application of coupled data assimilation

3.1  Minimizing initial shocks in coupled model 
reanalysis and prediction

Initial shocks refer to the spatial discrepancy in a variable 
field or imbalance between physical variables in the initial 
conditions. As discussed in Sect. 2.2, data assimilation 
is a cycling procedure involving model forecasting and 
observation-based analysis. Thus, the model initial shock 

in the forecasts influences analysis and prediction skill. 
The reduction of the model initial shock remains an issue 
of critical importance in numerical weather and climate 
forecasting. In the last century, limited by sparse obser-
vations and a lack of advanced assimilation techniques, 
climate prediction was based on coupled models initial-
ized with atmosphere and ocean states that were analyzed 
separately from the atmosphere and ocean component 
models—i.e., uncoupled DA. This approach can create a 
mismatch between the atmosphere and ocean dynamics 

Fig. 6  An example of convection parameter estimation improving 
temperature and moisture errors. Courtesy to Li et  al. (2018): time 
evolution of RMSEs of a–e atmospheric temperature (unit: K), f–j 
specific humidity (unit: g/kg), and k–o precipitation (unit: mm/day) 
in single convection parameter estimation. Each row shows the results 

of one parameter, as denoted on the left. The black line represents the 
RMSE for the state-estimation-only. The blue and the red line repre-
sent the RMSEs of parameter estimation with global observation and 
tropical observation
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in their initial conditions, contributing significantly to an 
initial shock in the coupled climate forecast (Rosati et al. 
1997)—i.e., an imbalance between the atmosphere and 
ocean components. Such initial shocks can also be caused 
by a mismatch in the atmospheric and oceanic states, such 
as the heat and momentum budget across the interface, 
because of the different DA and model systems used to 
generate the initial conditions. The negative impacts of 
coupled model initial shocks on climate prediction have 
been demonstrated in simple coupled models (e.g., Zhang 
2011b), intermediate coupled models (Chen and Cane, 
2008) and fully coupled general circulation climate mod-
els (Mulholland et al. 2015; He et al. 2017).

CDA provides an approach to reduce coupled model ini-
tial shocks (Singleton 2011). In CDA, observations from the 
different components of the coupled system are assimilated 
into a single coupled model system. This method minimizes 
the initial shock in coupled model predictions by maintain-
ing the dynamic consistency between the different model 
components (Zhang et al. 2007; Chen and Cane 2008; Sugi-
ura et al. 2008; Liu et al. 2013, 2017b Mulholland et al. 
2015). As a result, CDA has been applied gradually to cli-
mate analysis and prediction initialization in CGCMs (e.g., 
Msadek et al. 2014; Jia et al. 2015). Figure 7 provides an 
example in a simple coupled model (Zhang 2011a) where 
the atmospheric forecasts initialized from the CDA coupled 
states (left panels) show superior skill compared with the 
forecasts initialized from the perfect ocean state combined 
with independent atmospheric states (right panels).

Initial shocks in coupled models can also result from 
other factors. A coupled model with a large bias in its cli-
matology and/or climate variability will generate an initial 
shock regardless of the initialization method, because the 
model tends to go back to its climate state.

3.2  Application to climate state estimation

It has been shown that CDA can produce self-balanced and 
consistent climate estimation (e.g., Zhang et al. 2014a; Feng 
et al. 2018). With the continuous development of coupled 
climate models and observational systems, CDA should 
lead to continuous improvement in climate reanalysis and 
prediction. Several major operational centers have estab-
lished their own climate analysis systems based on CDA 
and CGCM. NOAA/GFDL has built an ensemble coupled 
data assimilation (ECDA) system for the estimation and 
prediction of seasonal to interdecadal climate variability by 
applying the ensemble adjustment Kalman filter and WCDA 
in CM2 (Zhang et al. 2007). The National Centers for Envi-
ronmental Prediction (NCEP) has produced a Climate Fore-
cast System Reanalysis (CFSR) from 1979 to the present, 
primarily for the initialization of seasonal forecasting, with 
a global atmosphere–ocean–land–sea ice coupled model 
in which 3D-Var-based WCDA was employed (Saha et al. 
2010). ECMWF has established a coupled data assimilation 
system for the development of global reanalysis products of 
the 20th century based on an atmosphere–wave–ocean cou-
pled model as well as 4D-Var-based WCDA (Laloyaux et al. 

Fig. 7  An example of CDA 
minimizing initial shocks in 
coupled model predictions. 
Courtesy to Zhang et al. 2011a, 
b Time series of  X2 in (a, c) 
 FAtm(CDA )/Ocn(CDA) and b, d 
 FAtm(CTL)/Ocn(Truth) as the model 
is initialized at the a, b 10,000th 
and c, d 30,000th time unit. The 
experiment  FAtm(CDA)/Ocn(CDA) 
uses the coupled model ensem-
ble states produced by the cou-
pled data assimilation results 
as initial conditions, while the 
forecasts of  FAtm(CTL)/Ocn(Truth) 
are initialized from the inde-
pendent atmospheric ensemble 
combined with the perfect oce-
anic states taken from the truth
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2016). The Japan Meteorological Agency (JMA) has pro-
duced coupled reanalysis products for the period 1940–2006 
based on a global atmosphere–ocean coupled model and 
multivariate 3D-Var-based WCDA, which improved the 
feedback between sea surface temperature and precipitation 
(Fujii et al. 2009) as well as surface air and sea surface tem-
peratures (Feng et al. 2018).

3.3  Application to climate prediction

In climate prediction, CDA was first applied in the initializa-
tion of forecasts of ENSO, a seasonal-to-interannual air–sea 
coupled phenomenon, with a coupled atmosphere–ocean 
model of intermediate complexity. Implementations of CDA 
include single observation assimilation in ocean (Kleeman 
et al. 1995), nudging (Chen et al. 1995, 1998), 4D-Var (Lee 
et al. 2000; Galanti et al. 2003; Gao et al. 2016), and use 
of the reduced-order Kalman filter (Ballabrera-Poy et al. 
2001) and EnKF (Zheng and Zhu 2010). After that, CDA 
has been gradually applied in CGCMs for ENSO forecasting 
initialization (Zhang et al. 2005) and decadal-scale climate 
predictions (Yang et al. 2013, also see Fig. 8).

With the continuous development of high-performance 
computing capacity and coupled numerical simulation tech-
niques, many countries have established their own climate 
prediction systems that are based on CDA in realistically 
configured CGCMs. The United States Naval Research 
Laboratory (NRL) established an atmosphere–ocean coupled 

mesoscale ensemble prediction system based on a regional 
atmosphere–ocean coupled model with 3D-Var-based 
WCDA (Holt et al. 2011). The Japan Agency for Marine-
Earth Science and Technology (JAMSTEC) built an adjoint 
coupled data assimilation system based on a global atmos-
phere–ocean coupled model using 4D-Var SCDA, to improve 
the estimation accuracy and the prediction skill of climate 
change at seasonal-to-interannual scales (Sugiura et  al. 
2008). Using a coupled global atmosphere–land–ocean–sea 
ice model, the UK Met Office set up a WCDA system based 
on 4D-Var (for the atmosphere) and 3D-Var (for the ocean), 
which has improved the accuracy of coupled model predic-
tions to the seasonal scale (Lea et al. 2015).

The Institute of Atmospheric Physics, Chinese Academy 
of Sciences (IAP/CAS) recently established a ten-year cli-
mate prediction system based on an independently devel-
oped CGCM WCDA with an ensemble optimal interpola-
tion (EnOI) incremental update scheme. The scheme led to 
improvement in the forecasting skill for the upper 700-m 
ocean temperature and sea surface temperature anomalies 
(Wu et al. 2018).

3.4  Application to coupled climate dynamics

CDA can also be used to study climate dynamics. A regional 
CDA (RCDA) approach, in which observations are assimi-
lated only in a limited region, has recently been proposed 
to assess and understand the remote climate impact in a full 

Fig. 8  An example of CDA 
implementing decadal climate 
predictions. Courtesy to Yang 
et al. (2013): a the spatial 
structure of the component 
that maximized the average 
predictability time of SST in 
the decadal hindcasts, which 
is called the internal multi-
decadal pattern (IMP). b The 
ensemble mean (black solid) 
and spread (gray shading) time 
series of the IMP as a function 
of forecast lead time for the 
decadal hindcasts initialized 
on 1 Jan every 10 year from 
1965 to 2005, the time series 
for projecting the ERSST data 
onto IMP (red solid), and the 
normalized AMO index (blue 
solid) from 1920 to 2010. c As 
in (b) but for hindcasts initial-
ized on 1 Jan 1961 and every 
10 year from 1970 to 2010. The 
green line denotes the projected 
time series of HadISST data 
onto IMP
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CGCM. The application of RCDA to the extratropical cli-
mate system has been used to study the impact of extratropi-
cal climate on the tropical coupled climate system. These 
studies show that the extratropical climate can have a signifi-
cant impact on the development of tropical ENSO in models 
(Lu et al. 2017a) and in observations (Lu and Liu, 2018). 
Climate model bias in the tropics can also be influenced by 
bias in the extratropic region (Lu et al. 2017b).

3.5  Application to numerical weather predictions

Traditional weather forecasts are based on atmosphere-only 
models and use persistent rather than forecasted sea surface 
temperature as a forcing at the lower boundary for the atmos-
phere, which often encounter problems with representing 
important physical processes at the air-sea interface. As a 
result, forecast uncertainties during extreme weather events 
can grow quickly as the forecast lead time increases. To 
reduce the uncertainties of lower boundary conditions and 
pursue coherent bottom boundary conditions, the coupled 
ocean–atmosphere model and corresponding CDA began 
being used to produce improved weather forecasts in dif-
ferent numerical weather prediction centers (e.g. Skachko 
et al. 2019; Browne et al. 2019; Guiavarc’h et al. 2019). 
Such efforts are where most of the developments have been 
made recently to pursue seamless weather-climate studies 
with high-resolution coupled models (e.g. Delworth et al. 
2012; Small et al. 2014; Roberts et al. 2018) and CDA (e.g. 
Zhang et al. 2014b, 2015).

4  Summary and discussion

CDA is emerging as a potentially powerful strategy for 
improving weather and climate reanalysis and prediction. 
CDA has the following advantages over uncoupled DA:

(1) It can produce more balanced state estimation for cou-
pled prediction.

(2) It can significantly improve state estimation in the 
under-sampled component (for example, sea ice, see 
e.g. Mahajan et al. 2011; Msadek et al. 2014)

(3) It can improve coupled models by optimizing model 
parameters in the coupled framework.

(4) It can improve our understanding of coupled dynamic 
processes in the coupled system.

Overcoming the remaining challenges in CDA involves 
significant multi-disciplinary interactions across the differ-
ent Earth science disciplines, as well as computing algo-
rithms. Progress in CDA also depends heavily on earth sys-
tem modeling and data assimilation technology, particularly 
under the constraint of supercomputing capacity.

Several organizations such as GFDL and NCEP in the 
United States, JAMSTEC in Japan, as well as ECMWF have 
independently developed their own CDA techniques and cor-
responding climate prediction systems in their CGCMs. In 
recent years, Chinese high-performance computing (e.g., 
Sunway TaihuLight) and coupled climate models (e.g., the 
FGOALS-s2 coupled model independently developed by the 
IAP/CAS) have also developed rapidly, but the development 
of CDA is still in its initial stages. With the development of 
coupled models and unconventional observing systems, as 
well as assimilation technology, CDA has reached an era 
of rapid development, creating both opportunities and chal-
lenges. With the continuous increase of observational types 
and sources, and increased resolution in coupled models, a 
high-resolution CDA system that resolves mesoscale eddies 
in the ocean and tropical cyclones in the atmosphere (i.e., a 
horizontal resolution of 10 km in the ocean and 25 km in the 
atmosphere) can enable seamless weather–climate studies at 
weekly-to-decadal scales.

Many fundamental questions remain to be answered. 
Although CDA shows advantages over uncoupled DA, there 
has been no clear evidence that the current CDA implemen-
tation schemes have improved operational weather and cli-
mate forecasts in a great scope (see e.g., Brassington et al. 
2015; Lea et al. 2015; Mulholland et al. 2015). Below, we 
discuss many ongoing challenges in CDA.

(1) CDA with high-resolution coupled models Seamless 
weather–climate studies require both high-resolution 
(HR) coupled model and HR coupled model CDA. 
Currently, HR coupled models are advanced progres-
sively (Small et al. 2014). However, because of limited 
computing resources, it is impractical to apply exist-
ing ensemble-based CDA methods [for instance, the 
GFDL-ECDA system (Zhang et al. 2007)] to HR cou-
pled models for which a single model integration is 
intractable, although the parallelization technique of 
ensemble data assimilation algorithm progresses well 
(e.g. Nerger et al. 2005, 2019). How to implement a 
computationally efficient CDA algorithm that uses a 
single model integration (Yu et al. 2018) into a HR 
coupled model is a frontier research topic for seamless 
weather–climate reanalysis and predictions.

(2) Multiscale assimilation At finer resolutions, more and 
more spatial–temporal scale phenomena can be sim-
ulated by coupled models. How best to consider the 
multi-scale information of models and observations is 
another frontier research topic in CDA (Zhang et al. 
2014b; Zhao et al. 2017; Yu et al. 2018).

(3) SCDA SCDA is still in its research stage. For example, 
in ensemble methodology, given the limited ensemble 
sizes in practice, it is difficult to get the exact coupled 
error covariance due to more complex model errors 
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in full CGCMs, disparities in the spatial–temporal 
scales between each model component, as well as cou-
pler errors and sampling errors. Localizing the cou-
pled error covariance is an efficient approach. Yoshida 
(2019) has addressed coupled error covariance locali-
zation by computing the error correlation for multiple 
pairs of observation and variable and extending it by 
training neural networks. The idea of coupled error 
covariance localization can be further studied in the 
application of SCDA and CPE in practice.

(4) Observation systems Many existing observation sys-
tems that could be beneficial to CDA [e.g., ground-
based snow observations (e.g. Moisseev et al. 2017; 
Lerber et al. 2017)] are not included in the Global 
Telecommunication System (GTS). Therefore, obser-
vations of the Earth system need to be collected more 
broadly and in a more standard way. Coupling fluxes at 
the air-sea interface and associated observations (e.g., 
ocean and atmosphere observations at the same time 
and place) are very helpful to improve coupled models 
and associated physics in examination, offset correc-
tion, error estimation and data assimilation (Penny and 
Hamill 2017).

(5) Coupled model parameter estimation How to increase 
the signal-to-noise ratio in coupled model parameter 
estimation is still an urgent and challenging research 
aim. A deep linkage of the model sensitivities to 
parameter estimation is a viable approach; for example, 
sensitivity response time scale linking with parameter 
estimation update frequency (Liu et al. 2017a), sensi-
tivity order linking to the multiple parameters being 
simultaneously estimated (Zhao et  al. 2019). Most 
CDA parameter estimation studies to date have been 
performed in the perfect model scenario, where the 
true parameter is known. The ultimate challenge is the 
optimization of model parameters for the real world, 
although it is not clear that an optimal parameter exists. 
Further studies on this topic are therefore required. Fur-
thermore, given the constraint of computing resources, 
how to implement HR CDA-PE with high computa-
tional efficiency is also an outstanding issue.

(6) Nonlinear assimilation Compared with single mod-
els, coupled models have more complex model errors, 
meaning that existing CDA methods do not satisfy the 
Gaussian assumption. Therefore, the introduction of 
nonlinear assimilation techniques, such as the particle 
filter, into CDA is another important research topic. 
Currently, particle filters have already been applied to 
coupled climate models with some success (see e.g. 
Dubinkina et al. 2011; Dubinkina and Goosse, 2013; 
Browne and van Leeuwen 2015). Given the particle 
filter’s excessive computational cost, how to improve 
its performance in CDA is an ongoing challenging 

research topic, but any progress will have good oppor-
tunities to improve the quality of CDA. Although quite 
challenging, how to implement coupled model param-
eter estimation using particle filters and examining its 
impact on coupled modeling could be a very interesting 
research topic.
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