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Abstract
A modified approach to the assessment of the prediction skill of “modes of variability” is proposed and applied to a dec-
adal prediction experiment. In particular, the skill of predicting the Pacific Decadal Oscillation (PDO) is investigated. The 
approach depends on separately calculating the EOFs of the observations, the ensemble of forecasts, and an ensemble of 
simulations made with the same model and external forcing. The skill of predicting and simulating the spatial structure of 
the modes is captured by comparing forecast and simulated EOFs with the observation-based EOFs. This is in contrast to 
the case where forecasts and simulations are expanded in observation-based EOFs, or other structure functions, which gives 
no direct information about the model-based EOF structures themselves. The skill of predicting the temporal evolution of 
EOFs is separately captured by comparing the associated expansion functions. Finally, the contribution of the modes to the 
overall prediction skill is obtained by weighting the spatial and temporal skills with the variances involved. The behaviour 
of the first mode, identified as the PDO, is given particular attention. Perhaps not unexpectedly, the EOF structure of the 
forecasts more closely resembles that of the simulations than that of the observations, but both reproduce the structure of the 
observed PDO quite well with spatial correlations near 0.8. The temporal correlation of the expansion functions is near 0.7 
for year 1 forecasts and declines toward zero subsequently. The overall correlation skill for the North Pacific is dominated 
by the PDO with a small contribution from the second mode and none from the third mode.
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1  Introduction

Many climate studies investigate “modes” of variability 
which are typically identified in terms of statistical con-
structs. Modes are often identified by indices (e.g. ENSO, 
AMV, NAM, SAM etc.) or, somewhat more generally, in 
terms of empirical orthogonal functions (EOFs), rotated 
EOFs, non-linear EOFs etc. (e.g., Luo and Yamagata 2002, 
and the references therein). The modes, so identified, are 
one way of organizing observed and model data in an “eco-
nomical” way which may also lead to their interpretation and 
investigation in terms of physical processes and structures.

Prediction on all timescales is a feature of physically-
based theories and climate prediction on decadal timescales 
is becoming an operational activity (Kushnir et al. 2018). 
For climate, both predictability (i.e. the ability to be pre-
dicted) as well as the forecast skill (i.e. the current ability 
to forecast the evolution) are of interest (Boer 2004; Smith 
et al. 2007; Murphy et al. 2010; Doblas-Reyes et al. 2013; 
Boer et al. 2013; Cassou et al. 2018).

A modified approach to the assessment of the skill of 
“modes of variability” is proposed and applied to the case of 
the Pacific Decadal Oscillation (PDO) based on the output 
of the Canadian Centre for Climate Modelling and Analysis 
(CCCma) multi-year decadal prediction experiment (Kharin 
et al. 2012; Boer et al. 2013, 2018a, b). In particular, the 
spatial structures and temporal evolution of the modes of 
variability of the observations, the ensemble of predictions, 
and an ensemble of simulations of sea surface temperature 
(SST) are separately calculated, compared, and assessed 
with the first mode identified as the PDO. This approach 
avoids the expansion of all three data sources in terms of 
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a single set of spatial basis functions and thereby retains 
their own “natural” modes of variability so to say. In this 
approach, the skill of predicting North Pacific SSTs has con-
tributions depending on the agreement between the spatial 
structures and temporal evolutions of the modes and their 
contribution to the overall SST variability.

2 � The PDO

Mantua et al. (1997) review the then state of knowledge 
of the PDO and provide many references. They define the 
PDO as the leading EOF of monthly SST anomalies in the 
North Pacific Ocean poleward of 20◦ N. The calculation is 
applied to anomalies where monthly mean global average 
SSTs are subtracted out in order to remove (at least most 
of) the global warming signal in the data. We adopt this 
approach, although applied to annually averaged SSTs, in 
order to be reasonably consistent with other investigations 
and also because there is no an obvious better way to do this.

Mantua and Hare (2002) in a subsequent review discuss 
Pacific Decadal Variability (PDV) and characterize the PDO 
as the “dominant pattern of PDV”, and refer to other stud-
ies of PDV including those identified as the Interdecadal 
Pacific Oscillation (IPO, Power et al. 1999) and the North 
Pacific Oscillation (NPO, Gershunov and Barnett 1998). 
Mantua and Hare (2002) also review some of the studies of 
the processes thought to be involved in the PDO and in PDV. 
Newman et al. (2016) “revisit” the PDO, characterized as the 
dominant year-round pattern of monthly North Pacific SST 
variability, and argue that it is a combination of physical 
processes and time scales operating both locally and forced 
remotely from the tropics.

While the PDO is defined for the North Pacific, it is 
viewed more widely by means of the PDO “index” which 
is the principal component (PC) associated with the lead-
ing EOF pattern. The regression of this index against other 
variables such as SST (e.g., Figure 1, Mantua et al. 1997; 
Newman et al. 2016; Cassou et al. 2018), sea level pressure 
and surface wind stress suggests connections between the 
North Pacific, the broader Pacific, and more remote regions.

3 � Predicting the PDO

There is an increasing number of studies of the skill of pre-
diction on time scales of a year or more generally referred to 
as decadal predictions. The results of some of these decadal 
prediction studies are surveyed in Chapter 11 of the IPCC 
2013 (Kirtman et al. 2013). One of the activities of the Dec-
adal Climate Prediction Project (DCPP) is a multi-model 
hindcast study of decadal prediction as a contribution to the 
Coupled Model Intercomparison Project phase 6 (CMIP6) 

(Boer et al. 2016). An on-going collaborative effort produces 
temperature predictions for the next several years (Smith 
et al. 2013) while the WCRP Grand Challenge on near-term 
climate prediction (e.g., Kushnir et al. 2018) is providing 
the ground work for the operationalization of such forecasts.

Prediction studies need, as a basis, a sequence of retro-
spective forecasts or “hindcasts”, which make use of the data 
available at the time the hindcast is initialized, and which 
are verified against subsequent observations. The hindcasts 
permit the calculation of skill measures that are a necessary 
part of the utility and success of any forecasting system.

The PDO is an important component of long-term tem-
perature variability characterized by its spatial structure (the 
leading EOF of North Pacific sea surface temperature) and 
temporal evolution (the associated principal component or 
PDO index). Many studies assess the ability of freely run-
ning climate models to reproduce the behaviour of the PDO 
although not its predictive skill. As discussed by Newman 
et al. (2016) for instance, the structure of the simulated PDO 
is considered and compared with that based on observa-
tions. Results from CMIP5 model simulation demonstrate 
considerable scatter with the majority of spatial correlation 
values ranging between about 0.6 and 0.9. Newman et al. 
also compare some aspects of the temporal behaviour of 
the PDO indices noting that, because of the chaotic nature 
of the climate system, simulations differ from one another 
and from observations. In the absence of a dominant exter-
nally forced signal there is no expectation that the simulated 
index should agree in time with that of the observations. A 
prediction of the PDO, as opposed to its simulation, should 
reproduce both the spatial structure of the mode as well as 
the temporal evolution of its index.

Studies assessing the skill of predictions of the PDO 
come in several flavors. One aspect of PDO forecasts con-
siders the prediction of sign changes in the index (transitions 
between warm and cold events or the reverse) as in Meehl 
et al. (2016) and references therein. Another approach con-
siders the overall skill of predicting the evolution of the PDO 
from year to year (e.g., Kim et al. 2014; Mehta et al. 2019, 
and the references therein). The latter approach is adopted 
here when assessing overall PDO prediction skill. Some 
studies also look at skill measures of SSTs evaluated at grid 
points or as averages over the North Pacific region (Mochi-
zuki et al. 2010; Guemas et al. 2012; Kim et al. 2014) and 
this is also part of the analysis here.

The evaluation of the overall skill of the PDO may be 
approached in several ways. One approach is to expand both 
the forecasts and the verification data in terms of the EOFs 
of the latter and to assess the skill of the associated PDO 
indices. Another approach expands the verification data 
and the forecasts in terms of their own EOFs and compares 
the PDO indices. The structure of the EOFs and the tempo-
ral behaviour of the PDO indices are confounded in these 
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approaches and the consequences of differences between the 
structure of the forecast PDO and its temporal evolution are 
not distinct.

In the approach developed here, the ability of the forecast-
ing system to skilfully predict both the structure of the PDO 
(and other North Pacific modes of SST variability) and their 
temporal evolution is explicitly calculated. Moreover, while 
the PDO is a dominant mode of North Pacific temperature 
variability, the skill of the PDO itself represents only a por-
tion of the overall predictive skill for North Pacific SST and 
the contribution of the PDO (and other modes) to regional 
skill is also assessed.

4 � Data and statistics

The results analyzed here are from a decadal forecast experi-
ment consisting of ensembles of ten forecasts initialized near 
the end of each year from 1960 to 2015 together with an 
ensemble of ten historical climate change simulations begun 
from the preindustrial period. The same external forcing 
parameters are specified for both the forecasts and the simu-
lations. The initial conditions for the ten ensemble members 
are a combination of information from independent coupled 
model “assimilation” runs and ocean reanalyses as described 
in Merryfield et al. (2013). The experiment and some of 
the prediction results are described in Boer et al. (2013). 
Annual mean SST is the variable of interest in this study. 
Observation-based SST verification data is from version 5 of 
the US National Oceanic and Atmospheric Administration 
(NOAA) Extended Reconstructed Sea Surface Temperature 
(ERSSTv5, Huang et al. 2017). The observations, forecast 
and simulations for the period 1971 to 2015 are used in this 
analysis. This is consistent with the recommendation of the 
DCPP (Boer et al. 2016), to keep the period of analysis fixed 
and as long as possible for all forecast ranges.

The statistical significance of the overall correlation skill 
of forecasts and simulations of North Pacific SST, and of the 
contributions of the PDO and other modes of variability, is 
assessed using a non-parametric bootstrap procedure. Fol-
lowing Wilks (1997), a moving block bootstrap approach is 
employed in order to account for temporal and spatial cor-
relations in the data. With this procedure, for every forecast 
range and separately for the simulations, 1000 samples are 
generated by randomly drawing b block pairs (with replace-
ment) of l consecutive years of observed and modelled 
fields from the 45-year pool of all year-overlapping l-block 
pairs (each draw is done once for the observations and for 
each ensemble member separately). The EOF expansions 
described in the next section are applied to the resulting 
datasets and skill measures are computed for the samples. 

For every skill measure, the 5%- and 95%-quantile estimates 
of all samples are used as the 90% confidence interval. The 
computations shown here correspond to b equal the nearest 
integer to 45 / l with blocks of length l = 7 ≈

√
45 years 

(Wilks 1997), although the results are not very sensitive to 
the block size.

5 � Approach

Forecasts of the climate system attempt to trace out the 
actual evolution of the climate system from some observa-
tion-based initial state. A climate forecast will exhibit forced 
and internally generated variability where the forced com-
ponent of the forecasts should be at least similar to that of 
the simulations when the same external forcing is specified 
for both as is the case here. For the purpose of this analysis, 
anomalies of annual mean SST from the long-term average 
are considered at each forecast range and assessed against 
those from observations. Removing the long-term means 
from the data serves as a first order bias correction as recom-
mended by Boer et al. (2016). Also, following Mantua et al. 
(1997) (see also Mantua and Hare 2002), the forced compo-
nent is removed, at least partially, by further subtracting out 
the global mean SST anomaly for each year at each grid cell.

To the extent that the forced component is removed, the 
forecast and simulated anomalies represent internally gen-
erated components of variability. A modal representation 
of this variability is developed by means of an EOF expan-
sion and the forecast quality of the modes is investigated in 
the context of multi-annual forecasts. Observation-, fore-
cast- and simulation-based anomalies, X(�,�, t) , Yk(�,�, t) , 
Uk(�,�, t) respectively, are functions of location (�,�) , 
initial time (tj) , and forecast range � , for t = tj + � where � 
labels yearly averaged forecasts for years 1 to 10. The index 
k identifies the ensemble member in the case of ensembles 
of forecasts and simulations. For notational convenience, 
the dependencies on location, start time and forecast range 
are simplified as

and similarly for the ensembles of forecasts and simulations. 
Using this notation, the observations, forecasts, and simula-
tions are expressed as

where � , � are internally generated predictable components 
and x, y, u unpredictable “noise” components (Boer et al. 
2013).

X(�,�, t) ⇔ X(�,�, tj, �) ⇔ Xj�(�,�) ⇔ Xj� ⇔ X

(1)X = � + x

(2)Yk = � + yk

(3)Uk = uk
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In the forecasts, the internally generated components are 
not independent, as they are in the simulations, but depend on 
initial conditions and the ability of the model to predict the 
behaviour of the climate system. The predictable part of this 
variability, represented as � , is common across an ensemble 
of forecasts while the remaining unpredictable or noise com-
ponents yk will evolve differently and independently and will 
average out across a large enough ensemble. The actual system 
has analogous predictable � and noise x variability. By contrast, 
the simulations Uk are not initialized from observation-based 
information and, provided the forced component is removed, 
represent unforced and unpredicted internal variability uk.

An ensemble mean forecast or simulation is represented 
by a subscript A or by curly brackets with

where m is the ensemble size. Ensemble averaging does not 
affect the predictable component � , which is the same for 
each ensemble member, while the unpredictable components 
yk, uk average to zero for a large enough ensemble as indi-
cated by the arrows.

Under these circumstances, ensemble averaging is an 
operational way of identifying the predictable component of 
the forecast. The ensemble mean forecast is typically more 
skillful than an individual forecast, at least in terms of corre-
lation, mean square error (MSE) and mean square skill score 
(MSSS), since the noise in the forecast is suppressed by the 
averaging in (4) and degradation of the scores is thereby, at 
least partially, avoided.

5.1 � Observation‑based EOFs

For the sequence of observations X, the EOF analysis pro-
ceeds by expressing the grid of SSTs over the Pacific area 
of interest from 20◦ N to 60◦ N as a column vector � . The 
sample covariance matrix

is estimated from the data and is the basis of the EOF analy-
sis, where the overbar is the average over start times tj . The 
eigenvectors �� of the covariance matrix are related to the 
eigenvalues �� as

The eigenvectors are represented geographically as e�(�,�) 
and are orthonormal 

⟨
e�e�

⟩
= �

�
� with respect to the area 

(4)

YA = {Yk} =
1

m

m∑

k=1

Yk = � +
1

m

m∑

k=1

yk = � + {yk} → �

(5)UA = {Uk} =
1

m

m∑

k=1

Uk =
1

m

m∑

k=1

uk = {uk} → 0

CX = ��T

CX�� = ����

average, represented by angular brackets, over the PDO area 
of analysis. The observations may then be expanded in terms 
of these EOFs with

where �2

X
 is the overall sample variance and �2

a�
 is the vari-

ance of the individual modes. The expansion functions a� 
are the principal components (PCs) and are obtained from 
the original fields X as

The expansion functions contain the temporal information 
and the EOFs the spatial information of the modes. The vari-
ance accounted for by the first 3 modes of the observations 
is shown in the upper panel of Fig. 1 along with that of the 
forecasts and simulations as discussed subsequently. The 
first two observation-based EOFs e� of North Pacific SST, 
the first of which is the PDO, are displayed in Fig. 2. In what 
follows we concentrate mainly on the PDO although some 
information on the second and third modes is also included. 
The second mode of North Pacific variability has been 

(6)

X(�,�, t) =
∑

�

a�(t)e�(�,�)

�2

X
=
⟨
X2

⟩
=
∑

�

∑

�

a�a�
⟨
e�e�

⟩

=
∑

�

a2
�
=
∑

�

�2

a�

a� = ⟨e�X⟩ .

Fig. 1   Upper panel: Fraction of the total variance accounted for by 
the first three modes of the observations (black), forecasts for � = 
year 1 (dark gray) and � = year 5 (light gray), and for the simulations 
(olive). Bottom panel: As upper panel but for the ensemble mean of 
the forecasts and simulations
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studied in some detail elsewhere (e.g., Bond et al. 2003). 
The third and subsequent components are not well separated, 
have little variance, and as will be seen, are unskillful. 

5.2 � Forecast‑based EOFs

For an ensemble of forecasts at range � the associated elements 
of the covariance matrix are the ensemble average, indicated 
by {.} , of the covariances of the individual forecasts. Express-
ing the grid of forecasts as column vectors, �k , the covariance 
matrix is

with associated eigenvectors �� and eigenvalues �� with

Here the EOFs f� = f�(�,�, �) are functions also of forecast 
range � and

CY (�) =
{
�k�

T
k

}

CY �� = ���� .

(7)

Yk =
�

�

bk�(tj, �)f�(�,�, �)

bk� = ⟨f�Yk⟩

�2

Y
=
��

Y2

k

��
=
�

�

�

�

�
bk�bk�

��
f�f�

�

=
�

�

�
b2
k�

�
=
�

�

�
�2

bk�

�

Of course the typical forecast is an ensemble mean forecast 
which averages out some of the noise thereby improving the 
scores. For the ensemble mean forecast,

The ensemble mean forecast YA is represented in terms of the 
EOFs of the ensemble of forecasts f� , not of the ensemble 
mean forecast itself, where b� is the expansion function. The 
b� ’s are not the PCs of the ensemble mean forecast.

There are three points here. Firstly, the forecast-based 
EOFs f� need not be the same as the observation-based 
EOFs e� and that differences between them should be con-
sidered when considering the skill of the modes. Secondly, 
the EOFs f� are functions of forecast range and so are 
expected to evolve as � increases. Lastly, the forecast EOFs 
are not the same as the EOFs of the ensemble mean forecast. 
The percentage of the variance accounted for by the leading 
modes of the ensemble of forecasts are shown in the upper 
panel of Fig. 1 for � = 1 and 5 years. The first two forecast 
EOFs are plotted in the middle panels of Fig. 2.

(8)YA =
{
Yk
}
=
∑

�

{bk�}f� =
∑

�

b�f�

(9)b� = ⟨f�YA⟩ = {bk�}

(10)�2

YA
=
⟨
Y2

A

⟩
=
∑

�

b2
�
=
∑

�

�2

b�
.

Fig. 2   The spatial structure 
of the first two EOFs of the 
observations (e1, e2) , of the 
forecasts at range � = year 1 
( f1(� = 1), f2(� = 1) ) and � = 
year 5 ( f1(� = 5), f2(� = 15) ), 
and of the simulations (g1, g2)
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5.3 � Simulation‑based EOFs

Paralleling the forecasts-based relations in Sect. 5.2, the cor-
responding relations for the simulations are

and, for the ensemble average simulation,

Figures 1 and 2 also display the variance fractions and the 
first 2 simulation-based EOFs g� .

6 � EOFs and expansion functions

Observations, forecasts, and simulations are denoted by 
X, Yk,Uk with associated EOFs e� , f� , g� carrying the spa-
tial patterns and expansion functions a� , bk� , ck� carrying 
the time information. The fraction of the overall variances 
associated with the first 3 modes of the expansions of the 
annual mean temperatures of the observation-based data, the 
forecasts, and the simulations are shown in the upper panel 
of Fig. 1. The first mode (i.e. the PDO) captures over 40% 
of the variance, the second mode captures about half that, 
and the third mode half as much again. In the upper panel, 
the forecast and simulated modes have variance fractions 
which are similar to those based on the observations so are 
successful in that respect.

The lower panel of Fig. 1 again plots variance fractions 
but here the variance fractions are based on the ensemble 
means of the forecasts and simulations. Following (7) and 
(10), the variance fractions for the forecast PDO mode in 
the upper and lower panels have the form 

{
�2

bk1

}
∕�2

Y
 and 

�2

b1
∕�2

Y
 , respectively, and similarly for the simulated PDO 

(11)

CU =
{
�k�

T
k

}

CU�� = ����

Uk =
∑

�

ck�(tj)g�(�,�)

(12)

ck� = ⟨g�Uk⟩

�2

U
=
��

U2

k

��
=
�

�

�

�

�
ck�ck�

��
g�g�

�

=
�

�

�
c2
k�

�
=
�

�

�
�2

ck�

�

(13)UA =
∑

�

c�g�

(14)c� = ⟨g�UA⟩ = {ck�}

(15)�2

UA
=
⟨
U2

A

⟩
=
∑

�

c2
�
=
∑

�

�2

c�
.

mode following (12) and (15). The ensemble mean is a 
rough measure of the predictable fraction of the variance 
and is expected to decline from � = year 1 to � = year 5 as 
prediction skill wanes, as is seen for the PDO in the lower 
panel of Fig. 1.

If the forced component is successfully removed from 
the simulation results, the PDO is that of the freely run-
ning model. As simulations are uninitialized they lack a 
predictable component and the ensemble mean should tend 
to zero for a large ensemble average. The variance fraction 
of the ensemble mean in the lower panel is much reduced 
from the overall variance fraction in the upper panel for the 
PDO as expected. As forecast range increases, the effect 
of initial conditions declines and, at long enough range, a 
forecast is expected to be indistinguishable from a simu-
lation. This is consistent with the PDO variance fraction 
for the simulations (olive bar) being similar to that of the 
forecasts at � = year 5 (light gray bar) in the lower panel. 
The variance fraction of the PDO in the simulations is 
modestly larger than that of the year 5 forecasts which sug-
gests that there may remain some synchronization in the 
simulated PDOs across the ensemble. Removing the global 
mean SST from the Pacific SSTs may not be entirely effec-
tive at removing the forced signal arising from greenhouse 
gas forcing or other sources such as volcanoes (Malik et al. 
2018) or anthropogenic aerosols (Boo et al. 2015; Smith 
et al. 2016; Frankignoul and Gastineau 2017), and this is 
suggested also in subsequent results in Fig. 5.

The first two EOFs of the observations, forecasts and 
simulations (e� , f� , g�) are plotted in Fig. 2. The EOFs of 
the forecasts f� are functions of forecast range � while 
those for the observations and simulations are not. The 
expansion functions for the observations and the ensemble 
mean forecasts and simulations ( a� , b� , c�) are plotted in 
Fig. 3 since it is the ensemble mean forecast that is verified 
against observations when using the standard skill meas-
ures of correlation, MSE and MSSS. Differences between 
observed and modelled EOFs and between expansion func-
tions contribute to differences in the skill of the modes as 
discussed subsequently.

7 � Modal statistics and skill measures

The second order statistics of interest are obtained by 
“lining up” the forecasts and observations with respect to 
forecast range � and calculating the statistics by averaging 
over all start dates tj. Where skill is assessed by determin-
istic measures, the ensemble mean forecast is used since 
ensemble averaging acts to suppress the noise in the fore-
casts as in (4) above.
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7.1 � Variances and covariances

Averages over the North Pacific area of interest are indicated 
by angular brackets. Averaged variance components for the 
observations and ensemble mean forecasts and simulations 
are rewritten from (6, 10, 15) as

 where it is now understood that the summations retain only 
the first few modes of interest and higher order terms, indi-
cated by a star, are carried as a remainder. The standard 
deviations of the expansion functions in (16)–(18) are listed 
in Table 1 for the first three modes and for the total (where 
the total standard deviation is the square root of the sum of 
the variances over all modes). As expected �YA is reasonably 
close to �X at � = year 1 but approaches �UA

 , the value for 
the free running model simulations, at later �.

The covariance between observations X and ensemble 
mean forecast YA is

(16)�2

X
=
⟨
X2

⟩
=
∑

�

a2
�
+
⟨
X2
∗

⟩
=
∑

�

�2

a�
+ �2

X∗

(17)�2

YA
=
⟨
{Yk}

2

⟩
=
∑

�

b2
�
+
⟨
Y2
∗

⟩
=
∑

�

�2

b�
+ �2

Y∗

(18)�2

UA
=
⟨
{Uk}

2

⟩
=
∑

�

c2
�
+
⟨
U2

∗

⟩
=
∑

�

�2

c�
+ �2

U∗

where

and

Here r(a� , b�) is the temporal correlation between the expan-
sion functions of a given mode and s(e� , f�) is the spatial 
correlation between the EOFs. The remainder term Ĉ has 
contributions from the “off diagonal” ( � ≠ � ) terms in the 
summation as well as from

(19)

CXYA
=
⟨
XYA

⟩

=
∑

𝛼𝛽

a𝛼b𝛽
⟨
e𝛼f𝛽

⟩
+ C∗

=
∑

𝛼𝛽

𝜎a𝛼𝜎b𝛽 r(a𝛼 , b𝛽)s(e𝛼 , f𝛽) + C∗

=
∑

𝛼

C𝛼 + Ĉ

(20)
C𝛼 = 𝜎a𝛼𝜎b𝛼 r(a𝛼 , b𝛼)s(e𝛼 , f𝛼)

Ĉ =
∑

𝛼≠𝛽

𝜎a𝛼𝜎b𝛽 r(a𝛼 , b𝛽)s(e𝛼 , f𝛽) + C∗

(21)r(a� , b�) =
a�b�

�a��b�

(22)s(e� , f�) =
⟨
e�f�

⟩
.

Fig. 3   The temporal evolution of the normalized expansion coefficients for the first two EOFs of the observations (black), of the ensemble mean 
forecasts at forecast range � = year 1 (red) and � = year 5 (blue), and of the ensemble mean of the simulations (green)
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the “left over” variability terms in (19)–(20) which need not 
be zero. Ideally Ĉ is small. Similar relationships hold for the 
covariance CXUA

 between the observations and simulations. 

7.2 � Skill measures

The overall correlation skill for the North Pacific region is 
written as

where the skill of mode � is characterized as

and R∗ is the remainder term. The factor

weights the product of the spatial and temporal correlations 
to give R� the contribution of the mode to the overall cor-
relation R for the PDO area.

These expressions encapsulate several aspects of modal 
skill as developed here. R is the correlation for the PDO 
area with the correlation R� of the retained modes and with 
contribution R∗ representing any left over correlation beyond 
the retained modes as well as from the “miss-projection” of 
modes � on modes � . Each of the terms in (23)–(24) gives 
some information about the skill of the PDO, and of any 
other modes considered.

Although we concentrate on correlation skill ( R ), a simi-
lar approach applies to the MSE ( E ) and MSSS ( M ) scores 
for an ensemble mean forecast expressed as the sum of the 
contributions from the �th observation-based and forecast 
modes plus what is “left over” with

C∗ =
⟨
X∗Y∗

⟩
+
∑

�

⟨
a�Y∗e�

⟩

+
∑

�

⟨
b�X∗f�

⟩

(23)R =
CXYA

𝜎X𝜎YA

=
∑

𝛼

C𝛼

𝜎X𝜎YA

+
Ĉ

𝜎X𝜎YA

=
∑

𝛼

R𝛼 + R∗

(24)
R� =

(
�a�

�X

)(
�b�

�YA

)
r(a� , b�)s(e� , f�)

= w(a� , b�)r(a� , b�)s(e� , f�)

(25)w(a� , b�) =

(
�a�

�X

)(
�b�

�YA

)
,

E = �2

X
+ �2

YA
− 2CXYA

=
∑

�

E� + E∗

M = 1 −
E

�2

X

=
∑

�

M� +M∗.

The various statistics pertinent to the skill are summarized 
in Table 2.

The values of R� and M� will be small and that of E� 
large if the observation-based and forecast-based EOFs are 
spatially disjoint (small s(e� , f�) ) and/or if their expansion 
functions are temporally disjoint (small r(a� , b�) ) and/or if 
the weight function w(a� , b�) is small. Considering r(a� , b�) , 
s(e� , f�) and w(a� , b�) separately conveys information about 
the relationships between the observation-based and fore-
cast-based modes. The statistics in Tables 3 and 4 aid in ana-
lyzing and understanding the forecast quality of the modes. 
The relative size of the remainder compared to the diagonal 
terms gives another indication of the suitability of an EOF-
based forecast analysis.

8 � Correlation skill

The terms in the correlation skill decomposition in (23-24) 
are evaluated from observations and the results of a decadal 
prediction experiment and of climate change simulations.

8.1 � EOF pattern skill

The first EOF, representing the observation-, forecast-, and 
simulation-based PDO in Fig. 2 displays a family resem-
blance with f1 visually resembling g1 somewhat more than 
e1 . In other words, even at year 1 of the forecasts the PDO 
spatial structure partakes of the PDO structure of the freely 
running model simulations. The agreement between the 
observation-based EOF patterns and the forecast-based 
EOFs is measured by s(e� , f�) in (22) and plotted in Fig. 4 
as a function of forecast range. The agreement between the 
observation-based EOF patterns and the simulations-based 
EOFs is measured by s(e� , g�) and is also plotted in Fig. 4.

Fig. 4   The spatial correlations s(e� , f�) between the observation-based 
EOF structures e� and the forecast-based EOF structures f� are plot-
ted for the first three modes as blue, red and green solid bars respec-
tively. The corresponding correlations s(e� , g�) of observation-based 
and simulated EOF structures are plotted as hatched bars. The 90% 
confidence intervals are indicated
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The point here is that model and observation-based EOF 
patterns need not be the same and that differences between 
them imply a loss of skill when s(e� , f�) is less than one. 
This aspect of the skill at predicting the PDO is not appar-
ent when both observations and forecasts are expanded in 
terms of observation-based EOFs for instance. The spatial 
correlations between the EOF structures is rather constant 
for the first two EOFs, but not for the third EOF which lacks 
statistical significance, as seen in Fig. 4. The expectation 
that f1 would evolve from a structure similar to e1 at � = year 
1 to a structure more resembling g1 at � = year 5 is not as 
dramatic as might be expected.

More generally, if s(e� , f�) is small, it is apparent that the 
�th forecast- and observation-based modes are disjoint and 
the predictive skill of mode � is low. The s(e� , f�) matrix also 
gives an indication of the usefulness of analyzing forecast 
skill in terms of EOFs. Only if “miss-projection” is rea-
sonably small, i.e. if s(e� , f�) is reasonably diagonal, does it 
make sense to go on to consider the temporal forecast skill 
r(a� , b�) of the expansion functions in (21). The bold entries 
in Table 3 show that the forecast and simulation modes agree 
very well and that the off diagonal terms are small. This is 
less the case for the agreement between forecast and simula-
tion EOFs and observation-based EOFs. Although the bold 
diagonal values are largest, there is some “miss-projection” 
involving modes 1 and 2. Differences in model-based and 
observation-based EOFs as indicated in Table 3 contribute 
to the error of the forecast of the PDO and of other modes.

8.2 � Temporal skill

The correlations r(a� , b�) , measuring the temporal agree-
ment between the expansion coefficients of Fig. 3 for the first 
three modes ( � = 1, 2, 3 in blue, red, and green respectively) 
of the observations and ensemble mean forecasts are plotted 
against forecast range � in Fig. 5. The corresponding cor-
relations r(a� , c�) , between the expansion coefficients of the 
observations and ensemble mean of the simulations, which 
are not functions of forecast range, are also plotted.

The skill of the PDO if measured by the temporal correla-
tion of the expansion functions r(a1, b1) ranges from near 0.7 
at year 1 and is not significantly different from zero beyond 
year 5. The skill of the second mode if measured in this way, 
drops to zero by year 3 and approaches a somewhat higher 
value thereafter, although it is not statistically significant 
beyond the first year of the forecast. Mode 3 is not skillful 
by this measure. The skill of the simulations does not depend 
on � and, as expected, is not statistically significant. Since 
the EOFs are spatially well correlated in Fig. 4 the mis-
match is apparently directly due to the decorrelation of the 
expansion functions with forecast range. The PDO displays 
the relatively monotonic decline of skill toward zero with 

increasing forecast range that is expected for an internally 
generated component of variability in isolation.

Temporal correlations between these expansion functions 
are given in Table 4. The diagonal terms are generally the 
largest, at least for modes 1 and 2, but off-diagonal terms are 
not all small. The differences between EOFs will result in 
differences in expansion functions and this will affect their 
temporal correlation. If the EOFs all agreed (or if the fields 
were expanded in a single set of basis functions) the tempo-
ral correlation between expansion functions might be more 
diagonal but would mask the information that the forecast 
and observation-based modes differ.

8.3 � Weights

Finally, the “weight” term w(a� , b�) in (25) measures the con-
tribution of the mode to the modal correlation R� in (24). It 
depends on the fraction of the observed and predicted variance 
that the �th components of the observations and ensemble 

Fig. 5   Temporal correlations r(a� , b�) between the expansion func-
tions of the observations and the ensemble mean forecasts are plotted 
for the first three modes as blue, red and green solid bars respectively. 
The corresponding correlation r(a� , c�) of observation-based and 
simulated expansion functions are plotted as hatched bars. The 90% 
confidence intervals are indicated

Table 1   In the decomposition (16)–(18), the temporal standard 
deviations of the expansion functions of the observations, �

a�
 ; of the 

ensemble mean forecasts for forecast ranges � = year 1 and year 5, 
�
b�

 ; and the ensemble mean of the simulations, �
c�

 for the first three 
modes

The values in the last column are for the standard deviation calculated 
as the square root of the total variance. Units: ◦C

Standard deviations � = 1 � = 2 � = 3 Total

�a� =

√
a2
�

8.6 5.6 3.8 �X 13.3

�b� =

√
b2
�  ( � = 1)

9.4 4.6 3.2 �YA 12.5

�b� =

√
b2
�  ( � = 5)

3.3 3.4 1.8 �YA 6.6

�c� =

√
c2
�

4.7 3.4 1.9 �UA
6.9
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mean forecasts account for. The weight terms are less than 1 
and the variance fraction �2

a�
∕�2

X
 is just that accounted for by 

the observations while �2

b�
∕�2

YA
 is the corresponding term but 

for the ensemble mean forecasts. The weight functions 
w(a� , b�) depending on forecast range, and w(a� , c�) for the 
ensemble mean simulations are plotted in Fig. 6. As expected, 
the weight function associated with � = 1 , the PDO, is the 

largest with the weight function for � = 2 intermediate and 
with the third mode having very little weight. 

8.4 � Correlation skill of the PDO

There are different versions of “correlation skill” depend-
ing on what is being considered in (24). The temporal 

Table 2   Modal skill statistics Expansion Variances

Observation X =
∑

� a�e� + X∗ �2

X
=
∑

� �
2
a�
+ �2

X∗

Ensemble mean forecast ranges 
� = 1 and 5 years

YA =
∑

� b� f� + Y∗ �2

YA
=
∑

� �
2

b�
+ �2

Y∗

Simulation UA =
∑

� c�g� + U∗ �2

UA
=
∑

� �
2
c�
+ �2

U∗

Contribution of the �thmode
Covariance C� = �a� �b� r(a� , b�)s(e� , f�)

Correlation
R� =

(
�a�

�X

�b�

�YA

)
r(a� , b�)s(e� , f�) = w(a� , b�)r(a� , b�)s(e� , f�)

MSE E� = �2
a�
+ �2

b�
− 2�a� �b� r(a� , b�)s(e� , f�)

MSSS
M� = 2

(
�YA

�X

)
R� −

�2

b�

�2

X

Table 3   Spatial correlations 
s(a� , b� ) , s(a� , c� ) and s(b� , c� ) 
between the EOFs of the 
observations and the ensemble 
of forecasts at ranges � = 1 and 
5 years, and the ensemble of 
simulations, for the first three 
modes

FCST � = 1 FCST � = 5 SIM

f1 f2 f3 f1 f2 f3 g1 g2 g3

OBS
 e1 0.80 0.50 − 0.15 0.77 0.29 − 0.34 0.75 0.41 − 0.26
 e2 − 0.51 0.75 0.02 − 0.35 0.77 − 0.05 − 0.47 0.75 0.03
 e3 − 0.10 0.04 0.12 − 0.12 0.00 0.09 − 0.06 − 0.13 0.17

SIM
 g1 0.96 0.05 0.05 0.97 − 0.17 0.10
 g2 − 0.01 0.94 0.16 0.10 0.97 0.11
 g3 0.00 − 0.20 0.89 − 0.09 − 0.12 0.87

Table 4   Temporal correlations 
r(a� , b� ) , r(a� , c� ) and r(b� , c� ) 
between the expansion functions 
of the observations and the 
ensemble mean forecasts and 
simulations for the first three 
modes

FCST � = 1 FCST � = 5 SIM

b1 b2 b3 b1 b2 b3 c1 c2 c3

OBS
 a1 0.65 0.49 0.07 0.29 − 0.01 − 0.09 0.24 0.45 0.08
 a2 − 0.35 0.58 0.17 0.11 0.22 − 0.04 0.10 0.17 − 0.12
 a3 0.02 − 0.02 − 0.06 0.33 0.17 − 0.14 0.14 0.16 0.11

SIM
 c1 0.50 0.20 − 0.31 − 0.03 − 0.13 0.19
 c2 0.24 0.25 − 0.11 0.43 0.71 − 0.64
 c3 − 0.28 − 0.62 0.51 − 0.35 − 0.41 0.37
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correlation between the expansion functions, R̂𝛼 = r(a𝛼 , b𝛼) 
will be different from the correlation skill R̃𝛼 that would be 
obtained if the �th mode were considered in isolation, which 
would be

Since s(e𝛼 , f𝛼) < 1 , unless the observation- and forecast-
based EOFs are the same R̃𝛼 < R̂𝛼 which, in turn, will be 
smaller than R� , the contribution to the overall correlation 
skill so that

A mode may be well predicted according to R̂𝛼 = r(a𝛼 , b𝛼) 
but less so according to R̃𝛼 and less so again in terms of its 
contribution R� to the overall correlation skill R.

Figure 7 plots the terms R̂1 > R̃1 > R1 for

R̃𝛼 =
a𝛼b𝛼 ⟨e𝛼f𝛼⟩
𝜎a𝛼𝜎b𝛼

= r(a𝛼 , b𝛼)s(e𝛼 , f𝛼)

R̂𝛼 >R̃𝛼 > w(a𝛼 , b𝛼)R̃𝛼 = R𝛼 .

illustrating the contributions to the PDO correlation skill R1 
associated with the spatial and temporal correlations and the 
weight function. The temporal skill of the PDO expansion 
functions r(a1, b1) is comparatively high. It is discounted 
modestly by s(e1, f1) , representing the mismatch between 
the forecast and observation-based EOFs patterns associ-
ated with the PDO and further by the the weight function 
w(a1, b1) involving the variances. The PDO accounts for a 
portion of the overall variance and only part of its variance 
is skillfully predicted.

8.5 � Modal contributions to North Pacific correlation 
skill

Figure  8  plots  the  cumulat ive contr ibut ions 
R = R1 + R2 + R3 + R∗ to the overall correlation from the 
first 3 modes and the residual. The overall correlation skill 
R in (23) for annual mean SST for the North Pacific PDO 
area (given by the overall height of the bar) is about 0.6 for 
the first year and declines comparatively rapidly for years 
2–4 and then is more or less stable or slightly declining at 
later times. The 90% bootstrap confidence intervals shown 
in the figure indicate that the overall correlation skill is 
statistically significant for the first 4 years of the forecasts 
and for the simulations, and is marginally or not significant 
for later years. The forecast skill at range 1 is significantly 
larger than that of the simulations, as implied by the cor-
responding confidence intervals in the figure, but it is not 
so for longer ranges according to the 90% confidence level 

R̂1 = r
(
a1, b1

)

R̃1 = r(a1, b1)s(e1, f1)

R1 = w(a1, b1)r(a1, b1)s(e1, f1)

Fig. 6   The weight function from (25) for the first three modes, giv-
ing the contribution of modal correlations to the overall correlation 
skill, are plotted as blue, red and green solid bars respectively. The 
corresponding weights for the first three modes of the simulations are 
plotted as hatched bars. The 90% confidence intervals are indicated

Fig. 7   The components of the PDO correlation R1 from (24) for the 
forecasts (solid bars) and simulations (hatched bars). The temporal 
correlation of the expansion coefficients (red) is discounted by the 
imperfect correlation between the observation- and forecast-based 
EOFs (green) and subsequently weighted by the variances involved to 
produce the contribution R1 (blue) of the PDO to the overall area cor-
relation R. The 90% confidence intervals are indicated

Fig. 8   The cumulative contributions R = R1 + R2 + (R3 = 0) + R∗ to 
the overall SST correlation from the first three modes plus the resid-
ual. The contribution from the third mode is effectively zero. For each 
forecast range (solid bars) and for the simulations (hatched bars), the 
contribution of modes R1 and R2 are indicated respectively by the blue 
and red sectors and that of R∗ by the shades of black. The 90% confi-
dence intervals of the overall correlation skill are indicated
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from the bootstrap procedure applied to the differences in 
the correlations (not shown). The overall correlation for 
the simulations presumably reflects the residual effects of 
the forced signal that has not been completely removed i.e. 
by subtracting out the global mean SST at each point. The 
forecast correlation value is slightly smaller at longer fore-
cast ranges than that of the simulations. This suggests that 
either the “forced signal” removal is more successful in the 
forecasts than in the simulations or, perhaps due to errors 
associated with initialization, the forecast skill of the PDO 
“overdecays” and would recover to the simulation value at 
longer �.

The PDO correlation R1 is the main contributor to the 
overall correlation skill R at least for the first 5 years while 
mode 2 correlation R2 contributes very little and mode three 
correlation R3 essentially contributes not at all. The residual 
correlation R∗ contributes to the overall skill during the first 
year of the forecast and modestly afterwards.

9 � Summary and conclusions

The PDO is, as identified here, the leading empirical orthog-
onal function (EOF) of annual mean SST anomalies in the 
Pacific Ocean between 20◦ N and 60◦N after removing the 
global mean SST, together with its associated principal 
component (PC) time series. It is the dominant contribu-
tion to annual mean SST variance, accounting for some 40% 
of the total based on the ERSSTv5 data set. The CCCma 
climate model is used both for simulations and for decadal 
predictions and the leading EOFs of the simulations and the 
predictions are identified as the respective simulated and 
forecast EOFs of the PDO. There are corresponding higher 
order modes which account for less of the variability. The 
EOF analysis applies to the 1971–2015 period for all of the 
observations, forecasts and simulations.

The observation-based EOFs differ from those of the 
forecasts and simulations which also differ from one another. 
These represent differences in the structures of the respec-
tive representations of the PDO (and higher order modes) 
in the observations, forecasts, and simulations. The forecast 
EOFs are functions of forecast range � while the EOFs of 
the simulations and observations are not. The CCCma model 
reproduces the spatial pattern of the observation-based PDO, 
i.e. the leading EOF, quite well (spatial correlation skill near 
0.8) for both simulations and forecasts with rather modest 
differences with forecast range. This is the case also for the 
second, but not the third mode.

The temporal behaviour of the observation based, fore-
cast, and simulated PDOs is carried by the respective expan-
sion functions. For the forecasts the correlation skill com-
pared to the observations behaves more or less as expected 
with values near 0.7 for year 1 forecasts and with values 

declining toward zero subsequently. The value of the tempo-
ral correlation skill of the simulated PDO with the observa-
tions is comparatively small but non-zero, at least as calcu-
lated, suggesting some residual of the forced component of 
variability may be involved.

The correlation skill of the PDO, considered in isolation, 
is the product of the spatial correlation of the EOFs and the 
temporal correlation of the expansion functions. While the 
PDO is the dominant mode it does not account for all of 
the annual mean SST variability and its contribution to the 
overall correlation for the region is determined by a weight 
function involving the fraction of the variability accounted 
for by the observed and forecast modes.

The approach adopted here discriminates between obser-
vation-, forecast-, and simulation-based versions of the 
PDO’s spatial structure in order to compare the respective 
PDOs as such rather than as their projections on a particular 
set of basis function. Results obtained when expanding the 
forecasts and simulations in terms of the observation-based 
leading EOFs, for instance, do not consider this mismatch 
which could be considerable. In the case of the CCCma 
model’s simulations and forecasts, the model generated PDO 
patterns are comparatively close to the observation based 
version, as measured by spatial correlation.

The overall correlations skill for the North Pacific is 
dominated by the PDO with a small contribution from the 
second mode and none from the third mode. The non-PDO 
components associated with the rest of the variability also 
contribute modestly.

This general approach can be applied to other skill meas-
ures and, potentially, to estimates of the predictability of 
the PDO and other modes. The novelty and virtues of the 
method are that the leading EOF, i.e. the PDO, of the obser-
vations is compared to the leading EOF of the forecasts and 
simulations, that the temporal skill of the PDO is calculated 
separately, and that the several contributions to the over-
all skill for the North Pacific PDO region is obtained. The 
approach is also suitable for comparing PDO skill across 
models in terms of EOF structures, expansion coefficients, 
skill components, and overall area skill.
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