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Abstract
At the same temperature, below 0 °C, the saturation vapor pressure (SVP) over ice is slightly less than the SVP over liquid 
water. Numerical models use the Clausius–Clapeyron relation to calculate the SVP and relative humidity, but there is not a 
consistent method for the treatment of saturation above the freezing level where ice and mixed-phase clouds may be present. 
In the context of current challenges presented by cloud microphysics in climate models, we argue that a better understanding 
of the impact that this treatment has on saturation-related processes like cloud formation and precipitation, is needed. This 
study explores the importance of the SVP calculation through model simulations of the Indian summer monsoon (ISM) using 
the regional spectral model (RSM) at 15 km grid spacing. A combination of seasonal and multiyear simulations is conducted 
with two saturation parameterizations. In one, the SVP over liquid water is prescribed through the entire atmospheric column 
(woIce), and in another the SVP over ice is used above the freezing level (wIce). When SVP over ice is prescribed, a thermo-
dynamic drying of the middle and upper troposphere above the freezing level occurs due to increased condensation. In the 
wIce runs, the model responds to the slight decrease in the saturation condition by increasing, relative to the SVP over liquid 
water only run, grid-scale condensation of water. Increased grid-scale mean seasonal precipitation is noted across the ISM 
region in the simulation with SVP over ice prescribed. Modification of the middle and upper troposphere moisture results in 
a decrease in mean seasonal mid-level cloud amount and an increase in high cloud amount when SVP over ice is prescribed. 
Multiyear simulations strongly corroborate the qualitative results found in the seasonal simulations regarding the impact 
of ice versus liquid water SVP on the ISM’s mean precipitation and moisture field. The mean seasonal rainfall difference 
over All India between wIce and woIce is around 10% of the observed interannual variability of seasonal All India rainfall.
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1 Introduction

In numerical models, the calculation of saturation vapor 
pressure (SVP) in the atmosphere is most typically done 
through iterations of the Clausius–Clapeyron equation with 
the input of the local temperature. This is then used to cal-
culate other moisture variables, such as the relative humid-
ity, which are used throughout the model for the specified 
time step. The SVP calculation is essential because cloud 

formation is observed at relative humidities at or very close 
to saturation (Yau and Rogers 1989). Below the freezing 
point (0 °C), formation of ice is possible and saturation over 
ice occurs at a slightly lower vapor pressure than over water. 
This means that cloud formation will differ depending on 
whether ice or water is present. However, above the freezing 
level, clouds are often mixed-phase depending on whether or 
not ice nuclei are present. Since ice nuclei are less abundant 
than condensation nuclei (Murray et al. 2012), it is common 
to find supercooled water drops above the freezing level.

The general convention for radiosonde observations is 
to report the relative humidity with respect to liquid water 
throughout the atmospheric column (WMO 1988, 2015a). In 
a recent World Meteorological Organization (WMO) report 
(WMO 2015b), it was acknowledged that national prac-
tices often differ in the method used to calculate dewpoint 
and frost point. Observational and theoretical studies of 
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relative humidity by Korolev and Isaac (2006) and Korolev 
and Mazin (2003) concluded that in mixed-phase clouds 
the relative humidity is close to the saturation over water, 
whereas in ice-phase clouds the relative humidity can be 
lower than the saturation over ice or supersaturated over ice 
but is always lower than the saturation over water. A review 
study by Murphy and Koop (2005) recommended reporting 
the relative humidity with respect to ice below 0 °C because 
of the uncertainty in measurements of the vapor pressure of 
supercooled water. Considering these studies and recom-
mendations, it is apparent that a consistent method for cal-
culating moisture and humidity variables does not yet exist.

Because a substantial portion of the troposphere holds 
temperatures below the freezing point, the potential impact 
on a numerical model due to the treatment of saturation in 
this region should not be ignored. The assumptions made 
about saturation in the freezing region will affect the water 
vapor distribution, the cloud amount, the precipitation, and 
the radiative flux through the atmosphere, regardless of 
whether the cloud scheme is prognostic or diagnostic. Cur-
rently, there is not a consistent treatment of ice and liquid-
phase moisture variables in numerical models. Some have 
specified saturation over water for mixed-phase clouds (e.g., 
Rotstayn et al. 2000; Tremblay and Glazer 2000), but most 
use separate temperature conditions to divide the regions 
where liquid, mixed and ice phase clouds are assumed to 
form (e.g., Fowler et al. 1996; Moorthi et al. 2001; Slingo 
1980; Lohmann and Roeckner 1996). Table 1 compiles a 
list of the saturation conditions used in five Coupled Model 
Intercomparison Project Phase 5 (CMIP5) models. Note that 
the way moisture variables (e.g. relative humidity) are repre-
sented in model output, may not reflect how they are treated 
internally within the model. Table 1 is meant to reflect 
how the moisture and saturation is treated internally, as it 
relates to cloud formation for each model. Several models 
including the National Center for Environmental Prediction 
(NCEP) Climate Forecast System version 2 (CFSv2), the 
Geophysical Fluid Dynamics Laboratory (GFDL) AM3, 
and the National Center for Atmospheric Research (NCAR) 

CCSM4 treat the region between 0 and − 20 °C as the mixed 
phase region, and linearly interpolate the SVP from satura-
tion over liquid at 0 °C, to saturation over ice at − 20 °C. The 
NASA GISS ModelE calculates the saturation over water 
for all layers below − 4 °C over the ocean and − 10 °C over 
land, and all layers above − 35 °C are saturation over ice. 
In between a probability exists for either phase but not both 
(either liquid or ice but not mixed). The reasoning for each 
temperature condition is tied directly to what cloud phase 
is assumed to be formed at those temperatures. Note that 
large differences exist in the assumptions made between the 
group of models which designate 0 to − 20 °C for mixed 
saturation, and the NASA and Max Planck Institute (MPI) 
models.While numerous formulations exist to address the 
basic principle of saturation, relatively little attention has 
been paid to the potential sensitivity that the treatment of 
saturation has within a numerical model.

On the other hand, the role that clouds play in climate has 
received an enormous amount of attention since the satellite 
era began. Relative to a cloud-free atmosphere, clouds cool 
the mean global climate by increasing Earth’s albedo and 
reflecting incoming solar radiation back to space, and warm 
the mean global climate by absorbing and trapping longwave 
radiation emitted from Earth (Ramanathan 1987). Ramana-
than et al. (1989) demonstrated that in our current climate, 
albedo and solar effects are larger than the heat trapping 
longwave effects, thus clouds have a net cooling effect on the 
global climate. How these effects change with a warmer cli-
mate is referred to as the “cloud radiation feedback”. Many 
authors have identified the cloud radiation feedback as one 
of the most important remaining questions in understanding 
and modeling future climate change (Dessler 2010; Stephens 
2005; Bony et al. 2015; Randall et al. 2007). Additionally, 
the relative composition of hydrometeors and liquid versus 
ice content within clouds has a strong impact on radiative 
fluxes through the atmosphere (Matus and L’Ecuyer 2017). 
The representation of cloud ice and its thermodynamic and 
radiative properties in climate models could be a cause for 
remaining uncertainties in modeling future climate change 

Table 1  Climate model SVP parameterizations

Model Liquid Mixed Ice

CFSv2
Saha et al. (2014)

T > 0 °C Linearly interpolate between liquid and ice for 0 °C > T > − 20 °C T < − 20 °C

GFDL-AM3
Donner et al. (2011)

T > 0 °C Linearly interpolate between liquid and ice for 0 °C > T > − 20 °C T < − 20 °C

NASA-GISS ModelE
Schmidt et al. (2014)

If over ocean, T > − 4 °C, if 
over land, T > − 10 °C

Probability exists for either phase if over ocean and, 
− 4 °C > T > − 35 °C or over land if − 10 °C > T > − 35 °C

T < − 35 °C

CCSM4
Meehl et al. (2012)

T > 0 °C Linearly interpolate between liquid and ice for 0 °C > T > − 20 °C T < − 20 °C

MPI-ESM
Giorgetta et al. (2013)

T > − 35 °C Saturation over liquid water assumed T < − 35 °C
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(Waliser et al. 2009, 2011; Su et al. 2011). A recent study 
by Tan et al. (2016) reported a major source of uncertainty 
in CMIP5 climate projections that is attributed to inaccura-
cies in the production of ice in mixed-phase clouds from the 
CMIP5 model schemes. A major source of ice crystal growth 
within mixed-phase clouds is the Wegener–Bergeron–Find-
eisen (WBF) process (Pruppacher and Klett 1978) whereby 
ice grows at the expense of liquid water in a mixed phase 
cloud. SVP between that over ice and that over liquid water 
is a necessary but not sufficient condition for ice crystal 
growth by WBF in mixed-phase clouds.

The ISM is one of the dominant yearly tropical circula-
tions and has far-ranging teleconnections to regions from 
the equatorial east Pacific to east Africa and the Arabian 
Deserts (Webster et al. 1998). The ISM provides upwards 
of 80% of the annual rainfall for the Indian subcontinent 
and thus India’s agricultural and economic well-being are 
closely tied to the ISM (Parthasarathy et al. 1994). With 
nearly a quarter of the world’s population living within this 
monsoon region, the importance of studying the ISM cannot 
be overstated, especially in light of longstanding difficulties 
with modeling the ISM (Waliser et al. 2003; Sperber et al. 
2012; Sabeerali et al. 2014). However, significant progress 
has been made recently to improve the resolution and param-
eterization of clouds and their microphysics in the CFSv2 
(Abhik et al. 2017; Ramu et al. 2016; Goswami et al. 2015), 
which is currently used operationally at the India Meteoro-
logical Department (IMD) for seasonal ISM forecasting. As 
a result of improvements to the cloud representation in the 
CFS, Abhik et al. (2017) and Goswami et al. (2015) found 
improved propagation of the ISM intraseasonal oscillation 
and its associated rainfall signature. In addition, several 
recent studies have documented the importance of the ISM’s 
cloud characteristics for understanding the observed rainfall 
patterns (Kumar et al. 2014) and the propagation (Jiang et al. 
2011; Abhik et al. 2013; Wang et al. 2015) and identification 
of intraseasonal oscillations (Rajeevan et al. 2013).

For this study, we conducted seasonal and multiyear sim-
ulations of the ISM using the regional spectral model (RSM; 
Juang and Kanamitsu 1994; Kanamitsu et al. 2010) in order 
to understand how the representation of ice and liquid water 
saturation within a climate model reflects upon the mean 
seasonal ISM. The authors believe the ISM region to be ideal 
for a study such as this because of the enormous amount of 
rainfall, convection and water vapor that is present during 
the monsoon, especially in the upper atmosphere (Gettelman 
et al. 2006). The focus of this model experiment is based 
on a comparison of simulations where SVP over ice above 
the freezing level is calculated (wIce), with an identical set 
of simulations where SVP over liquid water is calculated 
throughout the atmospheric column (woIce). The calcula-
tion of SVP filters down to all other moisture variables such 
that we anticipate the first order effect from the difference in 

SVP in the two sets of simulations to be seen in the moisture 
field. We expect that an important second order effect will be 
observed in cloud distributions of model layers that lie above 
the freezing level. Here, we emphasize that the scope of this 
study is limited to an evaluation of the impact that the SVP 
calculation has on the seasonal mean ISM representation in 
the model. In some cases, vastly different assumptions are 
made regarding SVP in numerical models currently used, 
including the climate models shown in Table 1. To date, 
there has not been an attempt to understand the implications 
of different saturation assumptions above the freezing level 
and the effect this may have on a model’s humidity distribu-
tion, precipitation, cloud amount, and radiative flux.

The layout of this paper is as follows: in Sect.  2 we 
provide the RSM’s setup, the experimental design, and a 
description of the cloud scheme used in the model includ-
ing a discussion of how this is important for the study. A 
verification of the methodology used to calculate the SVP 
over water and ice in the two separate sets of simulations is 
also provided in Sect. 2. Section 3 begins with a comparison 
of the mean seasonal cloud layer amount and precipitation 
from the seasonal simulations with observational data. We 
then assess the differences in the mean seasonal moisture 
and temperature between the wIce and woIce simulations. 
That is followed by a discussion of the effects on cloud 
distributions and radiative fluxes, and finally, the results 
from the multiyear wIce and woIce experiments are shown 
in the context of the impact of the imposed SVP changes. 
The degree to which the multiyear simulations and seasonal 
simulations are consistent in terms of the impact from SVP 
changes is discussed. A summary and conclusions are pro-
vided in Sect. 4.

2  Data, model setup, and experimental 
design

2.1  Model and experimental setup

The regional spectral model (RSM; Juang and Kanamitsu 
1994; Kanamitsu et al. 2010), originally developed at the 
National Center for Environmental Prediction (NCEP), is 
used in all model simulations for this study. The RSM uses 
a spectral method to evaluate the primitive equations. Pre-
viously it has been used in a host of regional climate stud-
ies (Stefanova et al. 2012; Li et al. 2013a, b; Li and Misra 
2014). This study focuses strictly on the impact in the RSM 
simulation with prescribed SST and includes no coupling 
to an ocean model.

For this study, seasonal simulations were conducted for 
the period May 1–October 15 for 5 separate years (2001, 
2003, 2005, 2012 and 2013). These years were selected 
because neutral El Niño Southern Oscillation (ENSO) 
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conditions were present in the Niño 3.4 region (5°S–5°N 
and 170°–120°W) and it was desirable to avoid possible 
influence on the ISM from an ENSO event (Rasmusson and 
Carpenter 1983; Webster et al. 1998). It is, however, rec-
ognized that the ISM exhibits interannual variability from 
other sources such as Indian ocean dipole (IOD) (Ashok 
et al. 2001; Saji et al. 1999), Himalayan mountain snow pack 
(Hahn and Shukla 1976) and internal variations of the ISM 
itself (Krishnamurthy and Shukla 2000, 2007; Goswami 
1998). Influence from these conditions on our model results 
cannot be ruled out, however we have mitigated the influ-
ence of ENSO on the ISM through the selection of these 
5 neutral years.

For each season we conducted two simulations, each with 
a different SVP parameterization. In one, the SVP was calcu-
lated with respect to liquid water in all model layers where 
the temperature is greater than 0 °C, and then for all layers 
above the freezing level (below 0 °C), calculated with respect 
to ice. These simulations are referred to as wIce (“with ice”). 
In a second set, the SVP was calculated with respect to liquid 
water throughout the atmospheric column. These simula-
tions are referred to as woIce (“without ice”). A total of ten 
seasonal simulations were carried out. The method used to 
calculate the SVP follows Marx (2002). This method offers 
high accuracy outside the observed atmospheric tempera-
ture domain while maintaining a high level of computational 
efficiency. It was noted in Shimpo et al. (2008) that there are 
discrepancies between parameterizations in the RSM and the 
method used for calculating relative humidity and SVP. For 
this study, the method used for calculating SVP (and relative 
humidity) was implemented throughout the model and all 
of its parameterizations so that it is consistent. In addition 
to seasonal runs, two 13-year simulations were conducted 
from 2001 to 2013 using the same domain configuration 
and boundary conditions as the seasonal runs. One of these 
multiyear runs used the wIce parameterization and the other 
used the woIce parameterization.

The model domain chosen for this study (Fig. 1) encom-
passes the major features of the ISM region and provides a 
sufficient area over which to simulate the ISM. The horizon-
tal grid spacing is 15 km with 28 terrain following sigma-
coordinate vertical levels that are identical to those used by 
the NCEP-DOE reanalysis (R2; Kanamitsu et al. 2002). The 
shortwave and longwave radiation schemes used are Chou 
(1992) and Chou and Suarez (1994) respectively. For the 
convection scheme, the RSM uses a Relaxed Arakawa–Schu-
bert scheme (Moorthi and Suarez 1992). Atmospheric 
boundary conditions were provided by NCEP R2 reanalysis 
(Kanamitsu et al. 2002) along with daily updated optimum 
interpolation sea surface temperature (SST; Reynolds et al. 
2007) data for the ocean boundary conditions. The RSM uti-
lizes a scale selective bias correction (SSBC; Kanamaru and 
Kanamitsu 2007), which prevents the model on the largest 

spatial scales resolved within the regional model, from devi-
ating from the large-scale lateral boundary conditions (in 
this case R2 reanalysis).

2.2  Observational datasets

In addition to the ocean and atmospheric datasets used for 
boundary conditions in these model simulations, we also 
utilized several observational datasets for comparison and 
validation of the model results. The Global Precipitation 
Climate Project (GPCP) version 1.2 (Huffman et al. 2012) 
monthly mean (2.5° by 2.5°) rainfall data, for the period 
1997–2006, were used for validation with the model’s sea-
sonal mean rainfall. For the same period, daily outgoing 
longwave radiation (OLR) (Liebmann and Smith 1996) 
retrievals from the advanced very high resolution radiometer 
(AVHRR) were used for comparison with modeled seasonal 
OLR. NCEP R2 reanalysis winds and specific humidity were 
also used in validating and analysis of model results.

Because of the direct relevance of cloud distribution 
and statistics to this study, it was important to evaluate the 
modeled cloud statistics against an observational dataset 
and to understand what the observed mean cloud distri-
bution should look like during the ISM. For this purpose, 
two widely used satellite datasets of cloud statistics: the 
International Satellite Cloud Climatology Project (ISCCP; 
Rossow and Schiffer 1991, 1999) and the moderate reso-
lution imaging spectroradiometer (MODIS) are available. 
While both datasets are reliable choices for resolving the 

Fig. 1  Model domain used for all simulations in this study. Darker 
shades of brown indicate increasing height of topography. The solid 
black line along 65°E–90°E indicates the grid points used to con-
struct Fig. 2
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column-integrated cloud field (total cloud), it was pointed 
out by Chang and Li (2005) that ISCCP has difficulty detect-
ing the cloud tops of layered or overlapped clouds when, for 
instance, thin high cirrus clouds overlay thicker low clouds. 
MODIS attempts to improve upon the detection of these thin 
cirrus clouds by using  CO2 slicing (Platnick et al. 2003). 
For these reasons, we chose to use the layered-cloud and 
column integrated cloud amounts provided by MODIS level 
3 daily data (Platnick et al. 2015) for comparison with mod-
eled clouds.

2.3  Cloud scheme

For this study, the RSM uses a cloud scheme based on Slingo 
(1987), Slingo and Slingo (1991) in which cloud fraction is 
diagnosed at each grid cell based on atmospheric conditions 
that are physically relevant to cloud formation such as, rela-
tive humidity, vertical velocity, and inversion strength in the 
case of low level clouds. Slingo (1987) groups clouds into 
four categories, three of which are based on height (i.e., 
low, medium, high) and a fourth for convective clouds. For 
low, middle, and high clouds diagnostic equations for the 
cloud amount as a function of the mean background relative 
humidity of a grid cell are in the form:

where C is the cloud amount, RH is the mean relative humid-
ity in the grid cell, and  RHc is the critical relative humidity. 
 RHc is set to 0.85 for high clouds over land and ocean, 0.65 
for middle clouds over land, 0.85 for middle clouds over 
ocean, 0.9 for low clouds over land, and 0.7 for low clouds 
over ocean. For low clouds, there are two additional param-
eterizations to account for the possible presence of boundary 
layer inversion type clouds or low level clouds associated 
with synoptic scale disturbances, but these will not be dis-
cussed in detail here. Convective clouds can occupy any of 
the three other levels and the amount comes directly from 
the convection scheme.

It is recognized that the use of a diagnostic cloud scheme 
in this case may have disadvantages. For one, the absence 
of prediction of cloud water or ice is limiting in the detail 
by which the cloud amount is calculated as well as the rep-
resentation of precipitation that is not convective in nature. 
Further, the large-scale precipitation in RSM is produced 
from the instant removal of supersaturation. We argue, how-
ever, that the advantages to using a more detailed prognos-
tic cloud water scheme are small here. In a study of four 
cloud schemes (one of which was Slingo) in the G-RSM 
(Global-RSM), Shimpo et al. (2008) found little benefit to 

(1)
C =

(

RH − RH
c

1 − RH
c

)2

, for RH > RHc

C = 0, for RH ≤ RHc

using a prognostic cloud scheme. They concluded that no 
single cloud scheme could be distinguished from the others 
as clearly better performing. Shimpo et al. (2008) recom-
mended improvements to several common cloud water pre-
diction schemes on account of their poor representation of 
cloud water relative to observations. Furthermore, in a study 
of three cloud prediction schemes, one being the Slingo 
scheme, and another being the Xu and Randall (1996) prog-
nostic cloud water scheme, Wood and Field (2000) found 
that the Slingo scheme performs relatively well in terms 
of cloud amount when compared to observations and the 
Xu and Randall scheme. While a prognostic cloud scheme 
with additional parameterizations for cloud microphysical 
processes that are not included in a diagnostic scheme like 
Slingo is preferable, we argue that these additional processes 
may not have direct relevance to the SVP calculation. Rela-
tive humidity on the other hand, is clearly and quite directly 
affected by the SVP. We would then argue that a cloud 
scheme that determines cloud amount mainly as a function 
of relative humidity is the most direct way of testing the 
impact of SVP on cloud distribution qualitatively. Essen-
tially, we offer this experiment using the Slingo scheme as 
an initial step toward understanding the affect that SVP has 
on a numerical simulation. Still, we recognize that the ben-
efits of a more detailed representation of cloud microphysi-
cal processes would offer a more complete test, and we are 
exploring additional experiments with more complex cloud 
schemes that will be reported in a future study.

2.4  Verification of ice vs. liquid water relation

Before entering into an analysis of the model results, it is 
important to first understand the theory behind the changes 
that have been made to the model and to verify that the 
model is indeed producing what we expected from the 
changes made to the calculation of SVP. The theoretical 
difference between the wIce and woIce simulations were 
how SVP was calculated above the freezing level. This is 
understood through the Clausius–Clapeyron relation which 
is used to calculate SVP in the model.

Equations (2) and (3) are Clausius–Clapeyron relations 
for calculating SVP over water and ice, respectively, where 
 es is the SVP over water,  esi is the SVP over ice,  To is the 
freezing point (273.15 K), T is the environmental tempera-
ture,  rv is the gas constant for moist air, and ε is the vapor 
pressure at temperature  To.  lv and  ls are the latent heat of 
vaporization and sublimation respectively. Equation (2) is 

(2)e
s
= �e

lv

rv

(

1

T0
−

1

T

)

(3)e
si
= �e

ls

rv

(

1

T0
−

1

T

)
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then representative of SVP calculation in the woIce runs 
and Eq. (3) is representative of SVP calculation in the wIce 
runs, above the freezing level. We can verify this by plotting 
the model derived SVP and corresponding temperature in 
the wIce and woIce runs along with the theoretical Clau-
sius–Clapeyron relation for ice and liquid water (Fig. 2a). 
We expect that the SVP derived in the wIce runs should 
follow the theoretical curve for SVP over ice and that the 
SVP derived in the woIce runs should follow the theoretical 
curve for SVP over liquid water. In general, this was the case 
as shown in Fig. 2a. Taking the hourly model derived SVP 
and temperature from grid points along an equatorial cross 
section, we found that the points from wIce and woIce were 
very closely clustered around their respective Clausius–Cla-
peyron relation. The SVP from the model shown here will 
not exactly follow the Clausius–Clapeyron relation for a few 
reasons: (1) the SVP is inferred from the specific humidity 
(q) and relative humidity, so it is not the exact SVP from the 
model at that timestep and (2) the output from the model is 
interpolated to pressure levels from the native sigma levels.

We are also interested in the difference in SVP between 
wIce and woIce on hourly timescales because this will 
have direct implications for differences in cloud formation 
between wIce and woIce. The difference in SVP will also 
be important for beginning to understand how sensitive the 
model is to the SVP calculation. Figure 2b shows the dif-
ference in SVP (for a given temperature) between wIce and 
woIce from model levels at the same locations as in Fig. 2a. 
The theoretical difference in SVP from Clausius–Clapey-
ron is also shown for comparison. Notice that the greatest 
theoretical difference in SVP for ice and liquid water is at 
− 12.5 °C. Notice also that the data in Fig. 2b (and Fig. 2a) 
are clustered according to the model level that they are taken 
from and that, in this case, there are three clusters for this 
temperature range that correspond to 500, 400 and 300 mb. 
The greatest difference in SVP is then theoretically between 
400 and 500 mb in the atmosphere for this equatorial region. 
The data from the 300 mb level generally follows the theo-
retical relation closely while grid points near the max SVP 
difference at − 12.5 °C shows greater variability. In general, 
it seems that the departure of the model from the theoretical 
SVP difference increases near the maximum difference at 
− 12.5 °C.

3  Results and discussion

3.1  Comparison with observations

We expect that, because of changes made to the calculation 
of SVP in the model experiments and by association the 
moisture and relative humidity, the model cloud-layer fields 
will differ between wIce and woIce, especially in the middle 

and high cloud regime where most the atmosphere is below 
0 °C. To start, we evaluated the modeled high, middle, low 
and total cloud fields against the satellite derived fields from 
MODIS. It is important to note, however, that the cloud layer 
and total cloud amounts from RSM are calculated using a 
maximum-random overlap assumption while MODIS cloud 
fields were derived from the satellite’s top-down view from 
space with no assumptions about cloud overlap. Therefore, 

(a)

(b)

Fig. 2  a The SVP (hPa) plotted with the temperature of grid points 
taken from the region indicated in Fig. 1. Red dots indicate data from 
grid points in the woIce simulation while blue dots indicate data from 
the wIce simulation. The dotted black line indicates the SVP calcu-
lated with respect to ice using the Clausius–Clapeyron relation and 
the solid black line indicates the SVP calculated with respect to water 
using the Clasius–Clapeyron relation. b The difference in SVP (hPa) 
(esice  −  eswater) plotted with the corresponding temperature at grid 
points taken from model simulations at the same locations as in (a). 
The solid black line in b indicates the difference of SVP calculated 
with respect to ice minus the SVP calculated with respect to water 
using the Clausius–Clapeyron relation. The shading of the points in 
a and b indicate the probability density function of the data using a 
Gaussian kernel density estimation. Higher probability density values 
indicate greater clustering of the data. All data are gathered in both 
simulations from 00z May 29 to 00z May 31 2001 at hourly intervals. 
Note that model output is in pressure levels and data are clustered 
into three groups which correspond to 500, 400, and 300 mb
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to facilitate comparison with MODIS, the model cloud layer 
fields were transformed to mimic a top-down view of the 
cloud layers following the method of Weare (2004) and 
Shimpo et al. (2008). For modeled high clouds, the amount 
is theoretically the same as that seen from space by MODIS. 
For middle clouds, the amount “as seen from space” is equal 
to the model derived middle cloud amount minus the high 
cloud amount that obscures the middle clouds using a “ran-
dom overlap assumption.” This can be expressed in the fol-
lowing relation:

where high_cf is the model-derived high cloud amount, 
mid_cf is the model-derived middle cloud amount and 
mid_asfs_cf is the middle cloud amount as seen from space 
in the model. The low cloud amount that is as seen from 
space is then the model derived low cloud amount that is 
not obscured by middle or high clouds, or

where low_cf is the model-derived low cloud amount and 
low_asfs_cf is the low cloud amount as seen from space in 
the model.

Utilizing the relations above, we compared the mean 
monthly May–September cloud layer and total cloud 
amounts from the seasonal simulations with MODIS in 

(4)mid_asfs_cf = mid_cf ∗ (1 − high_cf)

(5)
low_asfs_cf = low_cf ∗ (1 −mid_cf) ∗ (1 − high_cf)

Fig. 3. Both the modeled clouds and MODIS follow the 
monsoon seasonal cycle with a steady increase in cloud 
amount from May–June in the lead up to onset, and a peak 
in cloud amount occurring in July that coincides with the 
peak of the monsoon season before a decrease in clouds 
and convection from August–September. The model simu-
lations generally showed more monthly variability than 
MODIS, especially with respect to high cloud amount. The 
model overestimated the high cloud amount during the peak 
of the monsoon season with respect to MODIS. This may 
be a symptom of the high cloud amount being sensitive to 
the activity of the convective parameterization. The mid-
dle cloud amount was also overestimated in the model, and 
showed greater seasonality than MODIS, while the low 
cloud amount was the only layer underestimated. Li and 
Misra (2014) also noted a bias for underestimation of low 
clouds in the RSM. With respect to total cloud amount, again 
we found strong seasonality in the model clouds which leads 
to underestimation outside of the peak monsoon months.

In comparing the wIce and woIce mean cloud amounts, 
we found the largest difference in the middle and high 
clouds where the high cloud amount in wIce was consist-
ently larger by 5–7%. Middle clouds, however, were fewer 
in the wIce simulations by 1–3%. The total column cloud 
layer amount increased in wIce due mainly to the significant 
increase in high clouds. It is worth noting that the mean 

Fig. 3  Monthly area aver-
aged a high, b middle, c low, 
and d total cloud fraction (%) 
during ISM months over the 
ISM region, 5°S–25°N and 
60°E–95°E. The mean of the 
five seasonal wIce and woIce 
simulations are represented in 
the red solid and red dashed 
lines respectively. MODIS 
monthly cloud fraction data 
averaged over a 13-year period 
(2002–2015) are represented 
with a solid black line. The mid-
dle and low cloud amounts from 
the model are transformed to be 
“as seen from space” to facili-
tate comparison with MODIS 

(a)

(b)

(c)

(d)
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cloud differences between wIce and woIce were nearly uni-
form across the monsoon season and did not change sign.

To evaluate the mean monsoon in the model simula-
tions, we compared the model’s June, July, August, Sep-
tember (JJAS) mean rainfall, OLR, and 850 hPa circulation 
with observations during the 10-year period 1997–2006 in 
Fig. 4. The model simulations tended to precipitate more in 
the inter-tropical convergence zone (ITCZ) region over the 
Equatorial Indian Ocean than in the GPCP observations. 
Over land, the model simulations and GPCP rainfall were in 
better agreement and the two main precipitating regions over 
the Western Ghats and Myanmar coast were easily iden-
tifiable in the model. It is clear from Fig. 4 that the mean 
seasonal rainfall in wIce and woIce appears very similar 
and that a closer analysis is needed (addressed in Sect. 3.4).

3.2  Moisture and thermodynamics

The distinction between wIce and woIce is in the calculation 
of SVP above the freezing level. Therefore, it is important to 
first locate the freezing level and determine its spatial vari-
ability in the ISM region. Figure 5a shows the JJAS mean 
freezing level across the model domain for the wIce simula-
tions. We found that there was little difference in the height 
of the freezing level between wIce and woIce (not shown), 
and thus Fig. 5a can be taken as representative of both sim-
ulations. In general, the freezing pressure level decreases 
(increases in height) from south to north across the domain 
but remains between 600 and 500 hPa. Coincident with this 
rise in the freezing level was an increase in seasonal mean 
specific humidity (q) between the 600 to 500 hPa layer in 
the R2 reanalysis forcing (Fig. 5b). It follows then that the 
potential change in saturation is greater over India and the 
Bay of Bengal (BoB), where there is a maximum in q, when 
saturation over ice is calculated instead of over liquid water. 
To consider whether this was indeed the case, Fig. 6 shows 
a zonally-averaged cross-section of the difference (wIce-
woIce) in mean relative humidity, q and temperature with 
height for the JJAS period during the model simulations. A 
clear relative drying at the freezing level was apparent in 
the wIce simulations from the RH and q profiles (Fig. 6a, 
b). The maximum in relative drying from 10°N to 20°N 
between 500 and 600 hPa is a consequence of a coincident 
maximum in available moisture over India and the BoB. The 
amount of drying with respect to q decreased with height 
(Fig. 6b) because there is generally less water vapor with 
increasing height. A portion of the drying is also observed in 
q and RH below the mean freezing level. The reasons for this 
relative drying are related to two processes which involve 
convection. First, when vigorous convection occurs, con-
densation and rainfall will be increased above the freezing 
level in wIce relative to woIce. Precipitation will fall into the 
layers below the freezing level which will then trigger those 

(b) wIce

(a) GPCP

(c) woIce

20 knots

Fig. 4  a GPCP daily rain rate (mm/day) shaded, R2 850  hPa wind 
vectors (knots), and AVHRR satellite derived OLR (W/m2) aver-
aged over JJAS for the 10-year period 1997–2006. And JJAS mean 
rain rate, OLR, and 850 hPa wind vectors for the five seasonal model 
simulations b wIce and c woIce; the contour interval for the OLR is 
20 W/m2. Precipitation over high terrain (the Himalayan mountains) 
is removed
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layers, which are already close to saturation, to consequently 
condense and precipitate as well, thereby removing moisture 
from the column below the freezing level. A second process 
which can lead to drying below the freezing level is large-
scale subsidence in association with convection. In the wake 
of convection, large-scale subsidence may bring relatively 
dryer air above the freezing level down to the layers adjacent 
to the convection below the freezing level. This is the result 
of condensation and rainfall occurring in the model levels 
above, precipitating into the layers below the freezing level, 
which then triggers those layers to saturate from evaporation 
of falling precipitation and consequently condense, serving 
as a moisture sink. For these layers below the freezing level, 
the seasonal mean water vapor removed as a result of con-
densation, and precipitation, and large-scale subsidence is 
greater than the addition of water vapor from evaporation 
into unsaturated layers.

As soon as the freezing level is crossed in wIce simu-
lations, the saturation-specific humidity is dropped to be 
over ice. This means that the air will immediately be closer 
to saturation and, in some cases, may be supersaturated in 
the layers near the freezing level. With little change in the 
moisture advection and overall mean circulation between 
the wIce and woIce runs, the changes in the tendency of 
q between the two model simulations is then a function of 
precipitation and condensational processes. Any water vapor 
that condenses in the model is assumed to fall out as precipi-
tation, leading to a decrease in q. In addition, any supersatu-
ration is immediately removed in the model and converted 
to precipitation. It seems apparent then that the response 
of the wIce simulations to the slight decrease in SVP is to 

increase the grid-scale condensation and in doing so adds to 
a preexisting moisture sink in the model.

The difference in temperature (Fig. 6c) shows slight 
warming in the mid to upper troposphere which is located 
slightly above the freezing level and the region where max-
imum drying is occurring in wIce. The warming appears 
significant because it is consistent from south to north 
between 400 and 500 hPa. Diabatic latent heat released due 
to increased condensation may be the cause of warming in 
the mid and upper troposphere but this cannot be confirmed 
without a profile of diabatic heating and cooling, which was 
not accessible from the model simulations in this study. Also 
note that for this study modifications are only made to the 
SVP calculation. The latent heat of condensation for warm 
and cold rain processes continue to be included in both (wIce 
and woIce) runs.

Recognizing that the SSBC in the model may affect the 
results described here, the model simulations wIce were 
repeated without the SSBC and similar qualitative results 
were found (not shown).

3.3  Clouds and radiation

Figure 7 shows the spatial variability of the difference in 
the mean seasonal low, middle, high and total cloud amount 
between wIce and woIce. A decrease in middle cloud frac-
tion can be seen (Fig. 7b) over most of the domain in wIce, 
which coincides well with the decrease in RH near the 
freezing level seen in Fig. 6a. Conversely, Fig. 7c shows 
an increase in high cloud amount over most of the ISM 
region with a maximum in the eastern equatorial Indian 

(a) (b)

Fig. 5  a JJAS mean height of the freezing level (0 °C) in pressure (hPa) from the 5 wIce simulations. b Zonally averaged (50°E–100°E) 500–
600 hPa mean specific humidity (g/kg) during JJAS for the years 2000–2007 in R2 reanalysis
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Ocean (EEIO) and BoB. The total cloud amount (Fig. 7d) 
is calculated as the maximum cloud coverage found out of 
the three cloud level categories, or total = max(low, middle, 
high). Since the high cloud amount is often the largest out 
of the three layers, any increase in the high cloud amount 
will generally lead to an increase in the total cloud amount. 
In Fig. 7d we observed an increase in total clouds over most 
of the region where the high clouds increased but over India 
where middle clouds are significantly decreased, the change 
to total clouds is negligible.

In the mean seasonal cloud field two distinct regimes 
emerge: one over the EEIO and southern BoB where 
an increase in high clouds occurs in the wIce runs, and 
another over India and the Arabian Sea where high clouds 
also increase but middle clouds decrease by a similar or 

greater amount in the wIce runs. Because of the strong 
coupling between clouds and radiation we see these 
regimes manifesting in the mean radiation fluxes shown 
in Fig. 8. For example, we observe that in the wIce run, at 
the surface, shortwave (SW) radiation is decreased over 
the EEIO as a result of increased high clouds, which adds 
to Earth’s albedo relative to the woIce run. To understand 
the increase in SW radiation over the Arabian Sea and 
India in Fig. 8a it is important to know that stratiform 
clouds are parameterized to be more optically thick than 
cirrus clouds. In this case the middle clouds are mostly 
stratiform to the model and high clouds are cirrus type. 
This means that the SW radiation flux will be more sen-
sitive to changes to the middle cloud amount. Because 

Fig. 6  Zonally averaged 
(50°E–100°E) cross-section of a 
relative humidity (%), b specific 
humidity (g/kg) and c tempera-
ture (K) difference relative to 
woIce (wIce-woIce) averaged 
over all model years during 
JJAS. Temperature contour 
interval is 0.02 °C

(a)

(b)

(c)
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the middle cloud amount decreases over the Arabian Sea 
and India in the wIce run, less SW radiation is absorbed 
in the atmosphere despite a similar magnitude increase 
in high clouds and thus an increase in surface SW flux 
is observed there. In terrestrial longwave (LW) radiation, 
clouds both absorb LW radiation from Earth’s surface and 
emit LW to space and downward toward Earth. Because 
of the increase in SW radiation over the Arabian Sea and 
India in the wIce runs, the mean land surface temperature 
over India is slightly increased (not shown) and thus a net 
increase in outgoing LW radiation leaving the surface is 
observed (Fig. 8). Due to emission by clouds, the increase 
in clouds over EEIO in the wIce runs resulted in a gain 
in LW radiation at the surface. At top of the atmosphere 
(TOA; Fig. 8c, d) a loss can again be seen in SW over the 
EEIO as more SW is reflected back to space, while a gain 
in SW radiation is felt over the Arabian Sea and India, 

consistent with the relative changes in cloudiness in the 
wIce runs.

3.4  Seasonal rainfall characteristics

In Sect. 3.2 it was found that the switch to saturation over 
ice above the freezing level in the wIce simulations caused a 
removal of moisture in the mid and upper troposphere. This 
removal of moisture suggests increased grid-scale condensa-
tion and conversion to rain within the model when satura-
tion over ice is applied. It then follows that we should, in 
a seasonal mean sense, observe an increase in the amount 
of rainfall coming from the model’s cloud scheme and not 
by the sub-grid-scale convective parameterization. This 
was investigated in Fig. 9 where the percentage contribu-
tion to the total mean seasonal rainfall from the grid-scale 
precipitation in wIce and woIce is shown. Since the total 
precipitation is made up of two components: grid-scale 

(a) (b)

(c) (d)

Fig. 7  Shaded a low, b middle, c high and d total cloud fraction (%) 
difference relative to woIce (wIce-woIce) averaged over all model 
years during JJAS. Red indicates an increase in cloud fraction over 

JJAS, whereas blue indicates a decrease. Statistically significant val-
ues at the 90% confidence interval are dotted. Data over high terrain 
is not shown
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(a) (b)

(c) (d)

Fig. 8  Model mean JJAS difference (wIce-woIce) for a shortwave 
radiation flux at the surface and c top of the atmosphere (W/m−2) and 
b the longwave radiation flux at the surface and d top of the atmos-
phere (W/m−2). Here positive values indicate that the change in flux 
is downwards (gain) and negative values indicate that the change in 

flux is upward (loss). The calculation of the flux before differencing 
is also done with the same convention: upwards is negative (loss), 
downwards is positive (gain). Statistically significant values at the 
90% confidence interval are dotted

(a)

50E        60E        70E         80E        90E      100E

(b)

50E        60E        70E        80E        90E       100E

(c)

50E        60E        70E         80E         90E       100E

   10             30             50             70             90

Fig. 9  The contribution to the total mean JJAS rainfall from grid-
scale precipitation (%) in the a wIce and b woIce simulations. c The 
difference in grid-scale precipitation contribution between a and b 

(wIce-woIce). The difference field was interpolated using area aver-
age with latitude weighting down to a 2.5° × 2.5° grid
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(explicit) precipitation and convective precipitation, we can 
analyze the impact on grid-scale precipitation through its 
contribution to the total precipitation. Note that grid-scale 
precipitation is generally dominant over land whereas over 
the Indian Ocean it contributes less (Fig. 9). Over central 
India, where grid-scale precipitation makes up at least 70% 
of the seasonal rainfall in many places, it was found that the 
contribution of the grid-scale precipitation increased further 
by 3–4% in wIce (Fig. 9c). Indeed, we observed an increase 
of 2–3% in grid-scale precipitation for the wIce simulations 
over most of the domain (Fig. 9c).

Exactly how much grid-scale rainfall was added relative 
to the convective rainfall and did this amount vary over India 
versus the Indian Ocean, recalling that grid-scale precipita-
tion contributes less to the total over the ocean and ITCZ? 
One way to answer this would be to calculate the amount 
of rain that falls during JJAS in terms of volume to obtain 
a tangible understanding of how much seasonal rain the 
model produces. As shown in Fig. 10, the JJAS convective 
and grid-scale cumulative “rain volume” was calculated 
for India and equatorial Indian Ocean ITCZ (5°N–5°S and 
65°E–95°E). Again, the convective rainfall plus the grid-
scale rainfall make up the total model precipitation. In total 
precipitation, an increase in rain volume in the ITCZ was 
observed from woIce to wIce, whereas the rain volume was 
nearly unchanged over India. Notice that the grid-scale rain 
volume increased in both regions, as expected from Fig. 9, 

but that this does not translate to an increase in total rain 
volume over India and does so over the ITCZ. Over India 
the increase in grid-scale precipitation is compensated by 
a similar magnitude decrease in convective rainfall. Based 
on what is shown here, it is clear that at least a portion of 
the moisture removed from the model in the wIce runs is 
converted to grid-scale rainfall production through the 
cloud scheme and that it is observable from a mean seasonal 
perspective.

3.5  Multiyear simulations

It was desirable to conduct the wIce and woIce experiments 
a second time but letting the simulation progress for con-
secutive years instead of reintializing every season because 
of the possibility that the results found in the seasonal runs 
are influenced by the selected simulation years and related 
spin-up issues. From Fig. 11 we see that the model mean 
seasonal rainfall cycle over All India is slightly increased 
in the wIce relative to woIce multiyear simulations. The 
peak difference in All India rainfall also coincides with the 
seasonal peak in rainfall in late July. Figure 12 shows the 
mean JJAS column integrated moisture or precipitable water, 
above the freezing level. Previously, in the seasonal runs we 
found a drying in the mid troposphere that was maximum 
near the freezing level in the wIce simulations. A similar 
result was found in the multi-year integrations where the 
precipitable water was consistently less by ~ 0.5 kg/m2 in 
wIce compared to woIce (Fig. 12). Because the region over 
India contains greater integrated moisture above the freez-
ing level than the ITCZ, the change in precipitable water, 
between wIce and woIce, over India was greater than over 
the ITCZ (Fig. 12). The difference in moisture content above 

Fig. 10  The total amount of rainfall, delineated by the convective 
and grid-scale rain components, during the JJAS period measured 
in cubic meters of water (×103) over All India (land) and the ITCZ 
(defined here as 5°N–5°S and 65°E–95°E). Blue shading indicates 
the convective precipitation rain volume mean from the wIce simula-
tions and the light blue shading indicates the same but from the woIce 
simulations. Red shading indicates the grid-scale precipitation rain 
volume mean from the wIce simulations and the light red indicates 
the same but from the woIce simulations. The total amount of rainfall 
equals the convective plus the grid-scale rainfall components

Fig. 11  The model mean daily rainfall averaged over All India during 
the summer monsoon in the wIce (solid blue line) and woIce (dashed 
blue line) multiyear simulations
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the freezing level between wIce and woIce was generally 
constant throughout the multiyear simulations. Based on 
the results of the multiyear wIce and woIce experiments we 
find that the precipitation and moisture field differences as a 
result of SVP are largely unchanged when compared to the 
seasonal experiments.

To compliment the results from Sect. 3.4, Table 2 cata-
logs the mean and standard deviation statistics of the mon-
soon seasonal rainfall over All India and the ITCZ in the 
multiyear simulations compared with observations. The 
ITCZ rainfall was widely overestimated in both the wIce and 
woIce runs and the All India rainfall was underestimated, 
compared to GPCP and IMD observations. The standard 
deviation of the seasonal rainfall over All India was in better 
agreement with observations. Note that over India the wIce 
simulation adds to the mean seasonal rainfall variability 
slightly whereas over the ITCZ it dampens the variability. 
In agreement with Fig. 12, the mean seasonal rainfall dif-
ference between wIce and woIce indicated a slight increase 
in rainfall in wIce. Comparing the mean seasonal All India 
rainfall difference to the observed standard deviation in the 

seasonal rainfall, we see that the mean difference between 
wIce and woIce (1.17 cm) is about 10% of the observed 
mean interannual variability of monsoon rainfall over India 
(8.08 cm in GPCP, 9.15 cm in IMD).

4  Summary and conclusions

This study examined the potential impact that the treatment 
of saturation vapor pressure (SVP) has on the Indian summer 
monsoon (ISM) using seasonal and multiyear simulations of 
the regional spectral model (RSM). Five monsoon seasons 
were simulated using the RSM; for each season, one simula-
tion used liquid water saturation throughout (woIce) and one 
simulation used saturation over ice above the freezing level 
(wIce). Additionally, a multiyear simulation was conducted 
for each SVP setup, one wIce and one woIce. This study 
focused on the sensitivity that SVP has on the seasonal mean 
field of the ISM.

The seasonal cycle of the cloud layer amounts was exam-
ined in the seasonal simulations and compared with MODIS 
cloud observations. We found that the high-level cloud 
amount increased by 5–7% in all monsoon months in the 
wIce runs whereas the middle cloud amount decreased by 
3–4% in wIce with respect to woIce. There was an underes-
timation of 10–15% in the low cloud fraction in both wIce 
and woIce across all seasons when comparing to MODIS 
observations.

When the saturation was set to over ice above the freez-
ing level (wIce), a mean seasonal drying of specific humid-
ity (q) occurred in the middle and upper troposphere. The 
maximum in drying in wIce was coincident with the loca-
tion of the freezing level and the latitude of the maximum 
in q at the freezing level, which is over central India and 
the BoB. At the freezing level in the wIce runs, the satura-
tion is changed to be over ice. This lowers the saturation 
specific humidity, bringing the air closer to saturation. The 
model responds by condensing more water out of the col-
umn and thereby decreasing q. In the model, when water 
vapor is condensed, owing to supersaturation, it falls out 
of the column in the form of precipitation. We expected 
then that grid-scale explicit precipitation would increase 
when SVP over ice was prescribed. We found that this 
was indeed the case and that this increase in grid-scale 

Fig. 12  The mean JJAS precipitable water found above the freezing 
level in the wIce and woIce multiyear simulations also over All India 
and the ITCZ (5°N–5°S and 65°E–95°E). The absolute difference in 
precipitable water between the wIce and woIce simulations is denoted 
by the dotted red lines for All India and the ITCZ. The solid black 
lines indicate the wIce multiyear simulation and the dashed black 
lines indicate the woIce multiyear simulation

Table 2  ITCZ and All india 
seasonal cumulative rainfall

Cumulative JJAS rainfall in cm. The wIce, woIce, and difference statistics were calculated from the mul-
tiyear simulation (2001–2013). IMD, India Meteorology Department rain gauge data from 1998 to 2003 
(Rahman et al. 2009). GPCP, Global Precipiation Climate Project data from 1997 to 2011. Parenthesis indi-
cate cumulative rainfall or standard deviation from the ITCZ (5°N–5°S and 65°E–95°E)

IMD GPCP wIce woIce wIce-woIce

Mean 84.03 87.45 (76.95) 68.11 (150.5) 66.94 (148.74) + 1.17 (+ 1.76)
SD 9.15 8.08 (7.63) 13.48 (31.53) 13.10 (32.50) 1.78 (1.96)
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precipitation was present across most of the domain but 
was maximum over central India in the wIce runs. Over 
the equatorial Indian Ocean, the increase in grid-scale pre-
cipitation led to an increase in total mean rainfall. Over 
India however, the increase in grid-scale precipitation 
was compensated by a loss of convective precipitation 
and thus the total precipitation is nearly the same in wIce 
and woIce. The model responds to the slight decrease in 
the saturation condition above the freezing level in the 
wIce simulations by increasing grid-scale condensation 
of water above the freezing level and in doing so adds to a 
preexisting moisture sink in the model. Importantly, this 
added moisture sink, which acts to remove supersaturation, 
will be located in areas which contain relative humidities 
near 100%. Areas that are near 100% relative humidity 
(RH) with respect to water may be supersaturated with 
respect to ice, which will then result in removal of mois-
ture. This implies that, during the ISM, areas over India 
that contain high mid-level relative humidities as a result 
of constant rainfall and convection will be most impacted 
by the removal of moisture that is triggered by SVP over 
ice above the freezing level. Indeed, we see in Fig. 6a, 
b that the region in which the most moisture is removed 
was over India. Mean seasonal mid-level RH in the ISM 
region was decreased in wIce relative to woIce, while 
upper-level RH increased in wIce relative to woIce. In 
mid-levels over most of the model domain this led to less 
seasonal cloudiness but more upper-level cloud amount 
relative to woIce. In terms of radiation then, seasonal solar 
radiation was increased in wIce at the surface due to less 
mid-level clouds. Terrestrial outgoing longwave radiation 
(OLR) increased at the top of the atmosphere (TOA) in 
wIce due to less absorption by the atmosphere and less 
mid-level cloudiness. The mean seasonal rainfall differ-
ence over India between wIce and woIce is around 10% of 
the observed interannual variability of seasonal All India 
rainfall.

A comparison between the seasonal and multiyear experi-
ments showed that, qualitatively the impact of the imposed 
SVP difference on the mean precipitation and moisture fields 
is largely the same during the ISM. In the multiyear simula-
tions we found that, consistent with the seasonal runs, the 
wIce precipitation over India was greater than in woIce. In 
terms of column moisture, the multiyear simulations cor-
roborated the conclusions made from the seasonal runs by 
showing that the mean integrated moisture above the freez-
ing level decreases in wIce. The SVP forcing appears to be 
a function of amount of moisture above the freezing level in 
the multiyear simulation. 

In a future study, we plan to further explore the sensitiv-
ity of the monsoon climate to changes in SVP by including 
an interactive ocean component to the modeling system. 
This is warranted from the apparent changes to the surface 

fluxes seen in this study that could have an impact on the 
upper ocean evolution and its interaction with the overlying 
atmosphere.
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