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Abstract
Over the last century, significant declines in rainfall across the state of Hawai‘i have been observed, and it is unknown whether 
these declines are due to natural variations in climate, or manifestations of human-induced climate change. Here, a statistical 
analysis of the observed rainfall variability was applied as first step towards better understanding causes for these long-term 
trends. Gridded seasonal rainfall from 1920 to 2012 is used to perform an empirical orthogonal function (EOF) analysis. 
The leading EOF components are correlated with three indices of natural climate variations (El Niño-Southern Oscillation 
(ENSO), Pacific Decadal Oscillation (PDO), and Pacific North American (PNA)), and multiple linear regression (MLR) is 
used to model the leading components with climate indices. PNA is the dominant mode of wet season (November–April) 
variability, while ENSO is most significant in the dry season (May–October). To assess whether there is an anthropogenic 
influence on rainfall, two methods are used: a linear trend term is included in the MLR, and pattern correlation coefficients 
(PCC) are calculated between recent rainfall trends and future changes in rainfall projected by downscaling methods. PCC 
results indicate that recent observed rainfall trends in the wet season are positively correlated with future expected changes 
in rainfall, while dry season PCC results do not show a clear pattern. The MLR results, however, show that the trend term 
adds significantly to model skill only in the dry season. Overall, MLR and PCC results give weak and inconclusive evidence 
for detection of anthropogenic signals in the observed rainfall trends.
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1 Introduction

Recent evidence indicates that rainfall in Hawai‘i has been 
trending downward since 1920. Consecutive dry days (days 
with no rainfall) have increased on all islands since the 
1950s (Chu et al. 2010; Kruk et al. 2015). At high elevations, 
seasonal drying trends have been detected (Longman et al. 

2015) and are already having impacts on ecosystems (Krush-
elnycky et al. 2013, 2016). A recent spatial trend analysis 
showed that for the period 1920 to 2012, over 90% of the 
State experienced drying trends (Fig. 1), although running 
trend analysis showed that many trends were statistically 
significant only during certain time periods, and short-term 
trends (20–30 years) experienced regular oscillations in the 
sign of the trend (Frazier and Giambelluca 2017). Some of 
this drying in the wet season since the 1950s has been asso-
ciated with reduced rainfall during La Niña years (O’Connor 
et al. 2015). Rainfall in Hawai‘i is strongly influenced by 
large-scale modes of climate variability, particularly, the 
El Niño-Southern Oscillation (ENSO), the Pacific Decadal 
Oscillation (PDO), and the Pacific North American (PNA) 
(Lyons 1982; Chu et al. 1993; Chu and Chen 2005; Elison 
Timm et al. 2011). However, it is unknown how much of 
the apparent declines in rainfall are due to natural variations 
in climate or anthropogenic effects. Identifying the drivers 
of these trends is important to understand current rainfall 
variability and to predict future rainfall changes in Hawai‘i.
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Anthropogenic influence on global precipitation, beyond 
changes explained by internal climate variability, has been 
detected (Zhang et  al. 2007; Noake et  al. 2012). Many 
regional-scale studies, however, have not detected an anthro-
pogenic signal in rainfall trends above the noise of natural 
variability (Hoerling et al. 2006; Wang et al. 2009; Sarojini 
et al. 2016). Attribution studies seek to determine whether 
certain external drivers are the cause of the observed change 
for a given variable. A common approach is to simulate the 
variable in climate models both with and without anthropo-
genic forcing and to compare observations with the model 
simulations to detect anthropogenic signals (Stott et al. 
2010). However, at small spatial scales (e.g., < 2000 km), 
the signal-to-noise ratio decreases making it more difficult 
to detect significant changes (Stott and Tett 1998), and mod-
els may not adequately capture external forcings or internal 
variability at these regional scales (Hegerl and Zwiers 2011). 
Thus, many regional attribution studies focus on quantifying 
only the influences of natural climate variability on rain-
fall using empirical methods (L’Heureux 2004; Ashcroft 
et al. 2014; Xiao et al. 2015). Quantifying the amount of 
anthropogenic influence on climatic trends is difficult, and 
most studies attempt to remove the contribution from inter-
nal climate variability, and determine if a significant trend 
remains (Hamlington et al. 2013)—however, it might still be 
difficult to prove that the trend is anthropogenically driven. 
Methods often used to determine the influence of natural 
climate variability include simple correlation analysis (Sil-
vestri and Vera 2003), empirical orthogonal function (EOF) 
analysis or singular value decomposition analysis (Taschetto 
and England 2009; Ummenhofer et al. 2009; Feng and Li 
2011; Elsanabary et al. 2014; Ning and Bradley 2014; Kim 
and Ha 2015; Xiao et al. 2015), multiple linear regression 
(L’Heureux 2004; Kolker and Hameed 2007; Ashcroft et al. 
2014; Chylek et al. 2014; Ning and Bradley 2014), and 

climate model simulations (Wang et al. 2009; Meyssignac 
et al. 2012).

The spatial extent of the main Hawaiian Islands (~ 500 km 
wide) is small compared to climate model grid cells (typi-
cally 100 km horizontal grid spacing or greater). Climate 
patterns in Hawai‘i are characterized by exceptionally high 
spatial variability, and the complex terrain-influenced pro-
cesses which operate on relatively small spatial scales are 
not well represented by the coarse-resolution global climate 
models (GCMs) (Elison Timm et al. 2015); the major Hawai-
ian Islands may be represented by only a few grid cells in a 
GCM (Lauer et al. 2013). Both statistical downscaling (SDS) 
and dynamical downscaling (DDS) methods have been used 
for Hawaiian rainfall to relate information from global-scale 
models to the regional scale (less than 3 km horizontal grid 
spacing) (Lauer et al. 2013; Elison Timm et al. 2015; Zhang 
et al. 2016a, b). The latest statewide DDS rainfall results use 
the A1B scenario from CMIP3 global model projections for 
2080–2099, and the SDS results use the RCP8.5 scenario 
from CMIP5 projections for 2071–2100. SDS end of cen-
tury results for the wet season (Fig. 2a) indicate a strong 
dipole structure between windward and leeward areas, where 
leeward areas exhibit strong drying trends and windward 
slopes become wetter or remain stable (Elison Timm et al. 
2015). The dry season results indicate strong drying across 
most islands in the leeward (arid/semiarid) areas, with no 
strong trends along the wet windward regions (Fig. 2b). DDS 
results for the wet season (Fig. 2c) are similar to the SDS 
results in that they also show a dipole structure, but find only 
modest drying trends in leeward areas (Zhang et al. 2016a, 
b). The dry season DDS projections (Fig. 2d) are quite dif-
ferent from the SDS results, showing a strong dipole pattern 
with windward areas projected to experience increases in 
rainfall up to 65% and modest drying in leeward areas. The 
discrepancies in the sign and magnitude of future changes 

Fig. 1  Mean annual rainfall in millimeters (a) from 1978 to 2007 
(adapted from Giambelluca et  al. 2013), and season rainfall trend 
maps in percent per decade from 1920 to 2012 (adapted from Frazier 
and Giambelluca 2017) for wet season (November–April, b) and dry 

season (May–October, c); significant trends (p < 0.05) are indicated 
with black hatching. All maps shown on same spatial scale for the 
four major islands considered in this study: Kaua‘i, O‘ahu, Maui, and 
Hawai‘i Island
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between these approaches, especially in the dry season, are 
not only indicative of the differences in methodologies and 
model/scenario choices, but are thought to be representative 
of the generally high uncertainty surrounding future projec-
tions of rainfall in Hawai‘i.

Here, our objectives are to quantify the total contribution 
of natural climate variability to seasonal rainfall variations 
over the period of record, and to assess whether an anthro-
pogenic signal can be detected above what can be explained 
by natural variability. The influence of natural and anthro-
pogenic factors on rainfall was assessed by performing an 
empirical orthogonal function (EOF) analysis to determine 
the leading modes of variability for rainfall in Hawai‘i. Fol-
lowing L’Heureux (2004) and others, we correlated the lead-
ing components with the dominant modes of natural climate 
variability, and the relative influence of each was determined 
through multiple linear regression (MLR). Pattern correla-
tion coefficients [PCC, (Bhend and von Storch 2008)] were 
also calculated between the observed rainfall trends and the 
future change in rainfall from downscaling outputs to assess 
whether the most recent trends are consistent with what the 

models project in response to climate change, which we 
could interpret as evidence of an anthropogenic signal that 
has emerged in observed trends. By combining the strength 
of several methods, we can better understand what is driv-
ing current rainfall trends in Hawai‘i, and this information 
can aid managers in preparing for future climatic variations.

2  Study area and data

2.1  Study area

The State of Hawai‘i is located in the Pacific Ocean between 
18.9° and 22.24°N latitude and 160.25° and 154.8°W lon-
gitude with a total land area of 16,637 km2 (Juvik and Juvik 
1998). Climate patterns are extremely diverse due in large 
part to the complex topography, with mean annual rainfall 
ranging (Fig. 1a) from ~ 200 mm to over 10,000 mm (Giam-
belluca et al. 2013). Most areas in the state experience a wet 
season in winter (November – April) and a dry season in 
summer (May–October). The prevailing winds are northeast 

Fig. 2  Percent change in seasonal rainfall at the end of the century for 
the State of Hawai‘i as projected by statistical downscaling (Elison 
Timm et al. 2015) for 2071–2100, relative to the 1978–2007 seasonal 
mean for wet season (Nov.–Apr.) (a) and dry season (May–Oct.) (b) 

and dynamical downscaling (Zhang et  al. 2016a, b) for 2080–2099 
relative to the modeled 1990–2009 seasonal mean for wet season (c) 
and dry season (d)
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trade winds, and much of the rainfall is orographic, result-
ing in wet windward areas and dry leeward areas. Hawai‘i 
also has a trade wind inversion layer at around 2200 m (Cao 
et al. 2007; Longman et al. 2015), leading to very dry areas 
above this elevation. This study will focus on the four largest 
Hawaiian Islands: Kaua‘i, O‘ahu, Maui, and Hawai‘i Island.

2.2  Large‑scale climate variability

Modes of large-scale climate variability in the Pacific have 
strong influences on Hawai‘i’s weather and climate. ENSO 
is associated with changes in the strength of the Hadley 
Cell circulation and its dominant signals are in the tropical 
Pacific. The phases recur every 3–7 years, and persist for 6 
to 18 months. The warm phase of ENSO (El Niño) gener-
ates dry winter (wet season) conditions in Hawai‘i, while the 
cool phase (La Niña) leads to wetter winter conditions (Chu 
and Chen 2005; Diaz and Giambelluca 2012) – although 
the positive rainfall anomalies experienced during La Niña 
have been declining over the past few decades (O’Connor 
et al. 2015). The dominant signals of the PDO are found 
in the northern Pacific, with secondary signals in the trop-
ics, and PDO phases have significant impacts on rainfall in 
Hawai‘i (Chu and Chen 2005; Diaz and Giambelluca 2012). 
Despite the PDO being a complex chain of interactions in 
the climate system (Newman et al. 2016) a key signature of 
the PDO is a similar spatial sea surface temperature (SST) 
anomaly pattern as ENSO; however, each phase can per-
sist for 20–30 years (Mantua et al. 1997; Mantua and Hare 
2002). Hawaiian rainfall is negatively correlated with the 
PDO index, and when El Niño = events occur during posi-
tive PDO phases, the rainfall response is enhanced (Chu and 
Chen 2005). PNA is a dominant mode of variability in the 
North Pacific extratropical atmosphere, with variability on 
interannual and decadal time scales (Wallace and Gutzler 
1981). The signals appear in all months except June and July. 
The negative PNA phase is associated with below-average 
500 hPa geopotential heights over Hawai‘i and Western Can-
ada/US, and with above average heights over the Aleutian 
Islands and the Eastern US The positive phase shows the 
opposite pattern, with above-average heights near Hawai‘i, 
which produces drier conditions for the State. The inter-
actions between tropical climate variability and extratropi-
cal climate on interannual and decadal time scales are not 
fully understood. However, the physical interactions lead to 
a pronounced co-variability among ENSO, PNA and PDO 
climate indices, which limits the ability to attribute regional 
rainfall variability to a single climate mode.

3  Data

This study utilizes high resolution (250 m) gridded monthly 
and annual rainfall from 1920 to 2012 (Frazier et al. 2016). 
After performing a geostatistical method comparison 
between three kriging methods and two covariates, ordinary 
kriging was used to interpolate monthly relative anomalies 
(monthly rainfall/mean monthly rainfall) relative to the 
1978–2007 monthly mean (Giambelluca et al. 2013) from 
over 1000 rain gauge stations. The anomaly maps were mul-
tiplied by the mean maps to produce the final monthly and 
annual maps. Prior to interpolation, the rain gauge data were 
subjected to statistical quality control measures, homogene-
ity tests, and gap filling procedures. For complete details, see 
Giambelluca et al. (2013) and Frazier et al. (2016). For this 
study, seasonal rainfall maps were derived from the monthly 
data set.

The index used to represent the strength and phase of 
ENSO is the Multivariate ENSO Index (MEI) (Wolter and 
Timlin 2011). This index is derived from six variables over 
the tropical Pacific: sea-level pressure, meridional surface 
wind, zonal surface wind, surface air temperature, sea sur-
face temperature, and total cloudiness fraction. The MEI 
was chosen because it incorporates more information from 
the atmosphere and ocean into a single index than indi-
ces focused on either ocean SSTs (e.g., NINO3.4 index) 
or atmospheric pressure fields (e.g., Southern Oscillation 
Index). The multivariate information is expected to better 
represent the atmospheric state over the Hawaiian Islands. 
The PDO index (PDOI) is the standard index used for this 
mode of variability, and is calculated as the first principal 
component of the North Pacific monthly sea surface tem-
perature (Mantua et al. 1997; Mantua and Hare 2002). The 
PNA index (PNAI) is calculated by projecting the PNA load-
ing pattern onto the daily anomaly 500 hPa height field in the 
Northern Hemisphere (Barnston and Livezey 1987; Van Den 
Dool et al. 2000; Chen and Van den Dool 2003). The PNAI 
is only available starting in 1950, so all analyses involving 
PNAI in this study will be for the period 1950–2012. Time 
series of the three climate indices for both seasons are given 
in Fig. 3, along with average statewide rainfall over the same 
period (derived from Frazier et al. 2016).

4  Methods

4.1  Empirical orthogonal function analysis

A common statistical technique used to analyze variability 
in rainfall time series is an empirical orthogonal function 
(EOF) analysis. The purpose of EOF analysis is to decom-
pose a continuous space–time field into a new, smaller set of 
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variables that capture most of the original variance through 
linear combinations of the original variables. EOF is used 
to condense a large time series dataset into a smaller data-
set representative of the original variability; the first few 
components account for most of the original variability. A 
previous study in Hawai‘i by Lyons (1982) used a subset 
of 63 rainfall stations and performed an EOF analysis for 
a 37-year period (1939–1975). In that study, the first three 
components accounted for 73% of the variance and each 
spatial pattern had an apparent relationship to physical 
rainfall-producing processes: trade wind orographic rainfall, 
southwest wind orographic rainfall, and convective rainfall 
patterns. Here, we applied EOF analysis to the gridded rain-
fall dataset (284,408 pixels) and to station data for the four 
major islands (Kaua‘i, O‘ahu, Maui and Hawai‘i Island) and 
two seasons: November–April and May–October. The lead-
ing components were then correlated with the three indices 
of large-scale modes of climate variability (MEI, PDOI, and 
PNAI), and the spatial patterns of the loadings from the EOF 
analysis were related to physical processes if possible. A 
correlation analysis was also performed between the raw 
rainfall time series and each of the climate indices at every 
250 m pixel for each of four seasons. The Pearson corre-
lation and significance values between the rainfall values 
and each climate index were then mapped to show spatial 
patterns of the relationships between seasonal rainfall and 
large-scale modes of climate variability.

4.2  Multiple linear regression

Multiple Linear Regression (MLR) was used to model the 
leading EOF components as a combination of the three cli-
mate indices, representing natural climate variability, and 
a trend index time series to represent anthropogenic influ-
ence. Two options were tested for the trend term: a global 
temperature anomaly time series (obtained via the National 

Climatic Data Center, http://www.ncdc.noaa.gov/cag/time-
series/global) and a linear trend. Variance inflation factors 
(VIF) were used to detect multicollinearity since the three 
climate indices are not independent of each other. Additive 
and full models (with all interactions) were considered, 
and type II ANOVA and  R2 results were used to compare 
models. To calculate the total amount of rainfall variability 
explained by these factors, the  R2 values from each MLR 
model were multiplied by the percent variability that each 
EOF component represents.

4.3  Pattern correlations

To determine the similarity between the most recent rainfall 
trends and the future response to climate change projected 
from downscaling products (expected trends), the pattern 
correlation coefficient (PCC) was calculated (Bhend and von 
Storch 2008). The PCC compares dimensionless patterns of 
recent (R) and expected (E) trends: R* = R

∥R∥
 and E* = E

∥E∥
, 

where ∥R∥ and ∥E∥ are defined as: 

where i counts the spatial pixels i = 1, …, n. The PCC is then 
calculated from the following: 

where − 1 ≤ PCC ≤ 1. Note that the PCC takes into account 
the average values of  Ri and  Ei. To represent the expected 
trends (E), the most recent statistical and dynamical down-
scaling percent change results were used for the end of 
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Fig. 3  Time series of MEI, PDOI, PNAI, and statewide average rain-
fall (RF) time series for November to April (a) and May–October (b). 
All time series are 3-year running means, and the rainfall is standard-

ized. The three climate indices (MEI, PDOI, and PNAI) in Novem-
ber–April (a) are plotted on the secondary y-axis in reverse order. 
The PNAI time series starts in 1950
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century in the wet and dry seasons (Fig. 2) (Elison Timm 
et al. 2015; Zhang et al. 2016a, b). SDS and DDS projec-
tions were resampled from 3 km to 250 m resolution for 
comparison with recent rainfall trends. The SDS results 
show that the spatial structure of the anomaly patterns is 
not sensitive to the chosen RCP or the selected time inter-
val, only the amplitude changes significantly. Percent change 
for SDS is calculated relative to the 1978–2007 Rainfall 
Atlas of Hawai‘i seasonal mean maps (Giambelluca et al. 
2013), while the future percent change for DDS is calcu-
lated relative to the modeled present day (1990–2009) sea-
sonal means (Zhang et al. 2016a). For the recent trends (R), 
every possible overlapping trend map is used (where trend 
period includes at least 20 years) between 1920 and 2012 
(Frazier and Giambelluca 2017). Using gridded seasonal 
rainfall data, linear trends were calculated at every 250 m 
pixel for each combination of start year and trend period, 
producing 2775 trend maps in each season. To display the 
results, we use a plot similar to the running trend plots from 

Frazier and Giambelluca (2017) and Brunetti et al. (2012), 
where the start year of the recent trend map is plotted on 
the x-axis, and the end year of the recent trend is on the 
y-axis. The color of the point represents the value of the 
PCC between each recent rainfall trend map and the future 
expected change from the downscaling maps.

5  Results

5.1  Correlation and EOF analysis

The correlation maps between the rainfall time series and the 
MEI, PDOI, and PNAI at each pixel (Figs. 4, 5) show that all 
indices are negatively correlated with rainfall in winter, and 
have positive or near zero correlation in summer. PNAI has 
stronger correlations with rainfall than MEI and PDOI in the 
wet season, and almost no correlation with rainfall in the dry 
season, which is not surprising as the PNA teleconnection 

Fig. 4  November to April seasonal rainfall correlations with three climate indices: MEI (a), PDOI (b), and PNAI (c) for the four major islands 
from 1920 to 2012, except PNAI which is from 1950 to 2012. Statistically significant trends (p < 0.05) are indicated with black hatching

Fig. 5  May to October seasonal rainfall correlations with three climate indices: MEI (a), PDOI (b), and PNAI (c) for the four major islands from 
1920 to 2012, except PNAI which is from 1950 to 2012. Statistically significant trends (p < 0.05) are indicated with black hatching
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is weaker in general and does not influence the subtropi-
cal Pacific in the summer months. Kaua‘i and O‘ahu have 
slightly higher wet season correlations with the PNAI than 
Maui or Hawai‘i Island. The correlation patterns for rainfall 
vs. MEI and rainfall vs. PDOI are very similar in the two 
seasons, and for both MEI and PDOI, the windward areas 
of Maui and Hawai‘i Islands have no significant correlations 
in the wet season. In the dry season, the southern islands 
(Maui and Hawai‘i Island) have much higher correlations 
than the northern islands (Kaua‘i and O‘ahu), particularly in 
windward areas, while leeward areas tend to have lower cor-
relations. This can be explained by the fact that the leeward 
areas experience a few rainfall events through small scale or 
mesoscale disturbances. Summer seasonal average circula-
tion indices are not sensitive metrics for such precipitation 
regimes.

From the EOF analysis we examined the percent of the 
variability explained by the leading components (Fig. 6; 
Online Resource 1) from EOF analysis on station data (Sta-
tion EOF) and on the gridded rainfall data (Grid EOF). For 
both analyses (Station and Grid), the majority of the vari-
ability is captured by the first component, and the following 
components have much smaller contributions to the total 
variability. In the Grid EOF, more variability is captured 
by the first component in wet season (81% on average) than 
dry season (72% on average). In the wet season, all islands 
have at least 74% variability captured by the first compo-
nent, while in the dry season, only one island (O‘ahu) had 
more than 73% variability explained by the first compo-
nent. The northern islands have more variability explained 
than southern islands in E1, while E2 captures more vari-
ability on the southern islands. One known problem with 
EOF analysis is to identify the number at which the EOF 
patterns can and should be analyzed and associated with 
physical mechanisms. Here, we make use of North’s rule of 
thumb (North et al. 1982; Hannachi et al. 2007). As can be 
seen in Online Resource 1, the error bars in the eigenvalues 
overlap between EOF modes 3 and 4 for most islands and 
seasons, but not all (e.g., Hawai‘i Island, Nov.-Apr.). For 
Hawai‘i Island, including E3 adds up to 7.4% variability. 

Taken together, both the amount of explained variance and 
the statistical selection rule of thumb, it was decided to con-
centrate the remainder of the analysis and discussion on the 
EOF modes 1–3. Therefore, all presented results use the top 
three components (E1-E3), representing a total of 84–95% 
of the variability in the rainfall time series.

The spatial patterns of the loadings for the Grid EOF 
were very similar for both seasons. The patterns for the wet 
season (Fig. 7) and dry season (Fig. 8) show a monopole 
structure in the first component (E1), while all other com-
ponents exhibit a dipole structure. As expected due to the 
relatively high fraction of variance explain by the first EOF, 
the time series for E1 aligns almost perfectly with the state-
wide average rainfall in both seasons (Figs. 7d, 8d). The sec-
ond component (E2) appears to represent a trade wind (oro-
graphic) regime, where peak values are seen over windward 
areas, similar to the mean annual rainfall patterns (Fig. 1a). 
The time series for E2 captures the seesaw pattern associ-
ated with strong windward-leeward variability, where years 
with a wet windward and dry leeward pattern have high PC 
scores, and years where leeward areas experienced wetter 
conditions correspond with drier than normal windward 
areas. The third component (E3) does not appear to represent 
a physical rain-producing mechanism, thus supporting the 
North’s selection rule; it is likely that E3 is a combination 
of the true (but unknown) EOF modes. The orthogonality 
constraints of the EOF analysis can produce spatial patterns 
that are a mixture of different physical mechanisms, and 
therefore make physical interpretation difficult (Hannachi 
et al. 2007; Ning and Bradley 2014).

We also compared the EOF eigenvalue spectrums and the 
associated spatial patterns between Station EOF and Grid 
EOF. The first components from the Grid EOF explain more 
variability than the first components in Station EOF (espe-
cially on Hawai‘i Island; in the wet season, 74% variability 
is explained by E1 in Grid EOF, 56% in Station EOF, Fig. 6). 
Because the high resolution grids were derived from the 
station data through spatial interpolation, we would expect 
a larger fraction of explained variability in the gridded 
data. When the spatial loading patterns of Station EOF (not 

Fig. 6  Percent variability 
explained by the top three EOF 
components (E1–E3) by island 
for Grid EOF and Station EOF 
for two seasons: November–
April (a) and May–October (b). 
KA Kaua‘i, OA O‘ahu, MA Maui, 
HA Hawai‘i Island
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shown) and Grid EOF (Figs. 7, 8) are compared, the patterns 
show very similar results, indicating that the spatial results 
from this study do not depend on whether station data or 
gridded data are used.

The EOFs were correlated with the three climate indices, 
and results (Fig. 9) show that the highest correlations are 
between E1 and PNAI in the wet season. Correlations with 
MEI and with PDOI are similar to each other in both sea-
sons for all three EOFs, with the smallest correlations in E2. 
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Fig. 7  November to April EOF patterns of the leading three EOF 
components (a–c) (units: millimeters per standard deviation) and the 
standardized 3-year running mean time series (d–f) for the four major 
islands shown for the Grid EOF analysis. Panel (d) also includes the 

standardized statewide 3-year running mean rainfall time series from 
November–April in black (Frazier et al. 2016). Ka Kaua‘i, Oa O‘ahu, 
Ma Maui, Ha Hawaii Island
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Fig. 8  May to October EOF patterns of the leading three EOF com-
ponents (a–c) (units: millimeters per standard deviation) and the 
standardized 3-year running mean time series (d–f) for the four major 
islands shown for the Grid EOF analysis. Panel (d) also includes the 

standardized statewide 3-year running mean rainfall time series from 
May–October in black (Frazier et  al. 2016). Ka Kaua‘i, Oa O‘ahu, 
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We note here that the three indices, in particular the PDO 
index during the wet season, exhibits negative correlations 
with E3. This result highlights that the spatiotemporal rain-
fall variability is responding on different time scales with a 
somewhat different spatial rainfall anomaly pattern. In the 
next section, we address the extent to which the leading EOF 
modes can be explained by a linear combination of the three 
climate indices, and if a secular trends can be associated 
with the EOF modes.

5.2  Multiple linear regression with climate indices

MLR was used with the standardized climate indices (MEI, 
PDOI and PNAI) and a trend term as predictors of the stand-
ardized EOF time series. VIF results did not detect serious 
multicollinearity between the climate indices; average VIF 
values were < 2, with maximum VIF = 2.38. The two data-
sets used to represent the “trend” term in the model (global 
temperature and a linear trend), behaved similarly and pro-
duced very similar results (Online Resource 2). For simplic-
ity, only results using global temperature as a trend term are 
given here. Using interaction terms in the regression did 
improve the  R2 results, but did not result in any additional 
significant models; in fact, for most islands there were fewer 
significant models (not shown). Both the full and additive 
models identified the same significant terms, and in the full 
models some of the interaction terms were found to be sig-
nificant at the 95% level. Most of these significant interac-
tions were in the E2 models (not shown), which is the EOF 
mode with the lowest correlations with the climate indices. 
For the dry season models, none of the interaction terms 

were significant for Hawai‘i Island, while models for the 
other islands identified interaction terms with the PNAI—
the index with almost no correlation with dry season rainfall. 
Due to the high similarities between the full and additive 
models, only results from the additive models are presented 
for the remainder of the paper.

The  R2 results from the additive models for all islands 
and seasons (Table 1) reveal that generally, the wet season 
had the best model fits (highest  R2 values) across all islands. 
For most islands and seasons, E1 had the best model fits, 
while the other components’ results varied depending on 
the island and season. Based on the type II ANOVA results, 
the PNAI was the most significant term in almost all models 
(except in summer). The trend term was statistically signifi-
cant only in the dry season (when PNAI was not a significant 
term) (Table 1). MEI was also significant only in dry season 
months. At the 95% level, the PDO index was significant 
for all E3 models in the wet season (except O‘ahu), while in 
the dry season PDOI was significant only for E2 on Kaua‘i 
and Maui.

Based on the percent variability explained by each EOF 
component (Fig. 6) and the R² results from the MLR models 
(Table 1), we calculated the amount of variability in rain-
fall that can be explained by ENSO, PDO, PNA, and global 
temperatures (anthropogenic trend term). For Kaua‘i, the 
leading component E1 represents 84.2% of the total variance 
in the wet season, and the R² value for the wet season model 
containing MEI, PDOI, PNAI, and a trend term was 0.52. 
Therefore, about half (0.52) of the 84% of rainfall explained 
by E1 is accounted for by the four terms (MEI, PDOI, PNAI, 
trend). When the two are multiplied, 44% of winter rainfall 

Fig. 9  Correlations between 
the three indices (MEI, PDOI, 
PNAI) and the leading three 
EOF components (E1–E3) 
(a–c), by island and two seasons 
(November–April and May–
October). KA Kaua‘i, OA O‘ahu, 
MA Maui, HA Hawai‘i Island
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on Kaua‘i, as represented by the first component (E1), is 
explained by ENSO, PDO, PNA, and global temperatures. 
On O‘ahu, Maui and Hawai‘i Island, 35%, 27% and 29% 
of wet season rainfall, respectively, can be explained by 
these three modes of natural variability and the trend term. 
The next two EOF components account for 0.5–2.3% on 
each island (maximum total (E1–E3) for wet season: 45% 
Kaua‘i). For the dry season, a total of 16%, 10.4%, 15.7%, 
and 26.7% of summer rainfall can be explained by ENSO, 
PDO, PNA, and global temperatures on Kaua‘i, O‘ahu, Maui 
and Hawai‘i Island, respectively. The remaining variability 
not explained by these factors is some combination of other 
natural and/or anthropogenic factors not represented by the 
climate indices or the trend term.

In summary, our task of identifying a trend contribution in 
the leading modes of rainfall variability gave mixed results. 
For the wet season, the interannual and decadal variability 
that is linked with PNA, ENSO, and PDO is too strong, such 
that trends cannot be distinguished in the relatively short 
data period from 1950 to 2012. In the dry season, when the 
direct influence from PNA and PDO is weaker, significant 
trends can be found influencing the overall spatiotemporal 
rainfall variability. The percent of explained variance is how-
ever small. These results suggest that the detection of secular 
trends in the ‘temporal pattern’ is limited by the low signal 
to noise (natural variability) ratio, and the shortness of the 
time series records. Alternatively, the next section explores 
an approach of detecting anthropogenically forced changes 
in the rainfall by means of spatial pattern analysis.

5.3  Pattern correlation coefficients

The downscaling patterns from both seasons and meth-
ods showed an overall windward/leeward split in the sign 
of the future trend patterns, with notable differences in the 

magnitude and spatial details between seasons and meth-
ods (Fig. 2). Any positive correlations in the PCC results 
(Fig.  10) indicate that the current trend patterns agree 
with the downscaling patterns in the sign of the trend, and 
stronger correlations indicate better spatial agreement. The 
PCC results for wet season and dry season show stronger 
correlations with the SDS maps than the DDS maps of future 
change in rainfall. PCCs with SDS and DDS maps in the 
wet season show negative correlations in the beginning of 
the historical data period, shifting to positive correlations 
toward the end of the record (2012). This result suggests that 
the observed winter trends are consistent with the anthropo-
genic forcing pattern that is expected to dominate the trends 
in future.

The dry season PCC results are more heterogeneous, with 
the sign of both the SDS and DDS correlations dependent 
on the time period considered. The PCCs in the most recent 
20–30 years are strongly positive for SDS, and negative for 
DDS. The sign of the PCCs is generally opposite for SDS 
and DDS in the dry season. If the SDS future trend pattern 
was assumed to be correct, the strengthening of the spa-
tial pattern correlation in the last 30 years would indicate 
that the recently observed trend pattern is part of the forced 
regional climate change response. If DDS was correct, the 
negative correlations in the last 30 years would indicate that 
the recent rainfall trends are mostly natural (unforced), and 
we would expect the trend pattern to change in the coming 
decades to match the DDS pattern.

6  Discussion

The EOF analysis performed on seasonal gridded rain-
fall data for the State of Hawai‘i revealed that more vari-
ability was explained in the wet season than in the dry 

Table 1  P-values and  R2 values 
shown for the additive MLR 
models for the three leading 
EOF components (E1–E3) 
modeled as a combination of 
the three climate indices (MEI, 
PDOI, PNAI) and a trend term 
(global temperature) for each 
island and season

Bold values indicate p < 0.05. KA Kaua‘i, OA O‘ahu, MA Maui, HA Hawai‘i Island

Nov–Apr May–Oct

MEI PDOI PNAI Trend R2 MEI PDOI PNAI Trend R2

KA E1 0.186 0.621 0.000 0.688 0.52 KA E1 0.012 0.755 0.681 0.009 0.18
E2 0.432 0.563 0.159 0.423 0.04 E2 0.005 0.001 0.561 0.856 0.20
E3 0.668 0.024 0.207 0.057 0.16 E3 0.966 0.390 0.931 0.721 0.03

OA E1 0.250 0.198 0.000 0.467 0.40 OA E1 0.093 0.821 0.577 0.045 0.12
E2 0.557 0.135 0.069 0.659 0.07 E2 0.500 0.259 0.280 0.632 0.05
E3 0.203 0.401 0.255 0.488 0.06 E3 0.481 0.380 0.525 0.997 0.06

MA E1 0.534 0.029 0.000 0.728 0.34 MA E1 0.017 0.428 0.673 0.064 0.21
E2 0.692 0.646 0.305 0.227 0.11 E2 0.294 0.038 0.749 0.641 0.09
E3 0.113 0.009 0.097 0.338 0.25 E3 0.915 0.595 0.133 0.020 0.13

HA E1 0.176 0.178 0.001 0.420 0.39 HA E1 0.006 0.193 0.398 0.000 0.35
E2 0.926 0.381 0.149 0.714 0.05 E2 0.911 0.569 0.514 0.002 0.19
E3 0.123 0.008 0.232 0.680 0.28 E3 0.071 0.164 0.600 0.798 0.07
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season. The highest variation explained was found in the 
first component (E1) in the wet season, when the majority 
of annual rainfall occurs for most places in Hawai‘i. Dry 
season months have proven difficult for statistical methods 
in Hawai‘i. The SDS method, for example, had difficulty 
linking station rainfall with large-scale seasonal mean cir-
culation in the dry season, with lower correlations and 
poorer downscaling skill than in the wet season (Timm 
and Diaz 2009; Elison Timm et al. 2015). The limited abil-
ity to capture small-scale and infrequent rain-producing 
disturbances leads to lower confidence in dry season SDS 
results, and could explain the noisy PCC results (Fig. 10). 
The SDS projections indicate that some leeward areas will 
experience up to 90% decreases, a value that must be con-
sidered with caution due to the limits of linear statistical 
downscaling methods. DDS projections show increases 
of up to 60% in windward areas, including 30% wetter 
conditions at the wettest spot in Hawai‘i known as Big 
Bog on Maui, which already receives an average of over 
10,000 mm annually (Giambelluca et al. 2013). Based on 
the recent trends observed in the dry season, either both 
the SDS and DDS dry season maps are unrealistic, or the 
observed trend was mostly an unforced signal and future 
trends would likely show a different signature resembling 
one of the downscaled maps. The large discrepancies in the 
strength of the pattern correlations with the future percent 
change maps in both seasons imply that the recent rainfall 
trend patterns are better captured by the SDS method than 
the DDS method. It should be noted that the SDS results 
use the latest global model projections (CMIP5) and the 
emissions scenarios are defined differently than the CMIP3 

scenarios, so differences in PCC results between SDS and 
DDS in this case could be due to different input models 
and scenario choices. Nonetheless, a general agreement in 
the pattern correlations of future rainfall and the observed 
trends in the second half of the twentieth century suggest 
that a forced contribution to the observed winter trends is 
likely. However, the temporal trend analysis with the MLR 
failed to detect a significant trend contribution.

In the multiple regression analysis, PNAI was the domi-
nant term in the wet season. PNAI was significant for E1 
on every island in the wet season (Table 1), and had higher 
correlations with the leading components than MEI or PDOI 
(Fig. 9). Based on the initial correlation analysis between 
PNAI and rainfall (Fig. 4), the high correlations with the 
EOFs are not surprising. MEI and PDOI did not exhibit a 
strong influence on most models in the wet season; the influ-
ence of the extratropical atmosphere on rainfall in Hawai‘i 
is best represented by the PNA index. One should point out 
that in the MLR the dominant predictor can diminish the 
relative importance of the other predictors (due to multicol-
linearity). The influence of tropical Pacific ENSO variability 
on the extratropical atmosphere is of course not disputed 
here. The PNAI measures the ENSO-induced circulation 
teleconnection as well as the internally ‘weather generated’ 
extratropical variability of the Aleutian Low, storm tracks, 
and the strength and position of the subtropical high. Most 
studies in Hawai‘i that discuss natural climate variabil-
ity focus on ENSO and PDO as the dominant modes, and 
PNA is often ignored. The PNA phases result in 500 hPa 
geopotential height anomalies directly over the Hawaiian 
Islands, meaning this low-frequency mode of variability has 

Fig. 10  Pattern correlation 
coefficients (PCC) between all 
possible rainfall trend maps 
between 1920 and 2012 (includ-
ing 20 years or more) and future 
expected change in rainfall 
(downscaling results). PCC with 
statistical downscaling (SDS) 
results for 2071–2100 from 
CMIP5 RCP8.5 scenario for wet 
season (Nov.-Apr.) (a) and dry 
season (May-Oct.) (b) and PCC 
with dynamical downscaling 
(DDS) results for 2080–2099 
from CMIP3 A1B scenario for 
wet season (c) and dry season 
(d)
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the most direct influence on Hawai‘i’s winter rainfall (com-
pared to ENSO and PDO).

Although the three modes of natural climate variabil-
ity significantly contributed to several of the MLR mod-
els, many islands and seasons had no significant regres-
sion model results. For example, E2 in the wet season had 
no significant terms on any island and very low  R2 values 
(Table 1). This indicates that a large amount of the total 
variability is still not accounted for by these natural modes 
of variability and the trend term. Even for the island and 
season with the highest amount of variability explained 
by the leading EOF modes, the linear regression models 
only explain less than 45% of the total variability (E1-E3, 
Nov.–Apr. on Kaua‘i). The remaining variability is likely a 
result of a combination of other modes of natural climate 
variability and local factors. Additional work is needed to 
identify these local factors and other modes of variability to 
assess their influence on secular rainfall changes. The trade 
wind inversion (TWI), for example, is an important factor 
known to influence rainfall across the state and has seen an 
increased frequency of occurrence since 1990, leading to 
drying at high elevations (Longman et al. 2015). Identify-
ing the dominant factors is especially important in summer 
months, where these large-scale modes of climate variability 
have weaker signals, and only a small percent of the total 
variability can be explained. Better understanding the driv-
ers of summer rainfall in Hawai‘i would benefit future down-
scaling and modeling efforts.

To address whether a detectable anthropogenic influence 
on rainfall has been found in Hawai‘i, two lines of evidence 
were used: whether the trend term was significant in the 
MLR models, and whether the PCC results showed strong 
positive correlations between recent trends and the expected 
future change (utilizing the SDS and DDS projections). The 
dry season was the only season where the trend term in the 
MLR was consistently significant across the islands, how-
ever the  R2 values for most of these models were low. In the 
wet season, the trend term was not significant in any mod-
els, indicating that the terms representing natural variability 
were dominant compared to the anthropogenic trend term in 
this season. We interpret these results as an absence of (or 
weak) anthropogenic trend signal in the observed wet season 
rainfall time series. It should be noted that the EOF analysis 
itself may remove or reduce the trend signal in the presence 
of strong covariations induced by natural modes of variabil-
ity (Elison Timm et al. 2016). In such cases the EOF trunca-
tion could affect the MLR trend analysis results. However, 
the leading components (E1–E3) reproduced the observed 
trend pattern reasonably well (r = 0.71, O‘ahu dry season, 
not shown). Thus, a trend component should become detect-
able in the leading EOF modes when the signal amplitude 
emerges from the background variability. For the wet season, 
however, the observed trend pattern is not well represented 

in the low-dimensional subspace of the three leading EOF 
patterns (r = 0.24, O‘ahu wet season, not shown).

The spatial patterns of recent trends in the dry season did 
not resemble the expected patterns of future change (incon-
sistent PCCs, Fig. 10b, d). The trend patterns from the most 
recent 30 years in the SDS comparison may point to some 
strong agreement with future patterns (Fig. 10b), but other 
periods in the record also had high positive correlations and 
these fluctuated through time. The wet season PCC results 
(Fig. 10a, c), however, show that recent rainfall trends that 
include the latter part of the period are positively correlated 
with future expected changes in rainfall as projected by SDS 
and DDS, which can be interpreted as an anthropogenic con-
tribution to the recently observed trends. These PCC results 
in winter show the pattern we would expect if an anthropo-
genic signal were emerging. However, given these conflict-
ing lines of evidence in both seasons from both methods, it 
is not possible to conclude with certainty that a detectable 
anthropogenic signal has emerged above natural variability 
in Hawaiian rainfall at this time.

One has to remember that this statistical detection method 
(and other similar observation-based methods) cannot pro-
vide conclusive statements with regards to the attribution to 
anthropogenic forcing. It has to be acknowledged that the 
instrumental data period does not provide sufficient data to 
estimate the modes of natural variability in the pre-industrial 
era. Without that background information, a formal attribu-
tion of twentieth century trends remains ambiguous - even 
if highly significant trends were detected. One possible solu-
tion would be to simulate the pre-industrial rainfall variabil-
ity with well-validated regional climate models. However, 
given the small spatial extent of Hawai‘i, attempting formal 
attribution techniques with the aid of regional climate mod-
els is difficult. Although these methods would allow simu-
lations of rainfall with and without anthropogenic forcings 
and provide a more conclusive answer, they would still face 
problems attempting to reconcile the small-scale factors that 
influence rainfall. As the technology improves and comput-
ing time is reduced, more simulations of high resolution 
rainfall will be possible and in the future we hope to be able 
to conclusively determine whether anthropogenic forcings 
have impacted rainfall in Hawai‘i. The empirical methods 
described here provide a first attempt to describe the influ-
ences on secular rainfall variations in Hawai‘i, and under-
score the difficulties involved in regional attribution studies. 
We advocate that regional downscaling efforts should con-
centrate not only on the future climate, but equal, perhaps 
greater priority should be given to the downscaling of con-
trol or pre-industrial climate variability in order to improve 
the formal detection and attribution of regionally observed 
climate changes.
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