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tested the role of Urban Canopy Model (UCM) and three 
Land Surface Models (LSMs). Although the UCM did not 
play significant role, the Noah-LSM showed better perfor-
mance than the CLM4 and NOAH-MP LSMs in simulating 
the heatwave events. The study finally identifies an opti-
mal configuration of WRF that will be a useful modelling 
tool for further investigations of heatwaves in Melbourne. 
Although our results are invariably region-specific, our 
results will be useful to WRF users investigating heatwave 
dynamics elsewhere.

Keywords WRF · Multi-physics ensemble · Heatwaves · 
Melbourne

1 Introduction

The duration, frequency and intensity of heatwaves in 
Australia are increasing and expected to increase into the 
future (Cowan et  al. 2014). The definition of a heatwave 
varies depending on the application, but meteorological 
definitions are usually based on percentiles (Perkins and 
Alexander 2013). For example, Nairn and Fawcett (2013) 
define a heatwave as a period of at least 3 consecutive days 
where the average of maximum and minimum temperatures 
exceeds the climatological 95th percentile. Furthermore, 
a heatwave defined by Schoetter et  al. (2015) is a period 
at least 3 days above the 98th percentile of maximum tem-
perature where the combined effect of excess heat and heat 
stress is unusual with respect to the local climate. A con-
siderable number of studies have examined the processes 
behind heatwave events in Australia. The formation of 
heatwaves in Australia has been linked to various physi-
cal drivers including the synoptic drivers (e.g., Perkins 
2015) as well as teleconnections which influence heatwaves 

Abstract Appropriate choice of physics options among 
many physics parameterizations is important when using 
the Weather Research and Forecasting (WRF) model. The 
responses of different physics parameterizations of the 
WRF model may vary due to geographical locations, the 
application of interest, and the temporal and spatial scales 
being investigated. Several studies have evaluated the per-
formance of the WRF model in simulating the mean cli-
mate and extreme rainfall events for various regions in 
Australia. However, no study has explicitly evaluated the 
sensitivity of the WRF model in simulating heatwaves. 
Therefore, this study evaluates the performance of a WRF 
multi-physics ensemble that comprises 27 model configura-
tions for a series of heatwave events in Melbourne, Aus-
tralia. Unlike most previous studies, we not only evaluate 
temperature, but also wind speed and relative humidity, 
which are key factors influencing heatwave dynamics. No 
specific ensemble member for all events explicitly showed 
the best performance, for all the variables, considering all 
evaluation metrics. This study also found that the choice of 
planetary boundary layer (PBL) scheme had largest influ-
ence, the radiation scheme had moderate influence, and the 
microphysics scheme had the least influence on tempera-
ture simulations. The PBL and microphysics schemes were 
found to be more sensitive than the radiation scheme for 
wind speed and relative humidity. Additionally, the study 
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dynamics (e.g., Parker et  al. 2013). In general, heatwaves 
are driven by persistent anticyclonic conditions (commonly 
referred to as blocking highs). Conventional blocking highs 
form when higher-level atmospheric winds fragmented 
due to the meandering of the jet stream, form an area to 
be blocked from the zonal jet stream flow for several days 
(Pezza et  al. 2012). The blocking highs (anticyclonic sys-
tems) commonly form over the Tasman Sea, and are the 
main synoptic driver for heatwaves over southeastern Aus-
tralia. Further persistent highs occur at 10°S equatorward, 
where the subtropical ridge forms during the summer sea-
son associated with Rossby wave trains (Marshall et  al. 
2014; Perkins 2015; Boschat et  al. 2015). These blocking 
highs have been responsible for numerous heatwaves in 
Australia (Marshall et al. 2014; Boschat et al. 2015). Over 
Australia, large-scale teleconnections and climate variabil-
ity have also been shown to influence heatwave dynamics. 
For example, the El-Nino phase of the El Nino–Southern 
Oscillation and positive phases of the Indian Ocean Dipole 
generally result in lower rainfall over Eastern Australia, 
which has been shown to result in dry soil conditions, 
which can enhance seasonal extreme temperatures (Jones 
and Trewin 2000; Cai et al. 2009; Min et al. 2013). Other 
studies (e.g., Perkins et al. 2015; Herold et al. 2016) have 
explicitly examined the role of soil moisture deficits on 
heatwaves in Australia, and have shown that generally, low 
antecedent soil moisture generally leads to higher heatwave 
temperatures, but not necessarily more heatwave days in 
the eastern and Northern parts of Australia (Herold et  al. 
2016). Therefore, the combinations of anticyclonic condi-
tions as well as soil dryness are important driving factors of 
heatwaves in southeast Australia.

Cities are particularly prone to the adverse impacts 
of heatwaves. Increased urbanization is one of the main 
causes of loss of vegetation, and this has resulted in impor-
tant changes in land surface properties. As a consequence, 
pervious surfaces are replaced by impervious built surfaces 
(e.g. buildings, roads, driveways and sidewalks). These 
built surfaces are made of high thermal conductivity mate-
rials such as concrete, bricks, stones and asphalt. These 
materials absorb and store heat during the day from the 
sunlight due to their lower albedo and higher thermal con-
ductivity, and then emit this excess heat at night, which has 
been shown to result in an increase in night-time tempera-
tures (Arugueso et  al. 2014). The well-documented urban 
heat island (UHI), characterized by the higher temperatures 
within the urban areas compared to surrounding rural areas, 
is one of the prominent urban effects. The most severe 
impacts (e.g. heat-related mortality, energy consumption, 
air pollution) of UHI are pronounced during heatwaves 
(Kunkel et al. 1996; Rosenzweig et al. 2005).

The UHI, together with summer time heatwaves, fosters 
biophysical hazards (Chow et al. 2012; Fischer et al. 2012), 

influences air pollution (Rosenfeld et  al. 1998), increases 
energy consumption (Konopac and Akbari 2002), affects 
ecosystem cycles (Imhoff et al. 2010) and influences local 
weather and exacerbates warming from climate change 
(Emmanuel and Krüger 2012). Therefore, it is necessary 
to study the characteristics and effects of the UHI, to help 
design mitigation strategies. For these purposes, numeri-
cal Regional Climate Models (RCMs) are very effective 
tools to simulate the UHI. RCMs dynamically downscale 
Global Climate Models and/or re-analysis products from 
the large scale (100–250 km) to simulate current and future 
climate change, and conduct climate and weather research 
at the regional scale (1–10  km) (Beniston et  al. 2007). 
RCMs can be used to assess the major factors driving the 
UHI and therefore help design possible mitigation strate-
gies, while taking land-use into consideration (e.g., the 
effect of vegetation, water bodies, etc). One of the most 
widely adopted RCMs is the Weather Research and Fore-
casting (WRF) model (Skamarock et al. 2008), which has 
been used for several applications, inlucding studies focus-
sing on the UHI (e.g., Giannaros et al. 2013; Hu et al. 2013; 
Chen et al. 2014; Fallmann et al. 2014). The WRF model 
has suite of sophisticated physics parameterizations for 
the land surface, planetary boundary layer (PBL), cumulus 
(CU), shortwave (SW) and longwave (LW) radiation and 
cloud microphysical processes. While this offers flexibility 
to the user, the large number of physical parameterizations 
can make it difficult to find the optimal setting for a particu-
lar application, given a certain spatial and temporal scale of 
interest.

Several studies have evaluated the performance of dif-
ferent WRF physical parameterizations in simulating high 
rainfall events (Evans et al. 2012) and sea surface temper-
ature effects on extreme rainfall over south-east Australia 
(Evans and Boyer-Souchet 2012). Further similar studies 
have focused on seasonal time scales over south-west West-
ern Australia (Kala et al. 2015) and the effects of land use 
change on temperature extremes over the Australian con-
tinent (Hirsch et al. 2014). However, the evaluation of the 
WRF physics options for heatwave conditions within urban 
areas in Australia has not been explicitly carried out. The 
study conducted by Evans et al. (2012) found that no single 
ensemble member showed best performance for all heavy 
rainfall events and all variables. By using a standardized 
super-metric to quantify the influence of one parameteri-
zation over another, their study suggested using the Mel-
lor–Yamada–Janjic (MYJ) PBL scheme, the Betts Miller 
Janjic (BMJ) cumulus scheme (CU), the Dudhia short wave 
radiation (SW) scheme and the Rapid Radiative Transfer 
Model (RRTM) long wave radiation (LW) scheme as the 
most robust combination. They also found that the simu-
lation of precipitation was more sensitive to the choice of 
CU scheme. Both maximum and minimum temperatures 



2555An evaluation of the performance of a WRF multi-physics ensemble for heatwave events over the…

1 3

were sensitive to the selection of LW and SW scheme while 
mean sea level pressure (MSLP) and wind speed were sen-
sitive to both PBL and CU schemes. The overall conclusion 
of Evans et al. (2012) was that no single WRF model con-
figuration performed best for all case studies for all vari-
ables and this is in agreement with previous studies carried 
out by Jankov et al. (2005) in the USA.

Jankov et  al. (2005) investigated a WRF ensemble that 
consisted of 18 configurations including three two PBL 
schemes, three microphysics (MP) schemes and three CU 
schemes to simulate mesoscale convective system rainfall. 
They found that CU scheme was the most sensitive, PBL 
scheme was less sensitive and the MP scheme was the 
least sensitive. Kala et  al. (2015) carried out a sensitivity 
study of WRF for the southwest of Western Australia over 
a seasonal timescale and found that both precipitation and 
temperature simulation were sensitive to the choice of LW 
and SW radiation scheme while PBL scheme had a stronger 
influence on minimum temperatures. A multi-physics WRF 
ensemble was investigated by Stegehuis et  al. (2015) for 
simulating mega heatwaves in Europe. Their study found 
that precipitation was overestimated and temperature was 
underestimated by the WRF model. It was also concluded 
that the choice of CU scheme had the most significant 
impact in simulating temperature. Their study found that 
the WRF-single moment class 6 (WSM6) and Morrison 
MP, Yonsei University (YSU), Asymmetric Convective 
Model version 2 (ACM2) and Mellor–Yamada–Nakani-
shi–Niino (MYNN) PBL, RRTMG SW and LW radia-
tion, Tiedtke and Grell-Devenyi CU schemes showed best 
performance in simulating heatwaves in Europe. On the 
other hand, the Quasi-Normal Scale Elimination (QNSE) 
and MYJ PBL, Community Atmospheric Model (CAM) 
SW and LW radiation, Kain–Fritsch CU schemes were the 
worst performing physics options for their study area. Fur-
thermore, their results confirmed that temperature simula-
tions were sensitive to soil moisture, which was, in turn, 
controlled by land surface scheme. Hu et al. (2010) evalu-
ated three PBL schemes namely, YSU, MYJ and ACM2 for 
air quality simulations over Texas. The WRF simulations 
resulted in largest negative bias (underestimation) when 
using MYJ scheme. Both the YSU and ACM2 schemes 
resulted in smaller biases, and led to simulations of lower 
moisture and higher temperature in the lower boundary 
layer due to their strong vertical mixing.

In summary, the WRF model has numerous physics 
options and can be operated using different configurations 
which, in turn, influences the model results based on dif-
ferent climatic conditions and geographic locations (Buko-
vsky and Karoly 2009; Evans et al. 2012; Kala et al. 2015). 
While several multi-physics WRF studies have been con-
ducted over Australia (Evans et al. 2012; Kala et al. 2015), 
there is currently a lack of information on the sensitivity of 

WRF to different physics options during heatwave events, 
and additionally, the influence of the UHI on heatwave 
events is not well documented. This study uses a multi-
physics ensemble consisting of 27 model configurations 
including three PBL schemes, three microphysics schemes 
(MP), and three short (SW) and long wave (LW) radiation 
schemes, to investigate the sensitivity of WRF parameteri-
zations during heatwave events. The study focuses on four 
mega heatwave events in four summer seasons during the 
2000–2009 period in the city of Melbourne, in southeast 
Australia. The aim of this study is to evaluate the WRF 
model over the Melbourne region and identifying system-
atic biases and areas of uncertainties and relate them to 
the underlying physical processes. Additionally, simula-
tions are carried out with and without the inclusion of the 
effects of the Urban Canopy Model (UCM), as well as dif-
ferent land surface models, to better understand the role of 
the urban canopy and land surface processes during heat-
waves. This study will help better inform WRF users when 
using the model to investigate heatwave dynamics, and it is 
the first initiative of a larger research project, which aims 
at assessing the effectiveness of different UHI mitigation 
strategies in reducing heatwave intensity for the Melbourne 
metropolitan region.

2  Selection of heatwave events

This study defines a heatwave as an event of extreme hot 
temperature lasting at least 3 consecutive days above the 
95th percentile, following the definition by Nairn and Faw-
cett (2013). A case-study approach is used as it is a method 
that has been adopted by several studies focusing on Euro-
pean heatwaves (e.g., Stegehuis et al. 2013; Miralles et al. 
2014). The present study selected four most severe heat-
wave events from different summer seasons during the time 
period of 2000–2009, similar to Evans et  al. (2012), who 
focused on mega rainfall events. The four heatwaves were 
chosen from the years 2000, 2006, 2007 and 2009 follow-
ing the definition by Nairn and Fawcett (2013). During 
these events, minimum and maximum temperatures of 37 
and 45 °C were recorded respectively. The heatwave event 
in 2009 was exceptional and showed the strongest intensity 
among these four heatwave events. During mid-January to 
early February in 2009, the daily maximum temperatures 
were higher by up to 1–3 °C after droughts in the state of 
Victoria in southeast Australia, when winds were northerly 
(Nicholls and Larsen 2011). From the 26th to the 30th of 
January 2009, a dominant surface ridge formed extend-
ing from the Indian Ocean into the Tasman Sea, with a 
large heat low and trough covering the western half of 
the continent where the depth and dominance of the long 
wave ridge signified a stationary Rossby wave (Nairn and 
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Fawcett 2013). Furthermore, the dry antecedent conditions 
and resulting low soil moisture content across southern 
Australia were strong contributors to the intensity of day 
and night extreme temperatures during this extreme heat-
wave event.

3  Description of WRF model configurations

3.1  Model domains and initialization

The Advanced Research WRF-ARW model (version 3.6.1) 
was used for this study. Three 2-way nested model domains 
with spatial grid resolutions of 18, 6 and 2 km were used 
as illustrated in Fig. 1a. Furthermore, Fig. 1b, c show the 
location of weather stations used for model evaluation, and 
the land use categories in the WRF model, respectively. 
The first nested domain at 6  km resolution covers whole 
Victorian state while the 2  km domain covers the Mel-
bourne metropolitan area, surrounding suburbs and as well 
as rural areas. All the domains were centered at −37.81°S 
and 144.96°E consisting of 38 vertical levels spaced closer 
together close to the surface to ensure higher vertical reso-
lution within the PBL. The United States Geological Sur-
vey (USGS) global topography, land use and land–water 
masks datasets were used with the spatial resolution 5′, 2′ 
and 30″ arcsec for domains D01, D02 and D03, respec-
tively. Initial and boundary conditions were derived from 
ERA-interim re-analysis with 0.75 × 0.75° spatial resolu-
tion and temporal resolution of 6  h available from 1970 
onwards (Dee et al. 2011). ERA-interim re-analysis (prod-
uct from European Centre for Medium-Range Weather 

Forecasts, ECMWF) was chosen over other products as it 
has shown better performance with comparatively smaller 
biases than NCEP-FNL (National Centers for Environmen-
tal Prediction-Final) and NNRP (product from National 
Centre for Atmospheric Research, NCAR) in simulating 
rainfall and temperature over southwest Western Australia 
(Kala et al. 2015). Finally, the simulations were initialized 
from 12:00 UTC 1st February to 12:00 UTC 4th Febru-
ary 2000; 12:00 UTC 19th January to 12:00 22nd January 
2006; 12:00 UTC 15th February to 12:00 UTC 18th Febru-
ary 2007; and 12:00 UTC 27th January to 12:00 UTC 30th 
January 2009.

3.2  WRF ensemble design

The WRF model has multi-physics options ranging from 
simple to sophisticated, newly developed to well-tested, 
and more computational cost to less computational cost, 
which can be used to design different model configura-
tions. This model offers various physics options under 
each physics scheme to obtain the optimal model configu-
ration for different study purposes in different geographi-
cal locations. The common schemes for different physics 
parameterization that are commonly tested include the: (1) 
PBL scheme, (2) SW and LW radiation schemes, (3) MP 
scheme, (4) land surface scheme and (5) CU scheme. The 
present study tests 27 WRF model configurations (Table 1) 
including three PBL schemes (MYJ, ACM2, QNSE), three 
MP schemes (WDM5, WSM6, Thompson), three SW radi-
ation schemes (Dudhia, Goddard, RRTMG) and three LW 
radiation schemes (RRTM, Goddard, RRTMG). All these 
simulations use the Noah land surface scheme coupled with 

Fig. 1  a WRF model domains, b the locations of weather stations in the urban (red triangles) and rural (black circles) areas. c Land use in 
domain (D03)
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Urban Canopy Model (UCM). These physics option were 
selected based on the recommendation of previous studies 
(Hall et  al. 2005; Evans et  al. 2012) and the WRF-ARW 
user’s guide (User’s Guide WRF-ARW 2015). A total of 
108 simulations (27 simulations for each event follow-
ing the configurations shown in Table 1) were carried out 
for the four case studies. The first 12 h of the simulations 
were considered as spin-up time, following previous stud-
ies (Giannaros et al. 2013; Hu et al. 2013; Salamanca et al. 
2011) and the reaming 60 h were used for detailed statisti-
cal analyses. The following section describes the rationale 
for the choice of different parameterizations tested in this 
study.

3.2.1  Planetary boundary layer (PBL) scheme

The PBL scheme simulates the tendencies of temperature, 
moisture and horizontal momentum in the whole atmos-
pheric column by parameterizing the unresolved turbulent 
vertical flux profiles within the boundary layer. The PBL 

scheme computes the PBL fluxes at the sub-grid scale due 
to eddy transport in the atmosphere. The different PBL 
schemes consider different assumptions for energy, mois-
ture and mass transformation which may influence model 
performance within the boundary layer and consequently, 
overall model performance. The YSU (non-local) and MYJ 
(local) PBL schemes have been extensively investigated 
specially for rainfall simulations over the south-east Aus-
tralia by Evans and Boyer-Souchet (2012). The evaluation 
of the YSU and ACM2 PBL schemes for temperature and 
rainfall simulations was carried out by Kala et  al. (2015) 
over the south-west of Western Australia. As per authors’ 
knowledge, there is no comprehensive study that evalu-
ates new and old PBL schemes to simulate the extreme 
hot temperature weather events with high spatial resolu-
tion (<5 km). Furthermore, PBL schemes evolution results 
will provide helpful information on future regional climate 
research. Previous studies suggest using the MYJ PBL 
scheme for the region of south-east Australia (Evans and 
Boyer-Souchet 2012) and the YSU scheme for south-west 

Table 1  WRF ensemble design

Ensemble no. Micro-physics Ra_Sw/Ra_Lw physics Surface layer physics PBL physics Land surface physics

1 WDM 5 Dudhia/RRTM Eta similarity MYJ Coupled Noah-LSM-UCM
2 WSM 6
3 Thompson
4 WDM 5 Goddard/Goddard
5 WSM 6
6 Thompson
7 WDM 5 RRTMG/RRTMG
8 WSM 6
9 Thompson
10 WDM 5 Dudhia/RRTM MM5 similarity ACM2
11 WSM 6
12 Thompson
13 WDM 5 Goddard/Goddard
14 WSM 6
15 Thompson
16 WDM 5 RRTMG/RRTMG
17 WSM 6
18 Thompson
19 WDM 5 Dudhia/RRTM QNSE similarity QNSE
20 WSM 6
21 Thompson
22 WDM 5 Goddard/Goddard
23 WSM 6
24 Thompson
25 WDM 5 RRTMG/RRTMG
26 WSM 6
27 Thompson
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of Western Australia (Kala et  al. 2015). Therefore, the 
present study will examine the MYJ PBL scheme and two 
additional schemes such as the new QNSE scheme (Suko-
riansky et al. 2005), a local-closure model; and the ACM2 
scheme (Pleim 2007), which is a hybrid local/non-local 
scheme.

3.2.2  Radiation scheme

Solar radiation is one of the primary drivers of PBL dynam-
ics, and radiation schemes provide the temperature tenden-
cies in the entire atmosphere by resolving the radiative heat 
fluxes. Radiation schemes determine total radiative fluxes 
at any given location due to SW and LW radiative flux 
divergence. Radiation schemes have been shown to have 
a strong influence on temperature and precipitation simu-
lations (Borge et  al. 2008; Kala et  al. 2015). The current 
study tests three SW radiation schemes, namely, the Dudhia 
(1989), Goddard (Chou and Suarez 1999) and RRTM for 
application to GCMs (RRTMG) (Iacono et al. 2008). The 
other three LW schemes are RRTM (Mlawer et al. 1997), 
Goddard, and RRTMG. These pairs of short and long wave 
schemes are set up as Dudhia + RRTM, Goddard + God-
dard and RRTMG + RRTMG. The RRTMG long wave 
scheme uses the correlated-k approach to estimate heat-
ing rates and long wave fluxes for application to GCMs 
(Mlawer et al. 1997). When the WRF model runs using the 
RRMTG scheme for finer resolution, it takes up the entire 
grid space rather than using the Monte Carlo independent 
column approximation method of random cloud overlap 
to resolve sub-grid scale cloud variability. The Goddard 
scheme resolves explicit interactions with microphysical 
processes, which is important for high-resolution WRF 
simulations (Chou and Suarez 2001).

3.2.3  Micro‑physics scheme

The WRF model has a range of micro-physics options rang-
ing from simple to the more complex 3–6 class schemes. 
The micro-physics scheme explicitly resolves water, water 
vapor, cloud, and precipitation processes. The present 
study evaluates three microphysics schemes: WRF Double 
Moment 5-class (WDM5), WRF Single Moment 6-class 
(WSM6) and Thompson scheme. The WDM5 scheme 
was recommended by Evans and Boyer-Souchet (2012) 
over south-east Australia and the remaining two complex 
schemes were chosen according to the rule of thumb that 
higher resolution domains require more complex micro-
physics (User’s Guide WRF-ARW 2015). The WDM5 is a 
relatively sophisticated scheme that allows double-moment 
cloud, rain and cloud condensation nuclei for warm pro-
cess. The WSM6 scheme is more complex scheme devel-
oped based on revised ice-microphysics. This scheme 

behaves more realistically in response to the appropriate 
grid-resolvable force (vertical velocity) that increases as 
the effective grid size decreases (Hong and Lim 2006). 
The Thompson MP scheme has recently been improved 
by including a bulk microphysical parameterization and as 
well as new dependence on aerosol concentration (Skama-
rock et al. 2008). This scheme also includes parameteriza-
tion for calculating the direct radiative effects from aerosols 
considering urban, continental, maritime, mineral dust and 
sea salt. The Thompson scheme has been extensively tested 
for mid-latitudes and suggested to use for better perfor-
mance in simulating various climate variables (Hall et  al. 
2005).

3.2.4  Land surface scheme

The land surface scheme plays a vital role in climate mod-
eling as it can influence climate from regional to global 
scale, and days to millennia time scale (Pitman 2003). 
One of the main roles of land surface scheme is to parti-
tion available energy into sensible and latent heat flux. The 
land surface scheme also combines atmospheric informa-
tion from surface layer physics with land surface properties 
to evaluate the vertical transport in the PBL scheme, which 
has a direct influence on the PBL height estimation (Han 
et al. 2008). Several land surface schemes are supported by 
the WRF model, however, primarily this study uses only 
the Noah land surface model (Noah-LSM) coupled with 
a single layer UCM to test the influence of the difference 
PBL, radiation and microphysics options as described in 
the previous sections. The Noah-LSM is the most com-
monly used LSM in WRF due to its notably good perfor-
mance (Stegehuis et  al. 2015). The UCM considers two 
dimensional and symmetrical street canyons with simpli-
fied building geometry that helps for better representation 
of surface energy balance in urban areas. The UCM is more 
suitable for estimating not only fluxes from roof, wall, and 
road surfaces, but also temperatures (Tewari et  al. 2007). 
The single layer UCM explicitly parameterizes in-canyon 
radiation exchange, turbulence exchanges of heat, moisture 
and momentum between atmosphere and urban face and 
substrate heat conduction (Chen et  al. 2011). The radia-
tion effect is parameterized by albedo, sky view factor and 
emissivity at the artificial urban surfaces (e.g. walls, road). 
Temperatures of these artificial surfaces are calculated by 
solving the thermal conduction equations (Lee et al. 2011). 
Both surface and canopy air temperature used to estimate 
the surface sensible flux at each facet. The urban canopy 
air temperature is calculated based on a local thermal equi-
librium assumption. Furthermore, the canyon wind speed 
used to calculate the sensible heat fluxes is estimated by a 
combination of logarithmic profile (above mean building 
height) and exponential profile within the canyon (Lee et al. 
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2011). The radiation exchanges and turbulent momentum 
are calculated by using the Monin–Obukhov similarity the-
ory. The Noah-LSM calculates surface fluxes and tempera-
tures from natural vegetated surfaces while the UCM calcu-
lates fluxes and temperatures from artificial surfaces (e.g. 
road, concrete) in each grid cell of a domain area. Surface 
temperature is calculated based on the mean values of natu-
ral and artificial surfaces temperature and weighted based 
on their areal coverage (Chen et  al. 2011). Several other 
land surface schemes are available in WRF, but these are 
generally not recommended when compared to the Noah-
LSM. For example, Mooney et  al. (2013) found that the 
Rapid Update Cycle LSM (RUC-LSM) showed poorer per-
formance and higher temperature bias than the Noah-LSM. 
The Pleim–Xiu scheme is more suitable for air quality sim-
ulation (Gilliam and Pleim 2010) while the five-layer ther-
mal diffusion scheme is not appropriate in situations where 
land–atmosphere feedbacks might be important, as it does 
not explicitly solve for soil moisture (Stegehuis et al. 2015). 
Another LSM option is the RUC LSM, however, Kala et al. 
(2015) found large biases with the RUC LSM over south-
west Western Australia.

However, recent advances in WRF now include the 
more complex Noah-Multi Physics (Noah-MP) and Com-
munity Land Model version 4 (CLM4) LSM, which have 
not been extensively evaluated in the literature as some of 
the older LSM options as described in the previous para-
graph. Hence, after testing for the best WRF configuration 
in terms of PBL, radiation and micro-physics schemes, two 
additional WRF configurations were tested with the Noah-
MP and CLM4 LSMs. The Noah-MP permits multiple 
choices to parameterize different land, environmental, and 
hydrological processes. This scheme has four soil, three 
snow and one canopy layers including sub-grid option to 
allow for gaps in the vegetation canopy. Additionally, the 
Noah-MP considers the soil moisture-groundwater inter-
actions, runoff and vegetation phenology. The default 
Noah-MP options from the WRF user guide were picked 
for this study. The CLM4 consists of five sub-grid land 
cover types including lake, wetland, glacier, urban, and 
vegetation where vegetated sub-grid consists of up to four 
plant functional types. Each type has a specific canopy 
height and index of leaf and stem area. The CLM4 verti-
cal structure consists of a single-layer vegetation canopy, a 
five-layer snowpack and a ten layer soil-column unevenly 
spaced between the top layer (0.0–1.8 cm) and bottom layer 
(229.6–380.2 cm).

3.2.5  Cumulus scheme

Cumulus schemes are necessary to parameterize convection 
for grid resolutions between 5 and 10 km or coarser resolu-
tions (Skamarock et al. 2005). The current study considered 

only the innermost domain (D03) for detailed sensitivity 
analysis of the WRF model, which had 2  km horizontal 
grid resolution. The cumulus scheme was not used for the 
innermost domain as convection can be explicitly resolved 
at this resolution. The Grell3D scheme was used for the 
outer two domains. According to the recommendation by 
the WRF-ARW users’ guide, the Grell3D is more suit-
able using for high-resolution simulation. The advantage 
of the scheme is that it spreads subsidence to neighboring 
columns, which makes it more suitable for resolutions less 
than 10 km.

4  Model evaluation

4.1  Observed data

Climate data for 14 weather stations were obtained from 
Bureau of Meteorology (BoM) of Australia. The locations 
of all 14 weather stations are shown in Fig. 1b. The weather 
monitoring stations belonged to two different networks: (1) 
eight stations in the urban areas (red triangles), and (2) six 
stations in rural areas (black circles). The weather stations in 
the urban area mainly covered the Melbourne metropolitan 
area including the central business district (CBD), major sub-
urbs and airports. The rural stations are situated more than 
50 km from the CBD of Melbourne, mainly in rural and for-
est areas. Atmospheric sounding data at 0000 and 1200 UTC 
from the Melbourne international airport was obtained from 
the website of department of atmospheric science of Wyo-
ming University (http://weather.uwyo.edu/upperair/sounding.
html). Gridded observations of daily maximum temperature 
at a 1 by 1 km resolution were obtained from the ANUCli-
mate data-set (Hutchinson et  al. 2014), available online at: 
http://dapds00.nci.org.au/thredds/catalog.html. This dataset 
is an interpolation of station observations across the Austral-
ian continent and details of the algorithm can be found in 
Hutchinson et al. (2009). This observed gridded temperatures 
data was used to compute biases in WRF across the model 
domain. All the model configurations were evaluated against 
three variables: temperature at 2 m, relative humidity at 2 m 
and wind speed at 10 m. Temperature is the key aspect for 
characterizing heatwave event. Additionally, wind speed 
(10 m) and relative humidity (2 m) were also considered to 
evaluate the performance of the WRF model. The rationale 
for evaluating wind speed and humidity is that small-scale 
variations can have a large impact on UHI intensity and its 
effects (Li and Bou-Zeid 2013). Moreover, the performance 
of the WRF ensemble was tested in both urban and rural 
areas. The weather stations were selected in both urban and 
rural areas based on hourly observed data (temperature, 

http://weather.uwyo.edu/upperair/sounding.html
http://weather.uwyo.edu/upperair/sounding.html
http://dapds00.nci.org.au/thredds/catalog.html
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wind speed, relative humidity) availability and geophysical 
conditions.

4.2  Statistics for model evaluation

Model performance was evaluated against the field observa-
tion data using mean bias (MB), mean absolute error (MAE), 
root mean squared error (RMSE) and correlation coeffi-
cient (CC) as shown in Eqs. 1–4. These statistical measures 
have been used in many studies (Borge et  al. 2008; Evans 
and Boyer-Souchet 2012; Kala et al. 2015) and also recom-
mended by a number of studies for quantifying model perfor-
mance (Emery et al. 2001; Gilliam et al. 2006; Russell and 
Dennis 2000). Studies by Willmott et al. (2009), Chatterjee 
et al. (2013) and Jerez et al. (2012) have suggested that MAE 
is better than RMSE to test the quantitative performance of 
models. The reason behind this argument is that the RMSE 
is a function of number of errors, which changes the distribu-
tion of errors. The RMSE also represents the magnitude of an 
average error that creates more complexity for the interpreta-
tion of model performance. A combination of various statis-
tical metrics has gained more acceptability for assessing the 
climate model performance rather than single performance 
measures (Chai and Draxler 2014). The lower magnitude of 
MB, MAE and RMSE values indicate better performance of 
the model. Linear correlation between model and observation 
is quantified by CC. These CC values range between −1 and 
+1, where zero value indicates no correlation. The MB value 
measures the average error between model and observations 
while positive (+Ve) and negative (−Ve) values show the ten-
dency for over-estimation and under-estimation by the model, 
respectively. The MAE measures the gross error of model-
simulated results.

where N indicates the total number of comparisons. The 
 Xsim and  Xobs are the observation and simulated/modelled 
values, respectively.
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5  Results and discussion

5.1  Temperature

Taylor diagrams for temperature are illustrated in Fig. 2 for 
both urban and rural areas. The PBL schemes are repre-
sented by color: MYJ (red), ACM2 (blue), QNSE (green); 
radiation schemes combinations are indicated by shapes: 
Dudhia + RRTM (square), Goddard + Goddard (circle), 
RRTMG + RRTMG (triangle); microphysics schemes are 
illustrated by different filling symbols: WDM5 (smaller 
hollow), WSM6 (filled), Thompson (larger hollow). Taylor 
diagrams represent a way of graphically summarizing three 
different statistics about how closely model results match 
with observations. The similarity between model and 
observation is quantified by using their standard deviations 
(relative variance), centered root mean square (RMS) dif-
ferences, and correlation coefficients (CC) (Taylor 2001). 
The horizontal and vertical axes indicate the standard 
deviation of the model, which is proportional to the radial 
distance from origin while the centered RMS difference 
between model and observation is proportional to the dis-
tance from a point (REF) on X-axis. The arc of the diagram 
indicates the temporal correlation coefficient (CC) pattern 
between model and observation. Therefore, a perfect model 
should lie near the X-axis and close to the observation arc.

Figure  2 shows that all simulations had a high pattern 
correlation (0.90–0.99) with observations for hourly tem-
peratures in both the urban and rural areas. The amplitudes 
of relative variability (normalized standard deviation) were 
less than one in both urban and rural areas except for the 
event-1 in the urban areas. The PBL (different colors) and 
radiation schemes (different shapes) showed a larger influ-
ence in simulating temperature than the microphysics 
schemes (different filling). The ACM2 PBL scheme (blue) 
showed comparatively good performance in terms of corre-
lation, RMS difference and relative variance in both urban 
and rural locations for the event-1 (Fig.  2a, e). The MYJ 
scheme (red) showed better performance for event-2 in the 
urban areas (Fig. 2b) and for events-2, 3 and 4 (Fig. 2f–h) 
in rural areas. The QNSE PBL scheme (green) showed 
good performance in urban area for the event-4 (Fig. 2d). 
In addition, the MYJ and QNSE schemes showed mixed 
performance for event-3 in the urban area (Fig.  2c). The 
MYJ scheme (red) showed comparatively lower variances 
in most cases while the ACM2 scheme (blue) showed 
higher RMS differences. The RRTMG SW and LW radia-
tion schemes (rectangle) showed comparatively better per-
formance in both urban and rural areas in four case studies 
while the Goddard scheme (circle) showed the poorest per-
formance. Finally, all three microphysics schemes (differ-
ent filling) showed mixed performance for all case studies 
in both urban and rural areas.



2561An evaluation of the performance of a WRF multi-physics ensemble for heatwave events over the…

1 3

Fig. 2  Taylor diagrams 
for temperature for the four 
heatwave events. All 27 
configurations are shown from 
a–g. PBL schemes represented 
by color: MYJ (red), ACM2 
(blue), QNSE (green); radiation 
schemes represented by shapes: 
Dudhia + RRTM (square), 
Goddard + Goddard (circle), 
RRTMG + RRTMG (triangle); 
MP schemes represented by fill‑
ing symbols: WDM5 (small hol‑
low), WSM6 (filled), Thompson 
(bigger hollow)

(a) (b)

(c) (d)

(e) (f)

(g) (h)
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Figure  3 shows the MB, MAE and RMSE for temper-
ature for all 27 ensemble simulations for the four events. 
There were large differences in performance between the 
WRF ensemble members, especially for event-4. Although 
some ensemble members showed large differences in 
terms of MB, MAE and RMSE, the WRF model showed 
an acceptable behavior overall. This finding supports the 
view that all the WRF model configurations represented 
major processes governing the near surface temperature 
reasonably well. The MB results indicated that the MYJ 
scheme (Ensemble ID 1–9) underestimated temperatures by 
1.5–2.5 °C for events 3 and 4 in rural areas and 1–1.7 °C 
for event 3 in the urban areas. The MYJ scheme showed a 
tendency for overestimation (0.1–0.7 °C) in urban the areas 
and underestimation (<0.5 °C) in rural areas for the remain-
ing events. The ACM2 PBL scheme (Ensemble ID 10–18) 
showed a tendency of overestimation (0.5–1.5 °C) except 
event 3 in the urban areas. For rural areas, this PBL scheme 
underestimated temperatures (0.5–2.5 °C) for events 3 and 
4 while it overestimated temperatures with a relatively 
small bias (~0.5 °C) for events 1 and 2. Furthermore, the 
QNSE PBL scheme (Ensemble ID 19–27) overestimated 

temperatures (~0.5 °C) for events-1 and 2 in urban areas 
and underestimated for remaining events with larger 
biases (0.5–3.5 °C) for the remaining cases, in both urban 
and rural locations. Both the ACM2 and QNSE schemes 
showed higher MB than the MYJ scheme. The WRF 
ensembles showed both the overestimation and underes-
timation tendency in the urban areas while they showed 
underestimation in rural areas. However, the MYJ scheme 
showed comparatively better performance especially for the 
urban areas. In summary, the WRF model showed a ten-
dency of overestimation in the urban areas and underesti-
mation in rural areas.

When considering the MB, MAE and RMSE for all 
case studies, the MYJ scheme, especially ensemble mem-
ber 7 and 9, and the ACM2 scheme, particularly ensemble 
member 18, showed distinctively smaller errors in both 
urban and areas. The SW and LW radiation schemes com-
bination RRTMG + RRTMG (Ensemble ID 7–9, 16–18 
and 25–27) indicated better performance in terms of MB, 
MAE and RMSE in both urban and rural areas in the most 
case studies except event-1 in the urban areas. On the other 
hand, the Dudhia + RRTM combination (Ensemble ID 1–3, 
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Fig. 3  MB, MAE and RMSE for temperature for the WRF ensemble members for both the urban and rural areas for the four events
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10–12 and 19–21) and Goddard + Goddard combination 
(Ensemble ID 4–6, 13–15 and 22–24), showed poor per-
formance in both urban and rural areas. The MB results 
indicated that the Dudhia + RRTM combination showed 
a tendency towards cooler bias, and Goddard + Godd-
ard combination showed a tendency of warmer bias. The 
RRTMG + RRTMG combination resulted in a warmer bias 
than Dudhia + RRTM and cooler bias than Goddard + God-
dard. Similar results have been found by Zempila et  al. 
(2016). They attributed this to the dependence of horizontal 
irradiation with solar zenith angle, with larger solar zenith 
angles leading to an overestimation of global horizontal 
irradiation. Zempila et al. (2016) showed that this depend-
ence is smaller for the Dudhia scheme and increases up to 
30% for the RRTMG and Goddard schemes during clear 
sky conditions, which could explain the results here. Inter-
estingly, the RRTMG SW and LW radiation schemes when 
used with the Thompson MP scheme (Ensemble ID 9, 18 
and 27) showed much better performance in most cases in 
terms of MB, MAE and RMSE. The influence of micro-
physics on temperature was not very clear in most cases. 
However, the ensemble members 3, 6, 9, 12, 15, 18, 21, 24 
and 27 showed comparatively lower MB, MAE and RMSE 
in the most cases for both urban and rural areas when the 
Thompson MP scheme was used. This finding is similar 
to previous studies which have found that the Thompson 
scheme is better at representing warmer weather conditions 
(Jankov et al. 2011). This scheme has also been suggested 
for use in mid-latitudes (Hall et  al. 2005). Finally, results 
show that temperature simulations show the highest sensi-
tivity to the choice of PBL options, lower sensitivity to LW 
and SW radiation schemes and the least sensitivity to the 
MP schemes.

Since the PBL schemes played an important role in sim-
ulating the heatwave events and ensemble member 9 (MYJ) 
and 18 (ACM2) showed comparatively better performance, 
further analysis on model performance in simulating maxi-
mum temperatures at 2 m (T2max) by the those WRF con-
figurations is illustrated in Fig.  4 showing biases across 
the domain when compared with the ANUClimate grid-
ded observational dataset. Additionally, ensemble number 
27 is also included to allow comparisons with the QNSE 
PBL scheme. The ensemble number 18 (ACM2) showed 
slightly warmer biases (Fig.  4b) than the ensemble mem-
ber 9 (Fig. 4a) for the events-2 and 3. On the other hand, 
the ACM2 scheme (ensemble member 18) showed cooler 
biases for events- 1 and 4 (Fig.  4b). Ensemble number 9 
showed the lowest biases in simulating T2max for events-1 
and 4 in both urban and rural areas and for event-2 near the 
coastal as compared to other ensemble members. Ensemble 
member 27 showed larger cooler biases than the ensemble 
numbers 9 and 18 except for event-4 (Fig.  4c). Although 
all three ensemble members showed slightly cooler biases 

in most cases, the ensemble members 9 and 18 showed 
warmer biases near the coastal areas, especially for events-1 
and 2. Overall, ensemble number 9 (MYJ + RRTMG/
RRTMG + Thompson) showed better performance, espe-
cially for the most severe heatwave event (event-4).

The PBL height (PBLH) is an important atmospheric 
diagnostic, as this height indicates the strength of the tur-
bulent mixing. Although WRF outputs PBL heights, these 
are not directly comparable between WRF experiments 
using different PBL schemes, as the latter are based on dif-
ferent definitions, which make them difficult to compare. 
Therefore, this study uses a generic calculation of PBL 
heights for all three PBL schemes following the method 
suggested by Nielsen-Gammon et  al. (2008) and Garcia-
Diez et  al. (2013). According to this method, the PBL 
height is the first level where potential temperature exceeds 
minimum potential temperature within the mixed layer by 
more than 1.5 K. Figure 5 shows the hourly variations of 
PBLH using this method for the MYJ, ACM2 and QNSE 
PBL schemes for ensemble members 9, 18 and 27, respec-
tively, in both urban and rural areas. Among the three PBL 
schemes, the MYJ scheme showed the lowest PBLH and 
the ACM2 showed the deepest PBLH during the daytime. 
The lower PBLH simulated by the MYJ schemes suggests 
less entrainment of free-tropospheric air into the PBL. The 
ACM2 scheme resulted in consistently deeper PBLH espe-
cially during the daytime in all events over both urban and 
rural areas. Although the MYJ and QNSE schemes pro-
duced a similar trend in PBL heights, the QNSE scheme 
produced slightly deeper PBLH than the MYJ scheme, 
especially in the urban areas in few cases. In most cases, 
the PBL heights reached their peak between 1400 and 1900 
LST. Figure 5 also illustrates that PBLH sharply raised and 
collapsed after 1200 and 2000 LST, respectively. The lower 
prediction of PBLH by the MYJ scheme has been reported 
to be due to less entrainment of free tropospheric air into 
the PBL (Hu et  al. 2010). In contrast, the ACM2 scheme 
showed deeper PBLH than the MYJ and QNSE schemes 
for both urban and rural areas. This finding indicates that 
the ACM2 has higher strength of entrainment and turbulent 
mixing.

One approach to investigate the entrainment process in 
the PBL is the inspection of the potential temperature and 
moisture profiles (Hu et al. 2010). Figures 6 and 7 illustrate 
instantaneous temperature and moisture profiles for the 1st 
day at 2300 LST and the 2nd day at 1100 LST within 3 days 
simulation period at Melbourne international airport, since 
the observed atmospheric sounding data (12 h interval) was 
available for this specific location within the study domain. 
All three PBL schemes produced slightly lower potential 
temperature than observed during night-time (2300 LST) in 
the lower to middle troposphere (Fig. 6). On the other hand, 
the PBL schemes simulated higher potential temperature 
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than observed during day-time (1100 LST) especially in the 
lower troposphere. The moisture profiles showed that all 
the PBL schemes simulated higher atmospheric moisture 
during both night-time and day-time except event-2 dur-
ing day-time (Fig. 7). Although, the PBL schemes showed 
similar trends in the potential temperature and moisture 
profiles, important differences can be seen in the vertical 
structure. For instance, the MYJ scheme simulated lower 
temperature and higher moisture than the ACM2 scheme in 
the lower troposphere (below 500 m) for all the four events. 
This finding suggests that when similar amounts of mois-
ture and heat enter the atmosphere from the land surface, 
the MYJ scheme lacks sufficient vertical mixing to trans-
port this moisture and heat away from the surface to the top 
of the PBL as compared to the ACM2, which is consist-
ent with Hu et al. (2010). To obtain a better picture of dif-
ferences between the different PBL schemes, the potential 
temperature and moisture profiles are plotted at 1700 LST 

of the 3rd day of each event in Fig. 8, to better capture the 
peak of PBL development, which is well after 1100 LST 
in this region. These temperature and moisture profiles at 
1700 LST show a strong relationship between temperature 
and moisture in the upper troposphere. Importantly, Fig. 8 
shows that the MYJ schemes simulated lower moisture 
content and higher temperature than the ACM2 scheme in 
the upper troposphere (above 2700  m) especially for the 
events-1, 2 and 3.

Additionally, the vertical profiles of the vertical wind 
component is shown in Fig. 9 for representing the vertical 
mixing strength of the three PBL schemes for the 2nd day 
at 1100 LST and the 3rd day at 1700 LST within 3  days 
simulation period. The positive and negative vertical wind 
speed indicates upward and downward flow direction, 
respectively. Figure  9 illustrates that the MYJ and QNSE 
schemes showed a downward wind flow tendency in most 
cases, which indicates weaker vertical mixing by these two 

Fig. 4  T2max biases for simulations using the MYJ (ID-09), ACM2 (ID-18) and QNSE (ID-27) PBL schemes
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schemes. The ACM2 scheme showed an upward wind flow 
tendency for the most events during both morning (1100 
LST) and afternoon (1700 LST), which indicates stronger 
vertical mixing by this scheme. This provides a plausible 
mechanism for the warmer and deeper PBL by the ACM2 
PBL scheme, consistent with the previous study conducted 
by Hu et  al. (2010), who obtained stronger vertical mix-
ing with the ACM2 scheme, which encourages stronger 
entrainment at the top of PBL, and consequently, results 
in a warmer and dryer PBL. A similar finding has been 
documented by Srinivas et al. (2007), who found nonlocal 
scheme transports more moisture away from lower PBL to 
the top of the PBL. Finally, all three PBL schemes showed 
less fluctuation among them in simulating temperature and 
moisture at night in most case studies. The most likely rea-
son is that non-local transport is shutdown in the ACM2 
scheme (act as local scheme at night when conditions are 
stable) and vertical mixing is caused due to eddy diffusion 
as in the local MYJ and QNSE PBL schemes (Hu et  al. 
2010).

Based on the statistical analyses for temperature 
(Figs.  2, 3), the RRTMG SW and LW radiation schemes 

showed the best performance in simulating temperatures 
in this study area. To explore this further, the differences 
in incoming shortwave radiation (SWDOWN) between the 
combinations of radiation schemes RRTMG + RRTMG 
and Goddard + Goddard, and Dudhia + RRTM and 
RRTMG + RRTMG were calculated for the ensemble 
members 12, 15 and 18. The differences ranged between 
−150 and 200  Wm−2 for events-1 and 2 in both urban 
and rural areas, and event-3 in urban areas (Fig. 10). The 
remaining events showed smaller differences ranged around 
−50 to 50  Wm−2. The incoming shortwave differences 
showed that the RRTMG + RRTMG combination lead to 
higher incoming SW radiation than the Dudhia + RRTM 
combination, and lower than Goddard + Goddard combi-
nation. A similar result was also found from the MB tem-
perature analysis especially for the ensemble members 12, 
15 and 18 in Fig. 3. These MB values also indicated that 
Goddard + Goddard combination showed the warmest bias. 
The Goddard SW radiation scheme coupled with the God-
dard global aerosol transport model includes aerosol (sul-
fate, dust, organic carbon and black carbon) effects and 
is known to simulate higher magnitude of SW radiation 
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(Shi et  al. 2014). The differences in incoming SW radia-
tion were slightly higher in urban areas than rural areas 
for the events- 1 and 3 (Fig. 10). Furthermore, both com-
binations of the Dudhia + RRTM and Goddard + Goddard 
schemes showed higher incoming SW radiation than the 
RRTMG + RRTMG combination during the afternoon. 
Therefore, it can be concluded that the shortwave incom-
ing radiation (SWDOWN) results from the different radia-
tion schemes combination are consistent with the results 
found from statistical analyses for temperature illustrated in 
Figs. 2 and 3.

5.2  Temporal biases of near surface temperature 
during hot weather events

The simulated hourly near surface (2  m) temperature 
biases in urban and rural areas are shown in Fig. 11. This 
section mainly focuses on the temporal variability of tem-
perature biases for all four events. In addition, it highlights 
the temporal variations of the best performing ensem-
ble members 9 (MYJ + RRTMG/RRTMG + Thompson), 

18 (ACM2 + RRTMG/RRTMG + Thompson) and 27 
(QNSE + RRTMG + Thompson) discussed earlier in 
Sect. 5.1. In Fig. 11, the red, blue and green lines represent 
the ensemble member 9, 18 and 27, respectively while the 
grey shading represents the remaining 24 ensemble mem-
bers. The majority of simulations showed negative biases 
(underestimation) during the daytime especially in the 
afternoon and positive biases (overestimation) at nighttime. 
The biases for event-1 showed that the WRF model simu-
lated 2-m air temperature reasonably well in both urban and 
rural areas, although some ensemble members (e.g. 10, 11, 
20, and 21) showed large discrepancies, especially in the 
urban areas. There were considerably lower biases and var-
iation in both cases as compared to the other events. How-
ever, there was a lower bias and underestimation tendency 
for the first two days in both urban and rural areas. Interest-
ingly, most ensemble members showed overestimation with 
higher bias in the 3rd day. The maximum bias occurred 
when the sign of the gradient changed. The comparison 
among the most influential ensemble members 9 (MYJ), 18 
(ACM2) and 27 (QNSE) shows that the ensemble number 
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Fig. 6  Simulated and observed temperature profiles at 2300 and 1100 LST for the four events
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18 results in lower biases in both urban and rural areas. For 
event-2, most simulations showed a tendency to overesti-
mate temperatures in urban areas. In rural areas, the model 
showed a slight over-estimation tendency at night time and 
under-estimation when temperatures rise to the daily maxi-
mum. However, there was an opposite trend when com-
pared to event-1, especially for the urban areas. For this 
event, no specific ensemble member showed outstanding 
performance. However, ensemble number 9 (MYJ) resulted 
in less variability than other ensemble members.

For event-3, the majority of simulations showed that 
the WRF model underestimated the temperatures for both 
urban and rural areas except early morning (5.00  A.M.) 
on 18th February in urban areas. All simulations showed 
higher bias fluctuations in the urban areas. Moreover, 
ensemble member 18 produced the least variation in both 
urban area and rural areas. Finally, the ensemble number 18 
(ACM2) showed better performance than ensemble number 
9 (MYJ) and 27 (QNSE) in both urban and rural areas. For 
event-4, all simulations for urban areas showed underesti-
mation during day-time and overestimation during night-
time, which was similar to the trend of the simulations 

for event-3. For rural areas, all the simulations indicated 
a general underestimation during both day and night-time. 
As event-4 was the most severe heatwave event, the tem-
perature fluctuations were also higher than the other events. 
All the model configurations showed the highest bias fluc-
tuations for the event-4, especially for the urban areas. The 
ensemble number 9 (MYJ) showed better performance 
over ensemble number 18 (ACM2) and 27 (QNSE) in both 
urban and rural areas.

5.3  Wind speed

This section describes the results for wind speed following 
the same statistical approach described in the previous sec-
tion for temperature. The Taylor diagrams for wind speed 
show good temporal pattern correlation ranging from 0.70 
to 0.90, except event-3 (Fig. 12c, g). The relative variance 
was generally greater than 1, indicating that he model sim-
ulated higher variability as compared to the observations in 
both urban and rural areas in most cases. Figure 12a shows 
that the MYJ and ACM2 schemes showed mixed perfor-
mance, with the MYJ showing lower RMSD and higher 
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Fig. 7  Same as Fig. 6 except for atmospheric moisture
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pattern correlation and standard deviation than the ACM2. 
The MYJ and ACM2 schemes also showed mixed perfor-
mance for events-2 and 4 in the urban areas (Fig. 12b, d). 
The ACM2 performed well for events-1, 3 and 4 in rural 
areas (Fig.  12e, g, h). Furthermore, the MYJ and QNSE 
showed better performance for event-3 in the urban areas 
and event-2 in the rural areas, respectively. Finally, the 
ACM2 scheme showed slightly better performance than the 
MYJ and QNSE schemes for both urban and rural areas for 
four case studies. Although the Goddard radiation scheme 
showed better performance in simulating wind speed for 
event-4 (Fig. 12d, h) in both urban and rural areas, and for 
event-3 (Fig. 12g) in rural areas, the RRTMG showed com-
paratively better performance in both urban and rural areas 
for the remaining cases. Overall, the Thompson microphys-
ics showed good performance for most cases in both urban 
and rural areas while the WDM5 scheme showed better 
performance only for event-2 in both urban and rural areas, 
and for event-4 in the urban areas.

Figure 13 shows the MB results, indicating that all the 
simulations overestimated the wind speed in the urban 
areas and underestimated in rural areas in most cases. The 

ensemble members 7, 9, 12, and 18 illustrated better per-
formance for wind speed simulation in the urban areas and 
ensemble members 7 and 14 in rural areas in terms of MAE 
and RMSE. Therefore, the MYJ and ACM2 PBL scheme 
performs better for wind speed simulations in both urban 
and rural areas. The hybrid (local and non-local) ACM2 
PBL scheme transitions form non-local to local closure 
under very stable condition (Hu et  al. 2010). When this 
scheme acts as a non-local scheme, it considers non-local 
momentum mixing that is an advantage for calculating the 
rapid increase of wind speed more accurately in the early 
stage of mixed layer development. On the other hand, no 
single radiation and microphysics scheme showed distinc-
tive performance in terms of MAE and RMSE for wind 
speed simulation in both urban and rural areas for all case 
studies. However, the combination of RRTMG + RRTMG 
(for events-1 and 2 in urban, and events-2 and 3 in rural 
areas) and Goddard + Goddard (for events-1 and 4 in rural, 
and event-4 in urban areas) radiation schemes showed bet-
ter performance in simulating wind speed, whereas the 
Dudhia + RRTM schemes combination showed poor per-
formance. The Thompson scheme produced lower MAE 
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and RMSE for the events-1, 2 and 3 in the urban areas 
and for events-1 and 4 for rural areas. For the remaining 
events, the WDM5 scheme showed better performance 
in terms of MAE and RMSE analyses while the WSM6 
scheme showed higher MAE and RMSE. All simulations 
showed larger errors in the urban areas compared to rural 
areas. This may occur due to an inaccurate representation 
of urban roughness. In summary, wind speed is more sensi-
tive to the choice of PBL and microphysics schemes rather 
than SW and LW radiation schemes.

Figure 14 shows the wind profiles simulated by the three 
PBL schemes as compared to sounding observations taken 
at Melbourne airport at 2300 and 1100 LST for the 1st 
day and 2nd day of 3 days simulation period, respectively, 
similar to the temperature and moisture profiles shown in 
Figs. 6 and 7. The MYJ and QNSE PBL schemes showed 
higher wind speed than the ACM2 scheme within the 
lower PBL (PBLH <1000  m) for the events-3 and 4 dur-
ing night-time and for the events-1 and 3 during day-time. 
The MYJ and ACM2 schemes showed similar wind speed 
for the events-1 and 2 during night-time while the ACM2 

simulated higher wind speed for the events-2 and 4 during 
day-time in the lower PBL (PBLH <1000 m). All the PBL 
schemes underestimated the wind speed during day and 
overestimated at night for all the events except event-4 at 
night-time especially in the lower PBL. Overall, the MYJ 
scheme showed better performance (compared to observed 
wind profile) in most cases. During both the day- and night-
time, the simulated wind speed showed large deviations 
from the observations. A possible reason is that the 2 km 
grid spacing does not properly resolve the eddies in tur-
bulent boundary layer. Overestimation of wind speed is a 
common issue with the WRF model related to the low-level 
flow field, which is strongly influenced by nearby topogra-
phy (Srikanth et al. 2015; Hariprasad et al. 2014).

5.4  Relative humidity

Figure  15 shows Taylor diagrams for relative humidity, 
showing high temporal pattern correlation (0.87–0.97) 
between model results and observations. All the three PBL 
schemes showed mixed performance in simulating relative 
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humidity in both urban and rural areas. The MYJ scheme 
showed better performance for event-2 in both urban and 
rural areas (Fig.  15b, f), and the QNSE showed mixed 
performance for event-3 in the urban areas (Fig. 15c) and 
for event-4 in rural areas (Fig.  15h), respectively. The 
ACM2 scheme performed better for event-1 in both urban 
and rural areas (Fig. 15a, e) and for event-3 in rural areas 
(Fig. 15g). The QNSE scheme performed better in two out 
of eight comparisons for event-4 in both urban and rural 
areas (Fig.  15d, h). The RRTMG + RRTMG combination 
performed very well in both urban and rural areas for all 
case studies except event-4 where the Dudhia + RRTM 
combination performed better. The Goddard + Goddard 
combination showed very poor performance in simulating 
relative humidity in both urban and rural areas. Interest-
ingly, the Thompson microphysics scheme showed better 
performance in representing relative humidity for all events 
in both urban and rural areas except event-3 in rural areas.

Figure 16 shows the MB for relative humidity, indicat-
ing that all the PBL schemes had a tendency to underes-
timate relative humidity in the urban areas except event-
3, and overestimate in rural areas. The ACM2 scheme 
showed an underestimation tendency as compared to 

the MYJ and QNSE schemes in both urban and rural 
areas in most events. The ACM2 scheme also showed 
much higher biases in the urban areas especially for the 
events-1, 2 and 4, although it showed lower biases in 
rural areas. Overall, the MYJ scheme showed better per-
formance in both urban and rural areas in terms of MB. 
Based on the MAE and RMSE results, it was clear that 
the ACM2 PBL scheme (especially ensemble member 
18) showed better performance in rural areas, although 
the QNSE scheme indicated slightly lower MAE and 
RMSE in the urban areas except event-3. Although, the 
ACM2 showed better performance in terms of MB, MAE 
and RMSE in rural areas, this scheme showed large errors 
for the urban areas, except event-3. The QNSE scheme 
showed larger errors in rural areas and lower errors in 
urban areas, except event-3 as compared to the ACM2 
scheme. Overall, the MYJ scheme showed more consist-
ent and better performance in terms of MB, MAE and 
RMSE for both urban and rural areas, except event-3. The 
RRTMG + RRTMG combination clearly indicated good 
performance in both urban and rural areas except event-3 
(where the Goddard + Goddard combination showed bet-
ter performance) in rural areas in terms of MAE and 
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RMSE. Furthermore, the Thompson scheme showed 
best performance when it was used with the ACM2 PBL 
scheme, while the WDM5 scheme performed better with 
the QNSE PBL scheme. Therefore, the physics schemes 
showed non-linear interactions among them in simulating 
different variables.

6  Ranking of WRF ensemble members

To effectively summarize the results, the top five ensemble 
members in terms of temperature, wind speed and relative 
humidity simulations were identified based on the overall 
best performance for the four case studies. To achieve an 
overall ranking, the MAE metrics from all four case studies 

Fig. 11  Hourly temperature biases for the 27 WRF ensemble members: urban stations (left) and rural stations (right). The gray shades represent 
all ensemble members except ensemble members 9, 18 and 27
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Fig. 12  Same as Fig. 2 except 
for wind speed

(a) (b)

(c) (d)

(e) (f)

(g) (h)
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were first summed-up and then the mean metric was cal-
culated for the three variables. The ranking of different 
ensemble members was made considering only the MAE 
metric for each variable separately in both urban and rural 
areas, since previous studies (Willmott et al. 2009; Chatter-
jee et al. 2013; Jerez et al. 2012) have emphasized the MAE 
metric rather than RMSE metric for evaluating the perfor-
mance of a climate model. In this section, only the top five 
ranked ensemble members are presented and a brief discus-
sion is presented for identifying the best WRF configura-
tion. The ensemble member that showed the lowest mean 
metric was considered as the best WRF configuration.

Table  2 shows the top five model configurations based 
on the four case studies results in urban and rural areas. 
No unique ensemble member showed the best performance 
for all variables. However, the MYJ and ACM2 schemes 
showed better performance than the QNSE scheme in 
simulating temperature, wind and relative humidity in 
both urban and rural areas. The MYJ scheme had the 
highest ranking for the simulation of temperature in the 
urban areas, and wind speed simulation in both urban and 
rural areas. Conversely, the ACM2 scheme showed better 

performance in simulating temperature in rural areas, and 
relative humidity in both urban and rural areas. Notice-
ably, the ACM2 scheme showed higher frequency as a bet-
ter performing PBL scheme in the ranking Table  2. It is 
important to note that the results for event-3 were markedly 
different than other events (Figs. 3, 14), while the ACM2 
PBL scheme showed consistently lower MAE for simula-
tion of temperature and relative humidity in both urban 
and rural areas. This finding shows that evaluation of the 
WRF model using a single event could potentially be mis-
leading. Therefore, the ACM2 scheme showed higher fre-
quency as a better performing PBL scheme when consid-
ering overall MAE ranking in Table  2. The combination 
of RRTMG + RRTMG schemes performed better in most 
cases for temperature and relative humidity simulations, 
but this combination ranked in second position for wind 
speed simulation. The combination of Goddard + Goddard 
schemes showed better results for wind speed simulation. 
The Thompson microphysics scheme was a comparatively 
better option while the WDM5 scheme was the second 
best option. Based on overall performance, the best physics 
schemes were found to be the MYJ for PBL scheme, the 
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RRTMG + RRTMG combination for SW and LW radiation 
schemes and the Thompson for MP scheme for this study 
area.

7  Evolution of synoptic heatwaves dynamics

This section describes the synoptic heatwave dynamics of 
event-4 during February 2009 as it was the most severe and 
well documented. Based on the statistical analysis in the 
previous section, the ensemble numbers 9 (MYJ + RRTMG/
RRTMG + Thompson) and 18 (ACM2 + RRTMG/
RRTMG + Thompson) showed comparatively bet-
ter performance. Additionally, the ensemble number 27 
(QNSE + RRTMG/RRTMG + Thompson) was also tested 
for comparing the performance of the QNSE PBL scheme. 
The main change in these three WRF configurations is the 
PBL schemes where the MYJ, ACM2 and QNSE PBL 
schemes used for ensemble member 9, 18, and 27, respec-
tively. The statistical analysis showed that the PBL schemes 
played most significant role and radiation schemes played 

a moderate role in simulating heatwaves. Therefore, the 
performance of ensemble member 6 (MYJ + Goddard/God-
dard + Thompson) was compared with the performance of 
ensemble number 9 (MYJ + RRTMG/RRTMG + Thomp-
son) to better understand the effect of using different radia-
tion schemes.

The WRF model simulations for mean sea level pres-
sure (MSLP), wind speed, temperature, and geopotential 
heights at 850 and 500 hpa were considered for the analy-
sis of heatwave dynamics. Daily (for 29th and 30th January 
2009) means of MSLP for the event-4 is shown in Fig. 17a. 
This figure illustrates that all four ensemble members 
(EnsID-6, EnsID-9, EnsID-18 and EnsID-27) produced 
similar pattern and magnitude of MSLP over the southern 
ocean of the continent. However, the EnsID-9 shifts the 
center of the high slightly further southern ocean part as 
compared to other ensemble members. The reproduction 
of heatwave dynamics by the EnsID-9 is consistent with 
Engel et  al. (2013), who showed that this heatwave event 
was largely driven by an anticyclone (high) over the south-
east in the Tasman Sea. These highs are the key driver for 
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Fig. 14  Same as Fig. 6 except for wind speed
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Fig. 15  Same as Fig. 2 except 
for relative humidity
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Fig. 16  Same as Fig. 3 except for relative humidity

Table 2  Ranking of WRF ensemble members based on MAE

Rank Urban Rural

Ens ID PBL ra_sw ra_lw mp Ens ID PBL ra_sw ra_lw mp

Ranking in terms of temperature simulation
 1 7 MYJ RRTMG RRTMG WDM5 18 ACM2 RRTMG RRTMG Thompson
 2 9 MYJ RRTMG RRTMG Thompson 17 ACM2 RRTMG RRTMG WSM6
 3 18 ACM2 RRTMG RRTMG Thompson 16 ACM2 RRTMG RRTMG WDM5
 4 17 ACM2 RRTMG RRTMG WSM6 12 ACM2 Dudhia Dudhia Thompson
 5 16 ACM2 RRTMG RRTMG WDM5 15 ACM2 Goddard Goddard Thompson

Ranking in terms of wind speed simulation
 1 6 MYJ Goddard Goddard Thompson 7 MYJ RRTMG RRTMG WDM5
 2 12 ACM2 Dudhia Dudhia Thompson 14 ACM2 Goddard Goddard WSM6
 3 15 ACM2 Goddard Goddard Thompson 22 ACM2 Goddard Goddard WDM5
 4 18 ACM2 RRTMG RRTMG Thompson 4 MYJ Goddard Goddard WDM5
 5 5 MYJ Goddard Goddard WSM6 1 MYJ Dudhia Dudhia WDM5

Ranking in terms of relative humidity simulation
 1 18 ACM2 RRTMG RRTMG Thompson 15 ACM2 Goddard Goddard Thompson
 2 25 QNSE RRTMG RRTMG WDM5 18 ACM2 RRTMG RRTMG Thompson
 3 17 ACM2 RRTMG RRTMG WSM6 12 ACM2 Dudhia Dudhia Thompson
 4 12 ACM2 Dudhia Dudhia Thompson 16 ACM2 RRTMG RRTMG WDM5
 5 16 ACM2 RRTMG RRTMG WDM5 17 ACM2 RRTMG RRTMG WSM6
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developing heatwaves in southeast Australia. Heatwaves 
in southeastern Australia are mainly driven by anticyclone 
systems over the Tasman Sea in line with the subtropical 
ridge (Marshall et al. 2014) and Rossby waves (Parker et al. 
2014). According to the findings from those previous stud-
ies, the ensemble number 9 (MYJ) captured the extended 
anticyclone systems (ridge) over Tasman Sea and surround-
ing areas better than other ensemble members. Further-
more, Fig. 17b shows temperature and wind rotated to earth 
coordinates over the outermost domain (D01). The ensem-
ble members 6 (MYJ) and 9 (MYJ) simulated a stronger 
temperature gradient over the southern part of the continent 

and a weaker gradient over the southern ocean as compared 
to the ensemble members 18 (ACM2) and 27 (QNSE). 
Heatwaves in southeast Australia are also related to strong 
summertime frontogenesis over southern part of the conti-
nent (Berry et al. 2011), and the deformation of frontogen-
esis strengthens the temperature difference between the 
continent and the ocean when cyclone approaches heated 
continent (Engel et al. 2013). Finally, Fig. 17b, c shows that 
no significant differences of wind direction and wind speed 
among the four ensemble members. However, the MYJ 
scheme showed slightly lower wind speed as compared to 
the ACM2 and QNSE schemes over some parts of southern 

Fig. 17  Analyses of daily a MSLP, b overlaying temperature and wind rotated to earth coordinates and c wind speed
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ocean. Although, this study analyzed the geopotential 
heights at 850 and 500 hpa, there were no significant differ-
ences between geopotential heights simulated by different 
ensemble members and hence these results are not shown.

8  Sensitivity to different LSMs and role 
of the UCM

Finally, further sensitivity analysis were carried out to bet-
ter understand the role of the UCM urban parameterization 
scheme as well as the use of different LSMs (Noah-MP and 
CLM4), and their effects on the heatwaves simulation. In 
this case, the best model configuration ensemble member 9 

(MYJ + RRTMG/RRTMG + Thompson) from the previous 
analysis was used to test the influence of using the UCM 
as well as the CLM4 and NOAHMP LSMs. The CLM4 
LSM was tested using same model configuration except 
that the MYJ PBL scheme was replaced with the AC2 PBL 
scheme as the MYJ scheme is not compatible with CLM4 
in WRFv3.6.1. The additional model configurations for the 
sensitivity test are summarized in Table 3.

8.1  Statistical evaluation

The performance of the Noah-UCM, Noah-NoUCM, 
CLM4 and Noah-MP LSM for the four case studies is illus-
trated in Fig.  18 based on the urban and rural observed 

Table 3  Additional WRF experiment design

Experiment name Micro-physics Ra_Sw/Ra_Lw physics Surface layer physics PBL physics Land surface physics

Noah-UCM Thompson RRTMG/RRTMG Eta similarity MYJ Coupled Noah-UCM LSM
Noah-NoUCM Thompson RRTMG/RRTMG Eta similarity MYJ Unified Noah- LSM
CLM4 Thompson RRTMG/RRTMG MM5 similarity ACM2 CLM4
Noah-MP Thompson RRTMG/RRTMG Eta similarity MYJ Noah-MP
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weather stations (similar to Fig. 3). For MB of temperature, 
the Noah-UCM showed a slight underestimation tendency 
in rural areas and overestimation in urban areas while the 
Noah-NoUCM showed the opposite trend. The CLM4 
LSM leads to both over and underestimations for tempera-
ture. Interestingly, the Noah-MP showed consistent overes-
timation of temperature for both urban and rural areas for 
all four case studies. For wind speed and relative humidity 
simulations, the Noah-UCM showed a slight overestimation 
tendency while the CLM4, Noah-MP and Noah-NoUCM 
showed an underestimation tendency. Based on MAE 
and RMSE analyses, the Noah-UCM and Noah-NoUCM 
showed very similar performance while the CLM4 showed 
slightly improved performance for temperature simulations. 
The Noah-MP showed the worst performance for both 
urban and rural areas in all four cases. Finally, the Noah-
UCM performed better for wind speed and relative humid-
ity simulations for both urban and rural areas in all four 
cases. Overall, the Noah-UCM showed better performance.

8.2  Role of the urban canopy model

The differences of T2max bias are not significant between 
the simulations using the Noah-UCM and Noah-NoUCM 
in all case studies. All simulations (using the UCM and 
without the UCM) showed underestimation (mostly 2–5 °C) 
of maximum temperature in most case studies. Therefore, 
the UCM does not play significant role in reducing T2max 
bias during the heatwave events. The impacts of the UCM 

on the surface fluxes (sensible and latent) are presented in 
Fig. 19. The significant differences of flux have been found 
only in the urban areas. The turbulent energy portioning 
analysis showed that the Noah-NoUCM simulated higher 
sensible heat flux by 40–80 Wm−2 than the coupled Noah-
UCM especially over the urban areas. On the other hand, 
the coupled Noah-UCM simulated higher latent heat flux 
by 30–70 Wm−2 than the Noah-NoUCM in the urban areas. 
The Noah-UCM LSM suppressed the latent heat flux by 
minimizing the effects of urban vegetation and enhanced 
sensible heat flux especially in the urban areas.

8.3  Role of the land surface model

The effect of different LSMs during heatwaves is evalu-
ated in this section. The biases produced over the innermost 
domain by different LSMs for maximum temperature at 
2 m (T2max) are shown in Fig. 20. All the analysis showed 
daily average biases of T2max for the 2nd and 3rd day of 
the 3 days simulation period. The Noah LSM without the 
UCM illustrates the major T2max bias ranging between 
2 and 5 °C. When comparing the T2max bias between 
the Noah and Noah-MP, it was found that the Noah-MP 
showed maximum cooler bias (>7 °C) except for event-3. 
This finding indicates that land-surface processes strongly 
affect near-surface temperature during heatwave events. 
Although, the both unified Noah LSM with the MYJ PBL 
scheme and the CLM4 LSM with the ACM2 PBL scheme 
showed cooler biases, the Noah LSM with the MYJ scheme 

Fig. 19  The differences of sensible (upper) and latent (bottom) heat fluxes using the Noah-UCM and Noah-NoUCM
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showed lower cooler bias than the CLM4 LSM with the 
ACM2 scheme. It is also important to note that the CLM4 
LSM with the ACM2 PBL scheme showed slightly higher 
cooler bias (Fig. 20) than the Noah LSM with the ACM2 
scheme (Fig. 4). Overall, all three LSM showed an under-
estimation tendency of T2max for all heatwave events. 
Finally, the Noah LSM showed slightly better performance 
(lower bias) than the Noah-MP and CLM4 LSMs.

The differences of surface energy balance fluxes (sensi-
ble and latent heat fluxes) for the three LSMs are shown in 
Fig. 21. The Noah-MP simulated higher sensible and latent 
heat fluxes than the Noah and CLM4 LSMs in the major 
areas of the domain in most cases. The Noah LSM shows 
higher sensible flux except for event-4 and lower latent 
heat flux except for event-3 as compared to the CLM4 in 
the major areas of the domain. Interestingly, the CLM4 
shows higher latent heat flux over the highly dense (cen-
tral of Melbourne city) urban areas while the Noah and 

Noah-MP LSMs simulated higher latent heat flux over the 
rural areas that is main covered by evergreen broadleaf for-
est. These results show that the sensible and latent heat 
fluxes had considerable effect on the T2max bias (Fig. 20). 
For instance, the Noah LSM showed lower latent heat 
flux than the Noah-MP and CLM4 LSMs in major areas 
of the domain in most cases, and consequently, the Noah 
LSM produced lower T2max bias as compared to other the 
Noah-MP and CLM4 LSMs.

Figure  22 shows the differences of T2max simulated 
by the Noah, Noah-MP and CLM4 LSMs. The differ-
ences of T2max between the Noah and CLM4 are not sig-
nificant. On the other hand, the Noah-MP simulates lower 
T2max (~7 °C) for the events-1 and 2, and 2–4 °C for the 
events-3 and 4 in most areas of the domain as compared 
to the Noah and CLM4 LSMs. The Noah-MP experiment 
simulated lower T2max due to higher latent heat flux. 
Figure  21b illustrates that the Noah-MP simulates lower 

Fig. 20  T2max biases for simulations using the the Noah, Noah-MP and CLM4 LSMs
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(a)

(b)

Fig. 21  Simulated daily a sensible heat flux and b latent heat flux differences for the Noah, Noah-MP and CLM4 LSMs
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T2max in those areas where this scheme simulated higher 
latent heat flux than the Noah and CLM4 LSMs. Finally, 
the Noah LSM shows higher T2max than the CLM4 due 
to higher sensible heat flux and lower latent heat flux. In 
some rural areas (evergreen broadleaf forest), the Noah-MP 
simulates higher sensible flux than the Noah and CLM4 
LSMs (Fig. 21a), however, the T2max is still lower than the 
Noah and CLM4. Therefore, the surface fluxes (sensible 
and latent heat fluxes) only partly control the T2max. This 
shows that further work is required to fine-tune the differ-
ent options for Noah-MP to reduce the T2max bias, rather 
than using the default options. This is however, outside the 
scope of this study. Another factor which can have a strong 
influence on T2max is soil moisture; however, there were 
very small differences in soil moisture between the differ-
ent LSMs (not shown).

9  Conclusions

A series of simulations were conducted using a WRF 
multi-physics ensemble for assessing the sensitivity of 
the simulations to various physical parameterizations. A 
total 27 WRF configurations were generated including 
three PBL schemes (MYJ, ACM2, and QNSE), three MP 
schemes (WDM5, WSM6 and Thompson), and three SW 
(Dudhia, RRTMG, Goodard) and LW (RRTM, RRTMG, 
Goddard) radiation schemes. This study aimed at identi-
fying the best WRF model configuration for reproducing 
heatwave events over Melbourne, Australia. The model 
outputs were compared with the observations for the inner-
most domain (D03) with 2  km grid resolution while the 
output of outermost domain (D01) was used to examine the 
heatwave dynamics. After obtaining the best WRF model 

Fig. 22  Simulated daily temperature differences for the Noah, Noah-MP and CLM4 LSMs
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configuration, further experiments were carried out to 
investigate the role of the UCM and other LSMs (Noah-MP 
and CLM4) in simulating the heatwave events.

The evaluation metrics revealed that a particular WRF 
configuration rarely performed the best for all case stud-
ies for all variables and locations in terms of all evaluation 
metrics. This finding is consistent with the previous stud-
ies (Stegehuis et  al. 2015; Evans et  al. 2012) that no sin-
gle configuration of the multi-physics ensemble reveals the 
best performance for all variables for all cases. Based on 
statistical measures, it was very difficult to identify a con-
sistently best performing WRF ensemble member. Differ-
ent metrics showed preferences for some particular phys-
ics options across all four events. In the current study, the 
best selection was made based on the aggregated perfor-
mance. The results from this study confirmed that, overall, 
the configuration that consists of the MYJ PBL scheme, 
RRTMG + RRTMG SW and LW radiation schemes and 
Thompson MP scheme demonstrated better performance 
than any other configuration. Furthermore, any combina-
tion consisting of the QNSE PBL scheme, Dudhia + RRTM 
radiation schemes and WSM6 MP scheme should be 
avoided for this region.

The results have showed that the ACM2 scheme leads 
to simulations of higher temperature and lower moisture 
because of their stronger vertical mixing and entrain-
ment at the top PBL due to non-local effects which help 
to develop a warmer and drier PBL. Meanwhile, the local-
closure schemes MYJ and QNSE consider only local mix-
ing for entrainment without considering the effect of large 
eddies. These two local-closure schemes simulate higher 
moisture in the lower PBL where the surface layer phys-
ics plays important role. Therefore, the MYJ and QNSE 
schemes produce a comparatively cooler PBL than the 
ACM2 scheme. All simulations have illustrated a reasona-
ble degree of fidelity of the WRF model in simulating tem-
perature, wind speed and relative humidity over the study 
area. The model shows a higher skill in the simulation of 
temperature and wind speed in rural areas as compared to 
urban areas. Furthermore, it shows the opposite skill for 
relative humidity.

This study quantitatively analyzed the role of land sur-
face processes in the WRF model using the Noah, Noah-
MP and CLM4 LSMs. The results of T2max bias for the 
LSMs show that near-surface temperature is significantly 
affected by the surface fluxes and land-surface processes, 
with use of the Noah-MP LSM resulting in large negative 
biases in T2max, and Noah and CLM4 LSM resulting in 
similar biases, with the Noah LSM providing the best per-
formance overall. Using the UCM had an influence on 
the sensible and latent heat fluxes in the urban area, but 
this did not translate to a significant difference in T2max 
when compared with observations. The limitations of this 

study are the use of default land use categories in the WRF 
model, which may not be an accurate representation of 
actual land-use. Therefore, further sensitivity analysis of 
WRF to more accurate land-use information will be car-
ried out in figure studies. Finally, the optimal WRF model 
configuration identified in this study can be used for further 
assessment of urban climate and the impacts of extreme hot 
weather on urban environment and human health.
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