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1 Introduction

General circulation models (GCMs) attempt to embody 
the current understanding of climate dynamics via process 
equations and numerically solve these equations to simulate 
climate with various scenarios of human influences (Tay-
lor et al. 2012). These models are complex and have been 
evolving since the 1960s (Manabe and Wetherald 1967). 
The output of GCMs is given a central place in formulating 
public energy policy. The basis for this central policy posi-
tion is that the models are based on physics (IPCC 2013), 
with high confidence (>95%) given to many attribution and 
forecast results (IPCC 2013, SPM). IPCC also reports that 
GCMs do a good job of matching historical data and that 
without including greenhouse gases the match is not good 
(IPCC 2013, Fig. SPM.6).

There is a vast literature that compares GCM outputs to 
various climate features (see following sections). Such tests 
are complicated by the stochastic nature of both climate 
and the models. GCM vs. data comparisons are judged to 
be poor, adequate, good, or excellent, depending on the 
variable and the study (McWilliams 2007). This ambiguity 
results from a multiplicity of criteria of model goodness as 
well as varying results.

Evaluating knowledge claims (of which there are sev-
eral) based on GCMs can be aided by a consideration of 
epistemology (see Williams 2001 for an overview), which 
is the logical framework for evaluating how we know and 
what is knowable. With an epistemological analysis, we 
can assess the status of a theory/model in terms of its logi-
cal basis, reliability, and rigor. With this framework we can 
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evaluate both the tests of model goodness and the consist-
ency of results derived from GCMs with known physics. I 
first illustrate these issues from several areas of science and 
then return to the question of the epistemological status of 
climate models.

2  Models and epistemology

Science is the process of formally discovering regularities 
in nature. An explanation of or formal model for a regu-
larity in nature is called a theory (or law if it is well-sup-
ported). Newton’s law of gravity is a classic and simple 
example. In this case, the obedience of objects to this law 
at human scales is apparently exact. Such highly accurate 
theories are commonly treated as explanatory.

A “hypothesis” is a term used in two different senses 
(Loehle 1983). Empirical relationships (e.g., drug trials) 
can form a statistical hypothesis but are not a theory until 
they are based on falsifiable mechanistic models or expla-
nations. A scientific hypothesis, in contrast, is a proposed 
explanation for some relationship or process and can be at 
various levels of abstraction. Specific predictions derived 
from theory are the only aspects of a theory that are test-
able, not the theory as a whole. The rejection of a statisti-
cal (empirical) hypothesis provides useful information but 
does not necessarily carry theoretical content. The rejec-
tion of a test of a scientific hypothesis (if rigorous) should 
lead to the hypothesis (or theory) being revised, refined, or 
rejected (Loehle 1983).

The ideal case of testable theories can be found in clas-
sical physics. Newton’s and Maxwell’s laws make very spe-
cific predictions as well as forbidding certain things from 
happening. These laws were convincingly demonstrated by 
experiments, but note that even here confounding factors 
such as friction must be controlled in order to test them. 
In these cases, the standard of theory validity is very high. 
Experimental data often match theory almost perfectly 
and events such as the return of a comet can be predicted 
decades in advance. The apparent perfection of these laws 
has perhaps led to a belief that they are “true” in the abso-
lute, logical sense, but even gravity has some unexplained 
features.

Valid and useful theories, however, do not spring into 
life fully formed and perfect, nor are they always as accu-
rate as Maxwell’s equations. When Alfred Wegener (trans. 
1966) proposed the theory of continental drift in 1912, it 
cannot in any sense be said that his theory was mature. A 
mechanism for continental movement was lacking (and it 
seemed impossible to many that continents could move), 
as was sufficient supporting data. As data were gathered, 
particularly on sea floor spreading and the process of sub-
duction, a coherent picture came into existence of plate 

movements, the rise of mountain ranges, the origin of vol-
canoes, and the reason for the location of earthquake zones. 
However, after a century of maturation of this theory, it 
remains a qualitative theory because while it can explain 
the general locations of earthquake and volcanic zones, it 
cannot predict the size, precise location, or timing of either 
earthquakes or volcanic eruptions due to the heterogene-
ity of the Earth’s crust and the impossibility of obtaining 
detailed data. Thus, even a mechanistic and well-tested the-
ory need not be able to make precise predictions, perhaps 
ever. As a theory matures, it hopefully becomes more pre-
cise, but this is not guaranteed (Loehle 1983).

It is important to distinguish scientific knowledge from 
everyday concepts of physics (see diSessa 1993). At an 
early age, children figure out that objects continue to exist 
when hidden and cannot be in two places at once. We know 
that certain things either occur (e.g., going to the store) or 
not. We understand that certain things happen with prob-
ability (e.g., drawing an ace of spades). Such concepts 
are captured formally by predicate logic and probability, 
respectively. Much of epistemology concerns these types 
of knowledge (Williams 2001). Unfortunately, scientific 
“proof” does not follow the predicate logic model. There is 
an asymmetry noted by Popper (1959, 1963) in his famous 
Principle of Demarcation: it is possible to reliably disprove 
a theory, but a theory can never be proven. Instead, suc-
cessive successful tests of a theory only increase our con-
fidence in it. This does not mean that we know nothing, as 
knowledge relativists might assert, but rather that scientific 
knowledge is provisional, bounded (gravity is not clearly 
explicable at the atomic level), and a matter of degree 
(Loehle 2011). In some cases this knowledge can encom-
pass many significant digits, but in others, it may be more 
qualitative.

Critically, testing an evolving theory does not and 
should not follow the simple hypothesis testing model used 
in empirical experimentation. When testing a medicine 
vs. a placebo, a simple better or worse or a “how much” 
answer often results from statistical tests. When testing a 
theory, there are multiple aspects of the theory that may 
each receive partial support at a particular time, and alter-
nate explanations that may need to be ruled out (Reiss 
2015). A network of confirmation, mathematics, and causal 
explanation supports belief in a theory at any moment, not 
a simple yes/no. As a theory becomes more mature and 
more rigorously tested, we ascend the scale of epistemic 
certainty (left side of Fig. 1). There is an asymmetry, how-
ever, from proving a theory to using it for some calculation. 
The tests that lead to acceptance of a theory as “true” are 
often done under carefully controlled and ideal conditions, 
such as a vacuum. In any calculation based on a theory we 
may instead be using it under non-ideal conditions. For 
example, a falling feather behaves differently in a vacuum 
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compared to in air. The bridge from idealized physics to 
real world applications is the set of approximations, simpli-
fications, discretizations, empirical relationships, estimated 
initial conditions, and numerical methods used to create a 
calculation tool (Loehle 1983) that can be used to compute 
some result. These bridge relationships are what prevent a 
calculation tool from being a perfect representation of the 
underlying physical (or other) theory. If these confound-
ing factors are sufficiently difficult to quantify and model, 
we may descend all the way down to the far right of Fig. 1, 
where we cannot make any predictions (e.g., for the path 
of a dropped feather) at B. The correctness of a calculation 
tool is thus an empirical question of how accurate or useful 
it is, rather than a question of true or false as we take it to 
be for theories/laws.

What then of “facts”? In everyday speech we often 
make statements about the existence of objects such as, 
“My office has a computer.” Such existence statements 
can validly be called facts and are subject to yes/no evalu-
ation. When we try to be more specific about these “facts”, 
however, trouble arises. Any description (e.g., tempera-
ture, size) or classification (e.g., type of cloud) necessar-
ily involves quantification or discretization, respectively, 
which can never be perfect. Thus, existence statements can 
be evaluated in a binary manner, but any description or pre-
diction must be evaluated in terms of accuracy/precision.

When people speak of scientific facts, they are gener-
ally making a shorthand reference to some body of knowl-
edge which they are claiming is valid or true. For example, 
someone may say “Evolution is a fact” by which they mean 
“Life evolved rather than being created as described in 

Scripture.” However, the existence of a body of knowledge 
addressing evolution does not mean that all questions about 
this topic have been resolved. Likewise, plate tectonics as 
a fact does not enable us to make specific statements about 
particular volcanoes. When a knowledge claim is made at 
too high a level of abstraction, it is not epistemologically 
properly formed. For example, saying “physics is true” is 
meaningless.

Thus, statements that a scientific theory is a fact are 
denotations for bodies of more or less reliable knowledge. 
Such denotation may be useful for everyday conversation 
and general reasoning but is uselessly vague if we need spe-
cific information. The mere existence of a theory (as fact 
or truth) does not necessitate either precision of knowledge 
or predictability of events. Nor does it mean we know ini-
tial or boundary conditions well enough to use the theory 
or that we are applying the theory properly in any specific 
case. A putted golf ball follows Newton’s laws of motion 
but the details of the green’s surface may be unknowable, 
so it is not always possible to predict the ball’s path.

Epistemology, then, allows us to make certain state-
ments about theories and knowledge claims. A scientific 
statement can be an empirical relationship, for which we 
have no real explanation. It can be a wild guess, which can 
be more or less epistemically grounded (i.e., having valid 
reasons that it might be true). If a guess becomes better 
supported, it may become a provisional theory. An example 
would be evolution as framed by Darwin; not everything 
was explained and support was weak at the time. Highly 
developed theories are often called laws (e.g., Newton’s 
laws of motion). This sequence represents a hierarchy of 

Fig. 1  The epistemic trian-
gle. As theory is developed, 
epistemic certainty increases for 
ideal conditions (A). However, 
for applications an accumula-
tion of unresolvable complica-
tions reduces certainty, even 
to zero (B); for example, for 
predicting the flight of a paper 
airplane or the fall of a feather 
due to turbulence
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epistemological certainty, which never reaches 100% (peak 
of Fig. 1) because ultimate causes and fundamental forces 
are never perfectly definable. When we seek to apply laws 
or theories, new complications arise and we may descend 
from high epistemic certainty (right side of Fig.  1). Even 
in applying Newton’s laws to a simple system, complica-
tions such as static electricity, air currents, friction, elas-
tic rebound, and magnetic fields must be controlled or 
accounted for, and we may lack knowledge of how to do 
so in any particular case. In spatially extensive systems, 
new complications arise due to our inability to obtain initial 
conditions and the difficulties of solving spatially explicit 
equations. It can be difficult to quantify how much uncer-
tainty these factors add to the result of a computation, but 
we are rarely in the same domain of high epistemic cer-
tainty that pertains to a law of physics tested under ideal 
conditions.

3  Basis of climate models in physics

What then is the epistemological status of GCMs in terms 
of their basis in physics? GCMs are a mix of simulated 
processes that are viewed as well-understood physics (e.g., 
radiative transfer) and those that are poorly understood 
(e.g., cloud microphysics, IPCC 2013, p.  599). To what 
extent can we trace the algorithms used directly back to 
known physics? To what extent does the basis in physics 
prove their truth value, explanatory power, or reliability? As 
we have seen above, theories in physics that approximate 
our common notions of “truth” are, at least in idealized set-
tings (e.g., frictionless vacuums), able to make very precise 
real-world predictions. Can GCMs approximate such clean 
physical theories as Newton’s laws of motion in a vacuum? 
If so, then a great deal of confidence in their results is war-
ranted. However, even for a simple problem like tossing a 
die or flipping a coin, sensitivity to initial conditions means 
that the outcome cannot be predicted even though based on 
known physics. In the case of climate models, Rougier and 
Goldstein (2014) state that the laws of the Earth’s climate 
system are not all known and are not explicitly solvable at 
sufficient resolution. Katzav et  al. (2012) note that model 
completeness and structural stability are unknown. This is 
particularly true for the Navier–Stokes (N–S) equations for 
fluid dynamics, for which no analytic solutions are known. 
This inability to explicitly solve the equations is why 
numerical simulation is used. However, the proper simula-
tion of the equations of fluid dynamics is far from straight-
forward (Thuburn 2008). A particular problem is that while 
the proper solution of these equations requires conserva-
tion of mass, energy, momentum, and other properties in a 
continuous fashion (at infinitely many scales) because they 
are partial differential equations, the models are discrete. 

Processes such as dissipation of energy and the propaga-
tion of vortices occur below the grid scale and no theory 
exists to guarantee that the gridded model handles them 
properly (McWilliams 2007; Marston et  al. 2016). Simu-
lated processes within a grid may not propagate smoothly 
to neighboring cells, creating the potential for ringing, the 
accumulation of numerical solution errors with time, or 
result in errors in winds or proper modeling of phenomena 
such as the Quasi-Biennial Oscillation (Thuburn 2008). 
These issues have not been adequately resolved (e.g., Kat-
zav et al. 2012) and, in fact, the solution of N–S equations 
remains a Millennium problem (see http://www.claymath.
org/millennium-problems/navier-stokes-equation). Thus, 
the models may violate conservation laws and exhibit 
numerical solution artifacts. Stevens and Bony (2013a) 
showed, for example, that even in an idealized model of a 
water planet with prescribed surface temperatures, the spa-
tial responses of clouds and precipitation to warming are 
quite different depending on the model (SI Fig.  1). This 
illustrates that agreement has not been reached on how to 
represent or compute these processes on a grid. Zhou et al. 
(2015) document errors in how solar radiation is zonally 
averaged in some models. Staniforth and Thuburn (2012) 
document that all existing grid numerical solution schemes 
have known problems including grid imprinting and the 
excitation of computational modes. The inadequacy of cur-
rent gridding schemes is shown by the fact that a higher 
resolution model often produces many differences com-
pared to current models (Sakamoto et al. 2012). Improved 
numerical methods continue to be introduced to resolve the 
known problems with solving N–S PDEs (e.g., Marston 
et al. 2016). In addition, sub-grid parameterizations exist in 
all models (McWilliams 2007; Katzav et  al. 2012; Hour-
din et al. 2017) increasing uncertainty. McWilliams (2007) 
notes that small structural (equation form) differences in 
sub-grid parameterizations can lead to different dynamical 
attractors in such fluid dynamics systems.

There is considerable support for arguments that key 
feedback processes in the Earth climate system operate in a 
bottom-up manner and below the grid-scale used by GCMs. 
Stephens et al. (2015), for example, note that albedo values 
for the two hemispheres are nearly identical in spite of very 
different land/ocean configurations and note annual albedo 
buffering as well, suggesting the operation of negative feed-
back processes not captured by GCMs. A series of papers 
(Stevens and Bony 2013a, b; Xiao et al. 2014; Bony et al. 
2015; Mauritsen and Stevens 2015) show that key cloud 
and energy dissipation processes are affected by turbulence 
and thunderstorm aggregation effects at the sub-grid scale 
such that net cloud feedbacks in GCMs may be quite wrong 
(see also Lacagnina and Selten 2014). A link between cloud 
feedbacks and ENSO has been proposed, with results from 
data and models not in agreement (Sun et al. 2009). It has 
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recently been shown how the spatial pattern of warm and 
cool pools in the Pacific can alter large-scale cloud cover 
enough to alter global temperatures (Mauritsen 2016; Zhou 
et al. 2016). It has further been argued that the diagnosis of 
feedbacks is far from simple (Spencer and Braswell 2011).

The deficiencies in the solution to the N–S equations 
also ramify through other aspects of Earth system simula-
tions besides sub-grid parameterizations. Proper simula-
tion of ocean circulation is critical to predicting ocean 
heat uptake and latitudinal heat distribution and radiation 
to space as well as the dynamics of phenomena such as 
ENSO, which at present can be qualitatively simulated but 
not in terms of the timing or magnitude of events (McWil-
liams 2007). The upwelling and turnover of moist tropical 
air at the Intertropical Convergence Zone is fundamentally 
a fluid dynamics phenomenon that is currently not handled 
properly by GCMs, as are large convective systems, the 
Walker circulation, and other aspects of the redistribution 
and dissipation of heat by the global heat engine that are 
not properly simulated (see Zhou and Xie 2015). Thus, the 
inability to handle an N–S system adequately may affect 
the simulated net energy balance of the Earth as well as 
spatial patterns of climate.

What about the principle of demarcation of popper? Do 
the GCMs as embodiments of theory make strong predic-
tions that would qualify as a rigorous test of correctness 
in spite of numerical difficulties? An example of a strong 
prediction made by climate theory is the tropical tropo-
spheric hot spot, prominently featured in the IPCC Fourth 
Assessment Report. This prediction has not yet been veri-
fied (e.g., McKitrick et al. 2010; Po-Chedley and Fu 2012) 
even though theory suggests it should be evident by now. 
However, we cannot say it has been disproven due to data 
uncertainties. The divergence of global surface temperature 
in models vs. data post-2000 (e.g., Stott et al. 2013; Outten 
et al. 2015) and the related pause in warming (IPCC 2013, 
p.  870; Thorne et  al. 2015; Trenberth 2015) indicate that 
forecasts produced by GCMs are not entirely consistent 
with climate theory. On the other hand, other authors look-
ing at past predictions of global temperatures (e.g., Har-
greaves 2010; Frame and Stone 2013) report that the first 
IPCC assessment predictions have held up well, though 
these forecasts were based on both models and forcing data 
that differ from those currently used, and they used results 
ending 4–6  years ago. Stouffer and Manabe (2017) com-
pared spatial pattern projections of warming made in 1989. 
They found good qualitative agreement in some but not 
all regions, but it is difficult to assess the significance of a 
qualitative comparison.

A valid out-of-sample test of GCMs would be the abil-
ity to match ancient climates that were not used to build 
the models. Tests of GCMs for paleo-climates of the Holo-
cene (Bakker and Renssen 2014; Harrison et al. 2014; Liu 

et al. 2014), last glacial period (Harrison et al. 2014), mul-
tiple interglacials (Bakker et  al. 2014), and the Miocene 
(Steppuhn et  al. 2007) have not shown very good agree-
ment, though the role of paleo-climate and forcing test data 
uncertainty is difficult to separate from model failures. The 
ambiguity of these tests, while not adding to confidence in 
the models, also does not allow them to be rejected. These 
and similar tests do, however, enable us to say that this type 
of out-of-sample confirmation of model validity has not 
occurred.

Let us consider the most fundamental physics of climate 
models: the radiative properties of  CO2 in the atmosphere. 
While there is indeed a basic theory for this process, there 
are many radiative transfer software tools (Oreopoulos 
and Mlawer 2010) because calculation of radiative trans-
fer on a globe with a heterogeneous atmosphere is a dif-
ficult numeric problem, unlike the acceleration of a falling 
body in a vacuum. The spectrum is evaluated at different 
resolutions using various geometric assumptions and meth-
ods in each of these tools. More seriously, Oreopoulos and 
Mlawer (2010) document that (1) the basic theory itself 
continues to evolve; (2) the algorithms used in GCMs are 
much simplified due to computational considerations; and 
(3) different GCMs do not use the same radiative transfer 
algorithms. It is thus clear that even here there is a gap 
between basic theory and what is computed, with unclear 
consequences.

Likewise, each GCM makes different assumptions 
about forcing histories, clouds, land surfaces, spatial grid-
ding, etc., and uses different numerical methods for solu-
tion. Estimated forcings changed considerably between 
the IPCC AR4 and AR5 reports, and the effect of aerosols 
is still being revised (e.g., Stevens 2015) with major dif-
ferences in representation between models (Wilcox et  al. 
2013). Parameterizations (i.e., empirical relationships) are 
used for processes that take place below the grid resolution, 
such as cloud behaviors and precipitation (McWilliams 
2007). These empirical relationships have free parameters 
that must be tuned (Lahsen 2005; McWilliams 2007; Mau-
ritsen et al. 2012; Schmidt and Sherwood 2015; Hargreaves 
2010; Hourdin et al. 2017) and these tunings can be arbi-
trary (e.g., Soon et  al. 2001, their Fig. 4). Errors in these 
approximations are difficult to quantify, but certainly take 
the models far from the domain of pure representation of 
ideal laws of physics such as black-body radiation from a 
uniform surface of known temperature, as also argued by 
Katzav et al. (2012). Arguments can also be made that sig-
nificant physical processes are left out of the models, such 
as effects of the Earth’s electric field (Andersson et  al. 
2014).

Thus, these models are not “a theory” such as the law 
of gravity. The many processes incorporated into the 
computer software come from many different disciplines. 
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Many relationships in them are empirical, and some, 
such as cloud behaviors, are approximations of unknown 
validity. GCMs are thus calculation tools based on phys-
ics, as also argued by Rougier and Goldstein (2014). In 
some cases, the physics used in different GCMs even 
represents competing physical theories for particular pro-
cesses (Schmidt and Sherwood 2015). In addition, the 
verisimilitudes of the gridding and numerical solutions of 
fluid dynamics are themselves open to question (Thuburn 
2008). Until recently, for example, flux adjustments were 
necessary to overcome numerical solution deficiencies 
(Lahsen 2005).

If GCMs cannot be viewed as precise representations 
of theory based on the derivation of some components 
from well-supported physics (per above), what epistemo-
logical status do they have? One approach to assessing 
their truth value is to argue, not forward from the under-
lying physics, but back from the quality of their outputs. 
It can be successfully argued that they do embody aspects 
of current understanding of the Earth climate system or 
they would not work at all. Katzav (2014) and Schmidt 
and Sherwood (2015), for example, argue that this knowl-
edge embodiment is indicated by the superiority of cur-
rent models compared to a naïve model or compared to 
previous generation climate models. Smith (2002), Har-
greaves and Annan (2014), and Oreskes et  al. (1994) 
suggest that the models are a useful analogy or heuris-
tic. McWilliams (2007) argues that because of irreduc-
ible uncertainty in model outputs due to chaotic dynam-
ics, GCMs should be judged based on plausibility rather 
than whether they are correct or best. He argues that 
the models “yield space–time patterns reminiscent of 
nature ... thus passing a meaningful kind of Turing test 
between the artificial and the actual.” The IPCC (2013, 
p.  145) states that these models can be viewed as tools 
for learning about the climate system. Many outputs (par-
ticularly temperature) show good agreement between 
models, indicating some sort of truth value to the mod-
els (Räisänen 2007). However, inter-model agreement 
can arise from common assumptions, shared algorithms, 
and similar data used for tuning. Parker (2011) argues 
that agreement of predictions across models, while pro-
viding some supporting evidence, is not sufficient to 
establish any epistemic certainty in their truth value. For 
these reasons, efforts to confirm (verify) climate models 
(e.g., Lloyd 2010, discussion in Katzav et  al. 2012) are 
missing the point. While these models can be plausible, 
pass a Turing test of sorts, and agree with each other, the 
problems of irreducible dynamics and numeric uncer-
tainty (e.g., McWilliams 2007) and other issues mean 
that the theoretical underpinning of the models cannot be 
assumed to imply validity for making useful predictions. 

This raises the question of their usefulness as predictive 
tools, discussed next.

4  Climate models as calculation tools

Because GCMs are continuously evolving and some 
aspects may lack a rigorous and close link to the underly-
ing physics, they are unfalsifiable by Popper’s criteria (see 
Curry and Webster 2011), and must be judged as calcula-
tion tools. It is thus necessary to test the models in some 
way before using them.

Testing complex simulation models is difficult. The large 
number of tuned (estimated from data) parameters in these 
models (Murphy et  al. 2004; Hargreaves 2010; Schmidt 
and Sherwood 2015; Hourdin et  al. 2017) suggests that 
model parametric uncertainty could be high but this has 
been insufficiently evaluated to date (Guttorp 2014). There 
are potential structural (equation form), parameter, and data 
error issues (Loehle 1987, 1988; Hourdin et al. 2017) that 
have been little explored. There are many specific types of 
sensitivity and error analyses that can be conducted (e.g., 
Falloon et al. 2014; Guttorp 2014; Rougier and Goldstein 
2014) to evaluate the reliability of model outputs, but these 
methods have almost never been applied to GCMs because 
of their large computational burden (Falloon et  al. 2014). 
Allen and Ingram (2002) and McWilliams (2007) argue 
that ensembles of opportunity (a collection of models) do 
not adequately sample model uncertainty and recommend 
a full uncertainty (initial condition, parametric, equation 
functional form, numerical method, etc.) analysis in order 
to bound possible forecasts, an analysis which has still not 
been performed for GCMs. Thus, critical information for 
decision makers on model uncertainty is not available for 
GCMs.

Models of turbulent dynamics exhibit sensitivity to ini-
tial conditions (Frigg et al. 2013; Collins 2002). Given a 
structurally perfect model (i.e., all equations and param-
eters are correct; numerical methods work correctly), the 
effect of initial condition uncertainty can be estimated 
by making multiple runs with perturbed initial condi-
tions, giving a probability distribution for the outputs. 
This assumes that the errors in initial conditions can be 
characterized and that a sufficient number of runs can be 
made, neither of which is usually true in the case of cli-
mate models (McWilliams 2007). In a unique case study, 
Deser et  al. (2016) perturbed a base run with machine 
error-level noise (i.e., round-off error) applied to the ini-
tial temperature field. They found very large differences 
in winter 50  year trends for regions of North America 
across 30 runs of several °C. They found that an ensem-
ble approach could separate the internal variability vs. 
the forced signal to give better agreement with historical 
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data. However, this is based on an infinitesimal initial 
condition perturbation. True initial condition uncertain-
ties are many orders of magnitude greater. More signifi-
cantly, if there are any structural errors (wrong equation 
form to represent a process), this stochastic perturbation 
of initial conditions can be not only uninformative, but 
misleading (Smith 2002; Frigg et al. 2014; Hourdin et al. 
2017).

For certain parameters (e.g., aerosol forcing, IPCC 2013, 
Fig. 7.19), the uncertainty is large. Schwartz (2004) argued 
that uncertainty in the amount of aerosols and their effect 
would need to be reduced threefold to properly identify 
radiative forcing due to anthropogenic effects. It is clear 
that the physics of cloud formation is still insufficiently 
understood to allow clouds to be properly simulated. Per-
turbed physics analyses (Collins et  al. 2011) attempt to 
evaluate the magnitude of parametric uncertainty by per-
turbing parameter values but this again assumes that no 
structural errors exist. In addition, far too few runs have 
been made even for a proper parametric sensitivity analy-
sis in most cases. Hourdin et  al. (2017), Katzav et  al. 
(2012), Mauritsen et  al. (2012), Soon et  al. (2001), and 
Kiehl (2007) all found that multiple tunings of the mod-
els can produce similar outputs (i.e., the models are poorly 
constrained), which suggests that tuning is not mechanis-
tically sound. Finally, the pool of multiple climate models 
may not sample the uncertainty due to structural error (see 
Tebaldi and Knutti 2007; Hargreaves 2010; Collins et  al. 
2011; Frigg et al. 2013). However, GCMs are ensembles of 
opportunity and share data, code, and assumptions (Parker 
2011; Katzav et  al. 2012; Katzav 2014). Different meth-
ods for weighting and combining ensemble members can 
give very different outcomes for ensemble means or distri-
bution statistics (Tebaldi and Knutti 2007). Furthermore, 
unlike initial condition error or parametric error which can 
in many cases be reasonably characterized, structural error 
(wrong equation form, missing processes, numerical com-
putation error; see Loehle 1987) is not characterizable by 
a distribution (e.g., Gaussian) and is not finitely delineable 
(McWilliams 2007). For example, McNeall et  al. (2016) 
document that for the land surface forest model component 
of the reduced resolution climate model FAMOUS, param-
eters fit to data for the Amazon forest yield a model that 
does not work properly elsewhere or when other forests are 
used for fitting, indicating a structural error. For this rea-
son, an ensemble of runs from different models cannot be 
viewed as sampling a meaningful model space and neither 
the ensemble distribution nor the mean of the ensemble can 
be assumed to have any epistemic meaning or truth value 
(Winter and Nychka 2010; Curry and Webster 2011; but 
see; Gleckler et al. 2008). What can be shown from these 
types of comparisons of outputs is that the currently know-
able uncertainty is large (Curry and Webster 2011) and 

may not encompass the true values (McWilliams 2007; 
Frigg et al. 2014).

Complex computational tools with multiple outputs can-
not be evaluated based on a single output. For example, the 
match of model global mean temperature history with data 
could be achieved with regional temperature values that are 
incorrect everywhere (e.g., Arctic too cold but tropics too 
warm). As noted by Shepherd (2014) and Räisänen (2007), 
the verisimilitude of precipitation regimes by the GCMs 
is poor and unrelated to the agreement of models on tem-
perature. Thus, broad, long-term temperature history veri-
similitude does not necessarily imply realism of precipita-
tion or smaller-scale features of climate, nor does it mean 
that response to increased forcing will be correct. Rougier 
and Goldstein (2014) suggest that proper acceptance testing 
of these models should include a decision to not make a 
forecast for any model or model-specific output that can-
not meet reasonable accuracy limits compared to historical 
climatologies. Such is standard practice in engineering but 
there is no counterpart in climate science (Guillemot 2010).

It may be more informative to examine GCM outputs 
more narrowly rather than as a whole to see what can be 
predicted with sufficient accuracy. The IPCC (2013) graphs 
GCM outputs of global mean temperature since 1850 on an 
anomaly basis (as departures from the mean), but if plotted 
on an absolute temperature basis, the time series differ by 
up to 4 °C (SI Fig. 2). A similar result (up to 4 °C offsets) 
was found for the continental US (Anagnostopoulos et al. 
2010). This is not a trivial difference because long-wave 
radiation from an object by the Stefan–Boltzmann relation 
is proportional to the fourth power of the surface absolute 
temperature (Anagnostopoulos et al. 2010). If models differ 
in mean temperature by this much, are they handling the 
basic physics in the same ways or implementing the phys-
ics with correct algorithms? This raises epistemic questions 
about the forecasts produced by GCMs. Hawkins and Sut-
ton (2016) note that it has been argued that if the response 
to increased forcing is linear, then the absolute temperature 
does not matter much for estimating a response to increased 
forcing. However, if there is strong positive feedback, then 
response to increased forcing is greater at higher tempera-
tures (Bloch-Johnson et al. 2015; Gregory et al. 2015). If, 
in contrast, negative feedback acts to dampen  CO2 forcing 
(e.g., Spencer and Braswell 2011), this would also depend 
on actual temperature. In either case, absolute temperature 
would matter (i.e., the response is nonlinear) and the use 
of anomalies cannot be justified. Anomalies, sometimes 
called “bias-correction”, are also used for comparing other 
climate outputs. However, crops, biodiversity, sea level, 
and ice sheets all respond to actual precipitation and tem-
peratures, and thus the different models would forecast very 
different impacts even if their anomaly trends matched, as 
noted by Hawkins and Sutton (2016). The net effect of bias 
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correction or use of anomalies is to obscure the epistemo-
logical status of the models by reducing the spread of the 
model outputs with respect to each other and making disa-
greements with data difficult to determine.

The use of bias correction can cause other difficulties 
with testing. Consider the case of comparing global tem-
perature histories to model outputs. If data are in actual 
°C or are shifted to a common baseline over some period, 
the correlation statistic is not affected because the con-
stant term drops out of the computation. For other meas-
ures, however, the baseline can have an effect. For example, 
the  R2 statistic for model goodness of fit will be different 
for actual vs. anomaly series, and can actually be negative 
for unshifted series (i.e., the fit to data is worse than to a 

simple mean of the data). Hawkins and Sutton (2016) note 
that normalization (baseline shifting) of a climate series is 
based on a reference period, typically 30 years, but it can 
be the entire period of record. Both data and model output 
are shifted up or down so that their respective means over 
the reference period are zero. When comparing multiple 
runs of a single model or of multiple models vs. data, they 
will all agree most closely during the reference period. This 
means that the visual impression of model fit or the timing 
of model good or bad performance can depend completely 
on the reference period chosen (see Hawkins and Sutton 
2016 for examples). This impacts, for example, the ques-
tion of whether models are currently running hotter than 
the data. The closer the chosen reference period is to the 

Fig. 2  Effect of reference 
period choice on visual and 
numeric goodness-of-fit. A 
100 year arbitrary time series 
was generated with a slight 
upward trend plus sinusoidal 
signal and noise (solid line). 
A model was generated with 
different noise and a steeper 
rise (dashed line). a Adjusted 
to 100 year reference period; 
 R2 = 0.79. b Adjusted to most 
recent 30 year reference period; 
 R2 = 0.54
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present, the greater the apparent agreement between the 
models and data in recent years. For fit statistics such as 
 R2, the choice of reference period can also affect the result 
and thus the implied model fit. For example, in Fig. 2 an 
artificial example is shown. In Fig. 2a, the data and model 
are both shifted to the 100 year reference period (mean 0). 
The fit appears visually to be quite good, and  R2 = 0.79. 
However, in Fig. 2b the most recent 30 years is used as the 
reference period. Now the model appears to fit worse in 
the past and better (almost perfectly) in recent decades, but 
now  R2 = 0.54, a considerable degradation. This raises an 
epistemic dilemma. If correlation is used as a measure of 
common trend and pattern (e.g., ups and downs of tempera-
ture), this does not account for the bias (offset) in model 
outputs. If models and data are put on an anomaly basis, 
this assumes for temperature and precipitation that actual 
values don’t matter, only the trend, but this is still open to 
debate. Furthermore, the reference period chosen affects 
both the visual impression of model goodness-of-fit (for 
both ensemble spread and pattern of fit over time) and all fit 
statistics except simple correlation. Issues such as this have 
implications for epistemic certainty.

Comparisons of trends may also be affected by the time 
segments chosen for analysis. A trend starting in 1980, for 
example, could be confounded by internal Earth system 
cycles like the PDO or AMO (Loehle 2014, 2015). For a 
non-experimental system, the fact that choices of time 
period for analysis affect results and may be influenced by 
confounding raises a unique type of epistemic uncertainty.

Assuming that the choice of time period for analysis is 
valid, some statistical challenges remain. In typical statisti-
cal analyses, we may wish to test a hypothesis that some 
treatment is different from zero or that two treatments differ 
from each other. One- or two-tailed t-tests provide a sim-
ple example. The null hypothesis is that the two treatments 
do not differ and we examine whether the null should be 
rejected based on results of our statistical test. In climate 
science, in contrast, we often wish to test whether two 
things do not differ (i.e., that the model and data match). 
Loehle (1997), Robinson and Froese (2004) and Robinson 
et al. (2005) argue that the proper approach is to frame the 
null as model failure and attempt to reject it. The statistical 
power of the data (sample size and variance) then become 
critical along with the precision with which we wish to 
compare model and data. In experimental statistics, power 
analysis is used to specify how many samples would be 
needed to obtain a given level of precision in tests. Criteria 
should be such that a rejection of the null implies some use-
ful degree of precision vs. data. See also Meehl (1997) for a 
discussion of prediction precision and confidence intervals 
on results in preference to simple hypothesis tests.

The concept of a null expectation is relevant to evalu-
ation of time series and trends. Highly nonlinear dynamic 

systems are likely to oscillate (McWilliams 2007). It has 
been shown that historically the Earth’s climate has fluctu-
ated at all temporal scales (Lovejoy 2015). In fact, mecha-
nisms are known by which internal oscillations can arise, 
be maintained, and affect global temperatures (Mauritsen 
2016; Zhou et  al. 2016). As such, their dynamics may be 
bounded but may lack an “equilibrium” and may thus only 
be characterized by an invariant measure (e.g., an orbit) 
that gives a distribution of possible states. The sunspot 
cycle, driven by a heated fluid (the sun), is an example; 
the pattern is bounded but has so far (in historical records) 
never repeated exactly. In the Earth system there is evi-
dence for endogenous ocean circulation oscillations (e.g., 
Wang et  al. 2015), which might be emergent properties 
of chaotic dynamics on bounded geographic features such 
as ocean basins. The fact that past climates have always 
fluctuated (McWilliams 2007) prevents us from ruling out 
endogenous oscillations of potentially large magnitude and 
over long time periods (e.g., centuries). That is, the null 
model for temperature trends cannot be assumed a priori 
to be strict stability. In fact, a toy model has been devel-
oped that demonstrates this point. Koutsoyiannis (2006) 
developed a model with a positive and negative feedback 
term, each based on the chaotic tent map. This determin-
istic model was shown to be able to match integrated 
(smoothed) data for multiple long timeseries of river flow 
and temperature, including long periods of rise or fall, as 
well as the scaling exponent. The ups and downs at all 
scales were present solely as a deterministic function of the 
chaotic model. This means that chaotic dynamics could be 
a sufficient null model for climate, as could quasiperiodic 
external (e.g., solar, cosmic ray, gravitational) forcings. It 
is not necessary for natural fluctuations to account for all of 
the recent warming to be a plausible factor. Instead, even a 
partial effect will reduce the estimate of climate sensitivity 
(e.g., Loehle 2015). The importance of this alternative null 
for testing climate models involves the extent to which the 
test is strong or weak (senso Meehl 1997). If no alternate 
explanation exists for warming post-1950, then the match 
of models is a strong test, which is what is assumed. But if 
internal oscillations can produce such a pattern of tempera-
ture, then it is not a strong test.

5  Conclusions

What, then, of the knowledge question posed by GCMs? 
As parameterized simulators that generate climate behav-
ior, these tools must fundamentally be judged statistically, 
quantitatively. Qualitative assessments do not answer the 
key policy-relevant questions of how much warming, when, 
and where. Held (2005) argues that achieving improved 
knowledge of the climate requires the development of 
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simplified, idealized “worlds” (e.g., see SI Fig. 1) to enable 
an exploration of the processes of large-scale turbulence, 
heat transfer to the poles, ocean circulation, and particu-
larly how large climate features such as ENSO can persist. 
Without this exploration of mechanisms, Held argues, it is 
not possible to explain why different GCMs produce differ-
ent outputs, why they differ from data, and how they can 
be improved. This is because the complexity of the mod-
els results in epistemic opacity. Proper explanations of 
the behavior of complex hierarchical systems such as the 
climate must usually be multilevel and account for factors 
such as ocean currents, continents, and clouds. Improved 
understanding achieved in this way could lead to better 
sub-grid parameterizations. An example is the recent work 
by Moncrieff et  al. (2017) which derives a multi-scale 
approach to understanding of organized tropical convection 
that can be used to develop sub-grid parameterizations.

According to Fogelin (1994), making a knowledge 
claim requires both epistemic responsibility and adequate 
grounding (or justification), which requires proper reason-
ing and an adequate basis in data, facts, and theory. Fogelin 
(1994) also argues that potentially misleading information, 
such as confounding by uncontrolled factors or unmeasured 
processes, must be considered epistemically and reduces 
certainty in conclusions. In the climate change arena, 
confounding could result from getting the right answer 
(realistic looking output) for the wrong reason. We can 
identify several candidates for such confounding. First, if 
assumed aerosol concentrations and forcings are too high 
for the past 80 years or so, then if the model response has 
been tuned to match historical temperatures (see Schwartz 
2004; Tebaldi and Knutti 2007; Hourdin et  al. 2017) this 
will yield a high estimate of climate sensitivity and thus 
of future warming. New lower estimates of aerosol forc-
ing (Stevens 2015) highlight the problem. A second cause 
of confounding could arise due to internal Earth system 
fluctuations. The ENSO system is a short-cycle example, 
but longer cycles plausibly exist (e.g., the Pacific Decadal 
Oscillation, Atlantic Multidecadal Oscillation) which could 
account for part of late twentieth Century warming, in 
which case a lower climate sensitivity is implied (see Loe-
hle 2014, 2015 and references therein). Third, the models 
could be tuned to match historical data, including choice 
of aerosol history (see Kiehl 2007), solar forcing history, 
sea temperature record, assumptions about ocean turnover, 
and so on (Knutti et al. 2002), in which case their fit to this 
data is not unambiguous evidence of model validity. Hour-
din et al. (2017) and McWilliams (2007) note that tuning of 
GCMs does in fact take place and that it may be impossible 
to avoid using knowledge of twentieth Century warming 
histories during the tuning process. In fact, they note that 
some modeling teams use temperature trends explicitly for 
tuning.

In these three cases, the models may match twentieth 
Century temperatures for the wrong reasons (Tebaldi and 
Knutti 2007; Hourdin et al. 2017). If so, the epistemically 
justified approach is to quantify the level of uncertainty 
associated with knowledge/reliability claims or to rigor-
ously show that such potentially confounding factors are 
not in fact affecting one’s results. Assuming model correct-
ness in order to test for confounding presents the risk of 
circular reasoning according to Tebaldi and Knutti (2007). 
In the face of non-trivial counterfactuals (such as known 
numerical solution problems or unresolved confounding), 
one should report the uncertainty (Curry and Webster 
2011) and note its implications for knowledge claims (Wil-
liams 2001).

The challenge of epistemic responsibility is even 
greater for knowledge claims based on GCM forecasts of 
sub-global scale changes, which is the scale where impact 
assessments necessarily are conducted. Not only is it 
known that GCMs fail to properly simulate smaller-scale 
features such as the QBO or the ITCZ, but GCMs disa-
gree with each other at regional scales, making forecasts 
about regional impacts arbitrary (see Anagnostopoulos 
et al. 2010; Kundzewicz and Stakhiv 2010; Dawson et al. 
2012; Chen and Frauenfeld 2014; Hall 2014; Deser et  al. 
2016). More detailed regional forecasts are made by using 
the coarser-scale GCM output as boundary conditions, but 
this dynamical downscaling process itself does not appear 
to be reliable (e.g., Evans and McCabe 2013; Hall 2014). 
However, regional forecasts are rarely evaluated critically 
(Hall 2014). While the reliability of regional forecasts can-
not be precisely determined, good practice should at least 
include using ensembles (not just the mean of an ensemble) 
to give some idea of uncertainty. Bias adjustments (e.g., Ho 
et al. 2012) may also be needed to properly utilize regional 
or local model outputs for impact studies.

If climate models are only “similar to” the real Earth 
system and act more as an analogy (Oreskes et al. 1994) or 
as exploratory tools, then they are most useful as a basis for 
qualitative predictions such as that some warming is likely. 
If the models can make some predictions (e.g., global tem-
perature) with acceptable precision, it is important to deter-
mine which variables can be so predicted. If models exhibit 
a common bias, perhaps this bias can be accounted for in 
making policy decisions. Explanations for model perfor-
mance differences should be pursued, especially the wide 
range of future trajectories. Given the complexity of the 
Earth climate system, the foundational basis for the knowl-
edge claims made based on GCMs deserves greater atten-
tion. Epistemology, properly applied, can help clarify what 
we know, how we know it, and the limits of rigorous rea-
soning that can be justified.

Climate change poses a wicked policy problem. There 
is a high risk both from action and inaction. This paper 
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does not lead to any particular policy conclusion. Rather, it 
focuses on the methods that lead to rigorous reasoning. Pol-
icy decisions necessarily also involve perceptions of risk, 
tolerance of risk, cultural values, economics, and other fac-
tors beyond the scope of this analysis. However, any policy 
can only benefit from a better understanding of how climate 
models are constructed, their physical basis, how they can 
be tested, and how to assess their outputs.
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