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construct the empirical model. A 10-yr (2004‒2013) inde-
pendent forecast shows that the model attains a useful skill 
of up to 25 days.
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1 Introduction

Since Madden and Julian (1971, 1972) firstly discovered the 
tropical intraseasonal oscillation (ISO), a number of stud-
ies have demonstrated that the ISO exists not only over the 
tropics (Murakami 1980; Lau and Chan 1986; Wang and 
Rui 1990; Annamalai and Slingo 2001; Teng and Wang 
2003; Li and Wang 2005; Wang et al. 2006), but also over 
mid- and high- latitude regions (Jeong et al. 2008; Yang 
et al. 2010; Kikuchi and Wang 2009; Wang et al. 2012, 
2013). The ISO over the tropics (its major eastward-prop-
agating component was called as the Madden–Julian Oscil-
lation, MJO), has received a lot of attention in the past, 
including its preferred zonal planetary scale (Wang 1988; Li 
and Zhou 2009), its Rossby–Kelvin wave couplet horizon-
tal structure (Hendon and Salby 1994; Wang and Li 1994; 
Li and Wang 1994; Kiladis and Wheeler 1995; Chatterjee 
and Goswami 2004; Zhang 2005), its tilting vertical mois-
ture and wind profiles (Sperber 2003; Jiang et al. 2004), 
its season-dependent phase propagation (Wang and Rui 
1990; Madden and Julian 1994; Matthews 2000; Yokoi and 
Satomura 2006; Jiang and Waliser 2008; Maloney 2009; 
Hsu and Li 2012), and its interannual variation (Slingo et al. 
1999; Teng and Wang 2003; Kajikawa and Yasunari 2005; 
Shinoda and Han 2005; Lin and Li 2008; Wen et al. 2011; 
see Li 2014 for a review of dynamic mechanisms related to 

Abstract The intraseasonal oscillation (ISO) of air tem-
perature over the mid- and high-latitude Eurasia in boreal 
winter was investigated by NCEP-NCAR reanalysis data. 
It is found that the intraseasonal temperature disturbances 
exhibit maximum variability near the surface in the region 
of 50°–75°N, 80°‒120°E and they propagate southeast-
wards at average zonal and meridional phase speeds of 
3.2 and 2.5 m s−1, respectively. The low-level temperature 
signal is tightly coupled with upper-tropospheric height 
anomalies, and both propagate southeastward in a similar 
phase speed. A diagnosis of the temperature budget reveals 
that the southeastward propagation is primarily attributed 
to the advection of the temperature anomaly by the mean 
wind. A wave activity flux analysis indicates that the south-
eastward propagating wave train is likely a result of Rossby 
wave energy propagation. The source of the Rossby wave 
train appears at the high latitude Europe/Atlantic sector, 
where maximum wave activity flux convergence resides. 
During its southeastward journey, the ISO perturbation 
gains energy from the mean flow through both kinetic and 
potential energy conversions. A physics-based empirical 
model was constructed to predict the intraseasonal tem-
perature anomaly over southeast China. The major predict-
ability source is the southeastward-propagating ISO signal. 
The data for 1979‒2003 were used as a training period to 

 * Tim Li 
 timli@hawaii.edu

1 International Laboratory on Climate and Environment 
Change and Key Laboratory of Meteorological Disaster 
of Ministry of Education, Nanjing University of Information 
Science and Technology, Nanjing, China

2 International Pacific Research Center, Department 
of Atmospheric Sciences, University of Hawaii at Manoa, 
Honolulu, HI 96822, USA

http://crossmark.crossref.org/dialog/?doi=10.1007/s00382-015-2956-8&domain=pdf


2156 S. Yang, T. Li

1 3

these observed characteristics including plantary zonal scale 
selection, eastward and northward propagation, and ENSO-
phase dependence of the ISO variability). It has been shown 
that the ISO has a profound influence on tropical cyclone 
formation (Maloney and Hartmann 2000; Hall et al. 2001; 
Fu et al. 2007; Chen et al. 2009; Cao et al. 2014; Xu et al. 
2014) and propagation (Bi et al. 2015), monsoon onset and 
intensity (Zhang et al. 2002; Jiang et al. 2004; Lorenz and 
Hartmann 2006; Mao et al. 2010; He et al. 2011) and the 
triggering of ENSO (Kessler 2002; Lengaigne et al. 2004).

In comparison with the tropical ISO, mid- and high- lati-
tude ISO received much less attention. Anderson and Rosen 
(1983) and Krishnamurti and Gadgil (1985) pointed out the 
existence of the mid-high latitude ISO. It was suggested that 
the mid-latitude ISO is independent of tropical forcing (Knut-
son and Weickmann 1987; Ghil and Mo 1991). One possible 
source of the mid-latitude ISO is local air–sea interaction in 
North Pacific (Wang et al. 2012). By conducting idealized 
atmospheric general circulation model experiments, Wang 
et al. (2013) found that the mid-latitude ISO is primarily 
caused by local processes and the tropical forcing accounts 
for 20 % of total intraseasonal variability in boreal summer. 
A case study showed that the extended-range drought and 
flood events over the mid-low reaches of Yangtze River were 
closely related to the mid-latitude ISO variability in boreal 
summer (Yang et al. 2013a). The propagation and circulation 
characteristics of the ISO over the mid-high latitude are dis-
tinctive from those in the tropics (Yang et al. 2013b).

Currently the most challenging issue facing the weather 
and climate community is the gap of forecast skill between 
the weather scale (less than 10 days) and the climate scale 
(monthly or seasonal). The predictability source of this 
extended range (10‒30-day) lies in the atmospheric ISO over 
tropics and the mid-high latitude area. Motivated by this soci-
etal need, in this study we intend to investigate the temporal 
and spatial patterns of winter air temperature variability in 
intraseasonal timescale. We will focus on the Eurasia Conti-
nent, the most populated continent in the world. The main 
objective of the current study is to reveal the structure and evo-
lution features of the intraseasonal variability of atmospheric 
temperature over the mid-high latitude Eurasia in boreal win-
ter, and the causes of the southeastward propagation of the 
ISO signal (including both the low-level temperature signal 
and the corresponding upper-level geopotential height signal) 
from low-level and upper level dynamics perspective.

The remaining part of the paper is organized as follows. 
Datasets and methods used in this study are described in 
Sect. 2. The structure and evolution characteristics of the 
intraseasonal temperature anomaly over the mid-high lati-
tude Eurasia in boreal winter are described in Sect. 3. In 
Sect. 4, the cause of the southeastward propagation of the 
low-level temperature anomaly through the surface temper-
ature budget analysis is revealed. In Sect. 5, a propagation 

mechanism attributed to upper-level Rossby wave dynamics 
is discussed. In Sect. 6, a multi-variate lag-regression model 
is constructed for the extended-range (10‒30-day) prediction 
of intraseasonal temperature anomaly over southeast China. 
Conclusions and discussions are given in the last section.

2  Data and method

2.1  Data

Daily reanalysis data between 1979 and 2014 with a hori-
zontal resolution of 2.5° × 2.5° provided by the National 
Centers for Environment Prediction-National Center for 
Atmospheric Research (NCEP-NCAR) (Kalnay et al. 
1996) are used in the present study. The variables include 
temperature T, geopotential height Z, zonal wind u, meridi-
onal wind v and vertical p-velocity ω at 12 pressure levels 
(1000, 925, 850, 700, 600, 500, 400, 300, 250, 200, 150, 
and 100 hPa). The temperature at σ = 0.995 level is also 
used to represent the surface temperature. Stream function 
ψ and relative vorticity ζ were calculated from u and v by 
ζ =

∂v
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−
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). In addition, daily 

surface air temperature data, derived from National Mete-
orological Information Center of China Meteorological 
Administration, at 106 ground observational stations over 
southeast China are also used.

2.2  Temporal filtering and temperature budget 
diagnosis

Two steps are used to derive the intraseasonal signals. Firstly, 
the mean and first four harmonics of the seasonal cycle 
were removed from the raw data. Secondly, the so-derived 
anomaly fields are filtered by the Lanczos band-pass (10‒60-
day) filter (Duchon 1979). The ISO signals in boreal winter 
are extracted through the above procedure. Here the winter 
is defined as the time period from December 1 to March 
31 (DJFM). A total of 35 winters from 1979/80 to 2013/14 
(total 35 × 121 = 4235 days, with February 29th in leap 
years being removed) are analyzed. The effective degree of 
freedom is estimated based on Bretherton et al. (1999).

To examine the key processes contributing to the propa-
gation of the intraseasonal temperature anomaly, the tem-
perature budget at a given pressure level is diagnosed. The 
anomalous temperature tendency equation may be written 
as (Holton 1992):
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where α is the specific volume of air; Cp is the specific heat 
of air, and Q̇ denotes the rate of diabatic heating. The other 
symbols follow convention in meteorology.

Each of dependent variables may be separated into 
three components, an intraseasonal (10‒60 days, denoted 
by a single prime), a synoptic-sale (<10 days, denoted by 
a double prime) and a low-frequency background state 
(LFBS, >60 days, denoted by an overbar) component. The 
LFBS and the synoptic-scale component are obtained by a 
low-pass (greater than 60 days) and a high-pass (less than 
10 days) filter, respectively. Here the LFBS includes the 
annual cycle and other scale motion of greater than 60 days. 
After separating the three components, each advection term 
may be decomposed into nine terms. For example, the 
meridional temperature advection anomaly −(v ∂T

∂y
)
′ can be 

expressed as:

2.3  Energy conversion and wave‑activity flux

The barotropic energy conversion was originally derived by 
Simmons et al. (1983) and Mak and Cai (1989), in which 
the time-mean winds are assumed to be non-divergent. 
Considering that the wind in the current study involves 
both rotational and divergent components, we apply the 
barotropic energy conversion equation derived by Maloney 
and Hartmann (2001). The barotropic kinetic energy con-
version between the winter mean flow and the ISO flow can 
be written as:

where a single prime denotes intraseasonal perturbation 
as stated above, and a double overbar denotes the winter 
time mean. A positive (negative) value of CKiso indicates 
that the ISO flow gains (loses) kinetic energy from (to) the 
mean flow.

In addition, the potential energy conversion between the 
ISO and the mean flow is also diagnosed. The mean and 
perturbation potential energy equations can be derived 
from the thermodynamic equation (Holton 1992). By mul-
tiplying temperature in the thermodynamic equation, both 
time-mean and perturbation potential energy equations 
can be derived. The common term in the two equations 

(2)

−

(

v
∂T

∂y

)′

= −

[

(v̄+ v′ + v′′)
∂(T̄ + T ′ + T ′′

)

∂y

]′

= −

(

v̄
∂T̄

∂y

)′

−

(

v̄
∂T ′

∂y

)′

−

(

v̄
∂T ′′

∂y

)′

−

(

v′
∂T̄

∂y

)′

−

(

v′
∂T ′

∂y

)′

−

(

v′
∂T ′′

∂y

)′

−

(

v′′
∂T̄

∂y

)′

−

(

v′′
∂T ′

∂y

)′

−

(

v′′
∂T ′′

∂y

)′

(3)CKiso = −u′2
∂u

∂x
− v′2

∂v

∂y
− u′v′

∂u

∂y
− u′v′

∂v

∂x

representing potential energy conversion between the mean 
flow and the perturbation flow can be expressed as:

where g is the gravity, T0 = 288.15 K representing the 
standard sea level temperature, γd and γ are the dry adi-
abatic lapse rate and the actual lapse rate of atmosphere, 
respectively. Here γd − γ is set to be 4.0 × 10−3 °C m−1. 
A positive (negative) value of CPiso indicates that the ISO 
gains (loses) potential energy from (to) the mean flow. 
Equation (4) implies that the conversion between the mean 
potential energy and perturbation potential energy is deter-
mined by horizontal eddy heat fluxes and mean thermal 
gradients.

A phase-independent wave-activity flux (WAF) formu-
lated by Takaya and Nakamura (2001) is used to investigate 
Rossby wave energy propagation and accumulation. This 
wave flux formulation has been used in the study of Pacific 
easterly waves (e.g., Tam and Li 2006) and midlatitude ISO 
(e.g., Zhao et al. 2013; Wang et al. 2013). A two dimen-
sional WAF may be expressed as:

In Eq. (5), the subscript indicates partial derivative; ψ 
denotes the stream function; U = (u, v)Tr is wind velocity 
(superscript Tr denotes vector transpose).

2.4  A non‑filtering method and a multi‑variate 
regression model

The real-time prediction of intraseasonal temperature vari-
ability requires us to extract the ISO signals from the raw 
data without band-pass filtering. To construct an empirical 
model for real-time forecast, a non-filtering method devel-
oped by Hsu et al. (2015) is applied. This non-filtering 
method consists of the following three steps. Firstly, a daily 
climatologic annual cycle field is removed from the raw 
data. The so-derived dataset is called “Var1”. Secondly, the 
lower-frequency signals with the period longer than 60 days 
are removed from Var1. This is done by subtracting the previ-
ous 30-day running mean (i.e., from day −30 to day 0). The 
so-derived dataset is called “Var2”. Finally, the dataset Var2 
is subject to a previous 5-day running mean (i.e., from day 
−5 to day 0) to remove the higher-frequency synoptic-scale 
component (10 days or less). The final dataset is considered 
to represent the 10–60-day intraseasonal component.

Once the ISO signals are extracted, we further use the 
dataset to construct a multivariate lag-regression (MVR) 
empirical model (Jones et al. 2004; Hsu et al. 2015). In 
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such a model, predictand Y is determined by multivariate 
linear regression of the preceding values of a series of pre-
dictors X. The MVR model can be expressed as:

where t is time; n denotes forecast lead; ai is the regression 
coefficient determined by least square estimation; Xi are 
predictors; and εt+n represents a random component.

(6)Y =
∑

i

aiXi(t)+ εt+n

3  Structure and propagation characteristics of the 
intraseasonal temperature anomaly

Figure 1a shows the standard deviation (STD) of non-fil-
tered surface temperature anomalies over Eurasia Con-
tinent. Note that the maximum perturbation center is 
located at the mid-high latitude region around 50°‒75°N, 
80°‒120°E (marked by a rectangle). The same activ-
ity centers are found at 925 hPa (Fig. 1c) and upper level 

(a) (b)

(d)

(f)

(c)

(e)

Fig. 1  a Standard deviation of non-filtered surface temperature 
anomalies (unit: K; with the mean and first four harmonics of the 
seasonal cycle and the high-frequency component removed) in boreal 
winter (December–March, DJFM). The box denotes the activity 
center of temperature anomalies. b Power spectral analysis of non-fil-
tered surface temperature anomalies averaged in the box area in (a). 

The green and red lines denote spectrum density of red noise and its 
0.01 significance level, respectively. c, d As in (a, b) respectively, but 
for 925 hPa. e As in (a), but for 10‒60-day filtered surface tempera-
ture anomalies. f Zonal-vertical distribution of standard deviation of 
10‒60-day filtered temperature anomalies along 60°N
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with reduced amplitude (not shown). The non-filtered tem-
perature anomalies above are obtained by removing the 
mean and first four harmonics of the climatologic annual 
cycle firstly, and then conducting a 5-day running mean to 
remove the higher-frequency synoptic-scale component.

An area-averaged (50°‒75°N, 80°‒120°E) temperature 
anomaly is then subject to a power spectrum analysis. It is 
found that the statistically significant signal of the tempera-
ture anomalies at surface (Fig. 1b) and 925 hPa (Fig. 1d) 
appears at a period of 10–60 days. It is worth mentioning 
that the intraseasonal signal is still statistically significant 
even if one keeps the synoptic component. The same power 
spectrum peak is also found in this period range in the 
upper tropospheric geopotential height field (not shown). 
Thus, in the rest of this paper, we will primarily focus on 
the 10‒60-day period band, unless indicated otherwise.

Figure 1e illustrates the STD of 10‒60-day filtered sur-
face temperature anomalies in the same region. Again 
the maximum activity center is located in the region of 
50°‒75°N, 80°‒120°E. The intraseasonal temperature vari-
ability explains about 25 % of total variability (including 
the annual cycle and the interannual, intraseasonal, and 
synoptic components). The temperature signal is greatest 
at the surface, and decays with height in the troposphere 
as shown from the zonal-vertical distribution of the STD of 
10–60-day temperature anomalies along 60°N (Fig. 1f).

To reveal the dominant patterns of the intraseasonal 
temperature anomalies over the mid-high latitude Eurasia 
in boreal winter, an empirical orthogonal function (EOF) 
analysis is performed on the 10‒60-day surface air tem-
perature anomalies in the domain of 35°‒80°N, 20°‒140°E 
(931 points in space) for winters from 1979/80 to 2013/14. 
The horizontal patterns of the first mode (EOF1) and the 
second mode (EOF2) and the time-lag correlation coeffi-
cient between the first two principal components (PC1 and 
PC2) are depicted in Fig. 2. Note that the variance contribu-
tions of EOF1 and EOF2 are 18.5 and 16.1 %, respectively. 
The first two leading modes are statistically independent 
from higher modes based on the estimation of error range 
of eigenvalues proposed by North et al. (1982). Figure 2a, 
b show that two positive temperature perturbation centers 
are located at 65°N and 55°N respectively. The significant 
lagged correlation between PC1 and PC2 in Fig. 2c sug-
gests that PC1 leads PC2 by 4 days and that the two lead-
ing modes reflect the same propagating mode at different 
phases.

To clearly describe the evolution of the intraseasonal 
temperature signal, we conduct a composite analysis. 
Strong and weak cases are selected based on PC1 time 
series. The criterion for strong negative (positive) events 
is that standardized PC1 exceeds −1.5 (+1.5). Total 69 
strong negative and 63 strong positive events are selected 
for the composite analysis.

The evolution of composite 10‒60-day surface tempera-
ture anomalies from day −8 to day +10, at an interval of 
2 days, is portrayed in Fig. 3. Because the positive event 
composite is approximately a mirror image of the negative 
events, what we plotted here is the difference between the 
strong positive and the strong negative ISO events. Day 
0 represents the time when the positive center of surface 

 

 

(a)

(b)

(c)

Fig. 2  a The EOF1 pattern of the 10–60-day filtered surface tem-
perature anomalies in DJFM (values larger and less than 0.01 are 
shaded; yellow: positive; blue: negative; thick gray lines denote zero 
contours, as follows). The variance contribution is marked at the 
upper-right corner. b As in (a), but for the EOF2. c The lead-lag cor-
relation coefficients between PC1 and PC2. The red dash lines denote 
the 0.05 significant level; positive (negative) days mean PC2 leads 
(lags) PC1
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temperature anomalies appears at the same location as 
shown in EOF1 structure (Fig. 2a). The composite maps 
clearly illustrate the southeastward propagation of the tem-
perature anomaly, as seen by the locations of the red dots 
representing the centers of the maximum positive tempera-
ture anomalies.

To quantitatively measure the propagation speed and 
direction, we calculate the propagation vector based on a 
local lagged correlation method developed by Lau and Lau 
(1990). For a given grid, the surface temperature anomaly 
at this grid point is regarded as a reference time series 
(35 boreal winters from 1979/80 to 2013/14). A lead-lag 

Fig. 3  Evolution of the composite 10‒60-day surface temperature 
anomalies (contours with an interval of 2 K) from days −8 to +10, 
with an interval of 2 days. The day numbers are drawn at the upper 
right-hand corner of the appropriate panel. Green (brown) shading 
area indicates the positive (negative) area exceeding 0.05 significance 

level. The red dots represent the centers of the maximum positive sur-
face temperature anomalies associated with the southeastward propa-
gation; the latitudinal and longitudinal values of the dots are written 
at the lower left-hand corner
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correlation is calculated between time series of each sur-
rounding grid points and the time series at the base point, 
from lagged day −5 to day +5. The direction of the phase 
propagation vector at a base-point is then inferred from the 
orientation of the line segment pointing from the strongest 
positive correlation center at day −5 to that at day +5. The 
magnitude of the propagation speed is estimated by divid-
ing the distance of the line segment by the time interval 
(i.e., 10 days).

Figure 4 displays the so calculated phase propagation vec-
tors and temporal coherence map (shading) for the 10–60-
day surface temperature anomalies. Here the temporal coher-
ence at a base-point is defined as the average of the strongest 
positive lagged correlation coefficients at day −5 and day 
+5. For example, for a series of lag-correlation charts cor-
responding to the common base point (called P), the strong-
est positive correlation point appearing at day −5 is identi-
fied (called A), and the strongest positive correlation point 
appearing at day +5 is also identified (called B). The tempo-
ral coherence of the migratory signal for the base point P is 
defined as the average of the lagged correlation coefficients 
at point A and point B. The temporal coherence describes 
how well a migratory signal is maintained through its evolu-
tion in time. The details of temporal coherence definition can 
be referred to Lau and Lau (1990). The arrows in Fig. 4 gen-
erally point southeastward, implying that the intraseasonal 
temperature signal propagates toward the south and east in 
northern winter. Taking the autocorrelation into account 
(Bretherton et al. 1999), the effective degree of freedom for 
the data we analyzed is about 244. A high temporal coher-
ence is defined when its value exceeds 0.001 significance 
level (~0.21 for N = 244). Based on the above estimation, 

a value of 0.3 is used as a criterion for strong coherence. As 
shown, the contour of 0.3 covers most of the mid-latitude 
Eurasia, implying that the temperature propagation signal is 
of high temporal coherence in the region. Taking the area of 
30°‒70°N, 70°‒125°E (the box in Fig. 4) as a key activity 
region (where the coherence is in general larger than 0.3), 
the average meridional and zonal phase speeds in the region 
are 2.5 and 3.2 m s−1, respectively. Actual phase speeds may 
vary slightly with latitude and longitude.

Fig. 4  Phase propagation vectors (arrows; unit: m s−1; see scale at 
the lower left corner) and the temporal coherence (shading; see scale 
bar) of the composite 10‒60-day surface temperature anomalies. The 
blue lines denote 0.3 contours of temporal coherence. The box indi-
cates the area of 30°‒70°N, 70°‒125°E (where the coherence gener-
ally larger than 0.3). The temporal coherence means the average of 
the strongest positive lagged-correlation coefficients at day −5 and 
day +5, and see text for details of analysis procedure

Fig. 5  The meridional-vertical distribution of composite 10‒60-day 
filtered geopotential height Z ′ (contour; unit: gpm) and temperature T ′ 
(shading; unit: K) along the longitudes (written at the lower left-hand 
corner of the appropriate panel) of centers of the maximum positive 
temperature (see the red dots in Fig. 3) from day −4 to day +6
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Not only the low-level temperature signals but also the 
upper-level geopotential height anomalies show similar 
southeastward movement, which can be seen from either 
the temporal sequence of horizontal patterns of the temper-
ature and geopotential height fields or their vertical cross 
sections. Figure 5 shows the meridional-vertical distribu-
tions of composite geopotential height Z ′ and temperature 
T ′ along the longitude position of the maximum surface T ′ 
center (i.e., the red dots in Fig. 3). At day −4, a positive 
Z ′ center at 300 hPa is located north of 60°N, and below 
(above) this center, the T ′ shows a warm (cold) anomaly, 
following well the hydrostatic relationship. At day +6, the 
positive Z ′ center moves southeastward to south of 50°N. 
The observational result above indicates that the low-level 
intraseasonal temperature signal is closely coupled with 
upper-tropospheric height anomalies through a hydrostatic 
relationship.

A clearer southeastward propagation of the geopotential 
height anomalies can be seen from the temporal evolutions 
of horizontal patterns of the intraseasonal height fields. 
Figure 6a shows the evolutions of composite Z ′ patterns at 
300 hPa, where maximum Z ′ anomaly appears. Same as the 
low-level temperature perturbation, Z ′ at 300 hPa from day 
‒4 to day +6 exhibits a clear southeastward propagation. 
The average phase speed and direction are quite similar 
to those of the surface temperature anomalies, as inferred 
from the evolution of the positive Z ′ centers (i.e., the red 
dots in Fig. 6). A similar propagating feature also appears 
in the Z ′ field at 600 hPa (Fig. 6b), implying that the south-
eastward wave train has an equivalent barotropic vertical 
structure. In fact, the composite relative vorticity anomalies 
ζ
′ and stream function anomalies ψ ′ show similar vertical 

structures.
To investigate to what extent the local intraseasonal 

temperature variability is connected to large-scale cir-
culation patterns, we conducted singular value decom-
position (SVD) analysis. The SVD analysis can effec-
tively derive coupled mode variability between two fields 
(called left field and right field) (Bretherton et al. 1992). 
There are a number of key parameters in the SVD analy-
sis. The first, which is called the squared covariance frac-
tion (SCF), denotes the contribution of each SVD mode to 
the total covariance between left field and right field. The 
second important parameter, which is termed as the vari-
ance fraction (VF), measures the contribution of a derived 
SVD mode to the total variance of each individual field 
(Bretherton et al. 1992; Wang et al. 2003). We select the 
intraseasonal surface temperature anomalies over the area 
of 50°‒75°N, 80°‒120°E (where the maximum tempera-
ture perturbation center is located) as the left field, and the 
intraseasonal geopotential height anomalies over Eurasia at 
300 hPa (at which level the maximum height perturbation 
is located) as the right field. The accumulated SCF of the 

first two pairs of SVD modes is 91 %. The total VF of the 
left field is 65 %, implying that the intraseasonal tempera-
ture anomalies associated with the Eurasian geopotential 
height anomalies accounts for 65 % of the total intrasea-
sonal variances of the temperature anomalies.

4  Cause of the southeastward propagation: a 
surface temperature budget analysis

The observational analysis above indicates that both the 
low-level temperature and upper-level height anomalies 
show a coherent southeastward propagation characteristic. 
To understand the mechanism responsible for the south-
eastward propagation of the intraseasonal temperature 
anomaly, we conduct a vertically integrated temperature 
budget analysis. Our strategy is to examine the contribu-
tions of each term in the right hand side of the thermo-
dynamic Eq. (1) to the local temperature change rate 
∂T ′

/∂t at day 0. Note that because the apparent heat source 
term (i.e., the diabatic heating term) was diagnosed from 
the temperature equation with the original daily reanaly-
sis data according to Yanai et al. (1973), the temperature 
budget above is exactly in balance. As shown in Fig. 5, 
the sign of the temperature anomaly at low level is oppo-
site to that at upper level (above 300 hPa), so we conduct 
temperature budget analyses at low level and upper level 
respectively. For low level, we diagnosed the 925–500 hPa 
integrated temperature budget (1000 hPa is excluded 
simply because this pressure level is not always above 
the surface of the earth). A similar result is derived for 
1000‒500 hPa integrated temperature budget in the region 
where 1000 hPa is above the surface. For upper level, we 
diagnosed the 200‒150 hPa integrated temperature budget 
(where major opposite temperature signals appear). The 
reason we use multiple levels rather than a single level for 
the budget diagnosis is to obtain a statistically significant, 
more robust result.

Figure 7a depicts vertically integrated (925‒500 hPa) T ′ 
and ∂T ′

/∂t patterns at day 0. As shown, a positive ∂T ′
/∂t 

center appears to the southeast of a positive T ′ center. 
Because of this positive tendency, the temperature pertur-
bation moves further southeastward. To investigate the 
cause of the positive temperature tendency, we diagnose 
the ∂T ′

/∂t value in the domain of 45°‒55°N, 100°‒125°E 
(i.e., a box marked in Fig. 7a). Figure 7b illustrates the con-
tributions of each budget term to the temperature tendency 
averaged over this maximum ∂T ′

/∂t region. The leftmost 
bar represents the observed ∂T ′

/∂t, whereas the remaining 
bars denote the five terms at the right hand side of Eq. (1). 
The budget analysis indicates that the observed positive 
temperature tendency is primarily attributed to anomalous 
meridional temperature advection (−v∂T/∂y)′.
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(a) (b)

Fig. 6  a As in Fig. 3, but for 10‒60-day 300 hPa geopotential height anomalies from day −4 to day +6, with an interval of 30 gpm. b As in (a), 
but for 600 hPa
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Next we examine which of nine terms at the right 
hand side of Eq. (2) contribute to (−v∂T/∂y)′. The diag-
nosis result is shown in Fig. 7c. It is clearly seen that the 
maximum contribution comes from (−v̄∂T ′

/∂y)′ (bar 2 in 
Fig. 7c). This indicates that the primary contribution to the 
southeastward propagation of the temperature perturbation 
arises from the advection of anomalous temperature by 
the mean flow. This thermal advection mechanism is also 

clearly seen in the temperature budget analysis at day −5 
to day +5.

As the temperature anomaly in the upper troposphere 
is opposite to that of the lower troposphere, does the same 
physical process control the phase propagation of upper-
tropospheric T ′? Figure 8b, c show 200‒150 hPa integrated 
temperature budget terms averaged over the same box 
region (shown in Fig. 7a). As expected, the 200‒150 hPa 

Fig. 7  a Horizontal distribu-
tion of T ′ (shading; unit: K) and 
∂T ′

/∂t (contour; unit: K d−1) 
for day 0 composite. The box 
area 45°‒55°N, 100°‒125°E 
indicate the center of ∂T ′

/∂t.  
b Individual terms of ∂T ′

/∂t 
averaged in the box marked 
in (a) for day 0 composite. c 
Individual terms of (−v∂T/∂y)′ 
averaged in the same box for 
day 0 composite. All values 
above are of the vertical integra-
tion (925‒500 hPa)

(a)

(b)

(c)
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averaged ∂T ′
/∂t (bar 1 in Fig. 8b) is negative. Though 

the negative value is small, it is of statistical significance 
(see shaded areas in Fig. 8a). Our upper-level temperature 
budget analysis shows that the main contribution still arises 
from (−v∂T/∂y)′ (bar 3 in Fig. 8b). The dominant term 
that contributes to the negative tendency (−v∂T/∂y)′ is still 
the advection of the temperature perturbation by the mean 
meridional flow, (−v̄∂T ′

/∂y)′ (bar 2 in Fig. 8c).

Figure 9a illustrates the horizontal distributions of 
925‒500 hPa integrated v̄ (vector), T ′ (shading) and 
(−v̄∂T ′

/∂y)′ (contour) at day 0. The mean meridional wind 
is in general southward (v̄ < 0). At day 0, the vertically 
integrated lower-tropospheric temperature is positive north 
of 50°N. The mean northerly advects the positive tem-
perature anomaly southward, leading to southward propa-
gation. It is worth mentioning that maximum meridional 

Fig. 8  a The latitudinal-vertical 
profile of the composite 10‒60-
day ∂T ′

/∂t (K d−1) averaged 
over 100°‒125°E at day 0. The 
shadings indicate significance 
level of 0.05. b Individual terms 
of ∂T ′

/∂t averaged in the box 
marked in Fig. 7a for day 0 
composite. c Individual terms 
of (−v∂T/∂y)′ averaged in the 
same box for day 0 composite. 
All terms above are of the verti-
cal integration (200‒150 hPa)

(a)

(b)

(c)
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temperature advection (−v̄∂T ′
/∂y) appears to the east of 

the positive T ′ center due to the product of the ∂T ′
/∂y and 

v̄. Though the meridional temperature gradient ∂T ′
/∂y is 

approximately symmetric between west and east, the mean 
meridional wind v̄ attains a greater value to the east of the 
positive T ′ center. As a result, maximum meridional tem-
perature advection (−v̄∂T ′

/∂y)′ appears to the southeast of 
the positive T ′ center, resulting in southeastward propaga-
tion of T ′.

Figure 9b illustrates 200‒150 hPa integrated v̄, T ′, and 
(−v̄∂T ′

/∂y)′ at day 0. The mean meridional wind also 
points toward the south in the region between a negative 
temperature anomaly to the northwest and a positive tem-
perature anomaly to the southeast. This leads to a negative 

temperature tendency in between, as the mean wind advects 
the upper-tropospheric negative temperature anomaly 
southeastward. Thus, the equivalent barotropic mean flows 
play an important role in advecting the upper and lower 
tropospheric temperature perturbations southeastward.

5  Rossby wave activity flux in the upper 
troposphere

In Sect. 4, we focus on the temperature budget analysis and 
demonstrate that the southeastward propagation is caused 
by the anomalous advection by the mean flow. Here we 
shift our focus to the upper-tropospheric wave train in the 

Fig. 9  a Horizontal distribu-
tion of 925‒500 hPa averaged 
T ′ (shading; unit: K), the mean 
meridional wind v̄ (vector; unit: 
m s−1; see scale at the lower 
right corner), and (−v∂T/∂y)′ 
(contours; with an interval of 
0.05 K d−1) for day 0 com-
posite. b As in (a), but for 
200‒150 hPa averaged values

(a)

(b)



2167Intraseasonal variability of air temperature over the mid-high latitude Eurasia in Boreal…

1 3

height anomaly field (Fig. 6a). We hypothesize that the 
southeastward propagation of the upper-tropospheric height 
anomaly is a result of Rossby wave energy propagation.

To reveal this possibility, we calculated Rossby wave 
activity flux (WAF) and its divergence field at each level. It 
is found that similar WAF and its divergence appear in the 
upper and lower troposphere. Figure 10 shows the horizon-
tal distributions of the WAF and its divergence fields at 300 
and 600 hPa respectively. The WAF formula used here is a 
phase-independent wave activity flux developed by Takaya 
and Nakamura (2001). The shading in Fig. 10 indicates 
the region of large WAF convergence, implying the energy 
source of the wave train.

It is shown in Fig. 10 that the WAF points southeastward 
over most of the mid-high latitude Eurasia. An obvious 
wave flux convergence appears over high-latitude Europe/
North Atlantic sector, suggesting that there is Rossby wave 
energy accumulation in the region. Thus, the wave train 
like pattern in the upper-tropospheric height anomaly field 

as shown in Fig. 6a is likely a result of Rossby wave energy 
dispersion, originated from the upstream high-latitude 
Europe/North Atlantic sector.

During the southeastward journey, the ISO perturbation 
may gain energy from the mean flow. To demonstrate this 
possibility, we calculated both kinetic and potential energy 
conversions between the mean flow and the ISO perturba-
tion. Figure 11a shows the meridional-vertical distribu-

tion of CKiso (i.e., barotropic energy conversion between 
the ISO and the mean flow) averaged over 80°‒120°E 
(where maximum amplitude of the intraseasonal tempera-

ture anomaly is located). Here CKiso is calculated by the 
sum of the four terms at the right-hand side of Eq. (3). It 

is obvious that the value of CKiso is positive 50°N pole-
ward throughout the troposphere, with a maximum center 
at 300 hPa. This indicates that maximum energy conversion 
from the mean flow to the ISO perturbation occurs in the 
upper troposphere around 300 hPa. All the four terms at the 

Fig. 10  a Horizontal evolution 
of wave-activity flux (vector; 
unit: m2 s−2; see scale at the 
lower left corner) and wave flux 
divergence (shading; unit: 10−5 
m s−2; see color bar) at 300 hPa 
averaged from day ‒10 to day 
‒5 during strong positive events. 
b As in (a), but for 600 hPa

(a)

(b)
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(c)

(a) (b)

(d)

(e)

(f)

Fig. 11  a Meridional-vertical profile of energy conversion (CKiso) 
between the mean flow and the ISO flow averaged over 80°‒120°E 
in boreal winter. b‒e As in (a), but for the individual terms CK1iso 

(−u′2 ∂u
∂x

), CK2iso (−v′2 ∂v
∂y

), CK3iso (−u′v′ ∂u
∂y

) and CK4iso (−u′v′ ∂v
∂x

),  

respectively. Positive values are shaded. f CKiso averaged from sur-
face to 100 hPa and its individual terms averaged over the area of 
50°‒75°N, 80°‒120°E, where the maximum amplitude of the intra-
seasonal temperature anomaly is located. The unit is 10−5 m2 s−3
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right-hand side of Eq. (3) are calculated in the same region 
(Fig. 11b‒e). It is found that except for CK2iso, all other 
terms contribute positively to the energy conversion.

To quantitatively assess the relative roles of the four 
terms, we calculated latitudinal averaged CKiso between 
50°N and 75°N (i.e., the region of maximum ISO activ-
ity shown in Fig. 1c). The latitudinal-averaged value of 
each term averaged from surface to 100 hPa (Fig. 11f) 

shows that the major contribution is the first term CK1iso 

(−u′2 ∂u
∂x

 ). Because −u′2 is always negative, the sign of 

−u′2 ∂u
∂x

 is determined by ∂u
∂x

. The mean zonal wind is mainly 

convergent (i.e., negative ∂u
∂x

) over the region of interest 

(figure omitted). This is why CK1iso (−u′2 ∂u
∂x

) is mostly 
positive in the region of interest. The second leading con-

tribution is the fourth term CK4iso (−u′v′ ∂v
∂x

). Further 

examination shows that the sign of −u′v′ and ∂v/∂x gen-
erally is the same over the vast region of mid- and high- 
latitude Asia, especially the area of maximum amplitude 
of the intraseasonal temperature perturbation (not shown). 
Physically, the in-phase relationship implies that the pres-
sure troughs/ridges associated with the ISO perturbation 
tilts southwestward in the region of anticyclonic shear of 
mean meridional wind, and vice versa. The above analyses 
indicate that both the zonal shear of mean meridional wind 
and the zonal convergence of mean zonal wind play impor-
tant roles in promoting barotropic kinetic energy conver-
sion from the mean flow to the ISO flow.

According to Eq. (4), we further calculated the CPiso 
(i.e., potential energy conversion between the mean flow 
and the ISO flow), and the results are shown in Fig. 12. It 
can be seen from Fig. 12a that there is positive potential 
energy transfer from the mean flow to the ISO flow in the 

(a) (b)

(c)

(d)

Fig. 12  a Meridional-vertical profile of potential energy conver-

sion (CPiso; unit: 10−5 m2 s−3) between the mean flow and the 

ISO flow averaged over 80°‒120°E in boreal winter. b, c As in 

(a), but for the individual terms CP1iso [−
g

(γd−γ )T0
(u′T ′ ∂T

∂x
)] and  

CP2iso 
[

−
g

(γd−γ )T0

(

v′T ′ ∂T
∂y

)]

, respectively. The above contour inter-

val is 4 × 10−5 m2 s−3; positive values are shaded. d CPiso averaged 

from surface to 100 hPa and its individual terms (unit: 10−5 m2 s−3) 

averaged over the area of 50°‒75°N, 80°‒120°E
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region of interest. Consistent with maximum temperature 
anomaly near the surface, maximum energy conversion is 
also confined in the lower troposphere. The contribution 
from each term at the right-hand side of Eq. (4) is displayed 
in Fig. 12b‒c. It shows that both the individual terms con-
tribute positively to the potential energy conversion. A fur-
ther diagnosis discloses that both eddy heat flux transport 
and the mean thermal gradient play important roles in pro-
moting such potential energy conversion (Fig. 12d).

The energy conversion diagnoses above indicate that 
the intraseasonal wave perturbation gains energy from the 
mean flow through both kinetic and potential energy con-
versions. Because of such energy conversion, the upper-
tropospheric and lower-tropospheric ISO perturbations may 
maintain their strength against natural dissipation during 
their southeastward journey.

6  Extended‑range (10‒30‑day) temperature 
prediction with a multivariate regression model

The composite evolution maps in Fig. 3 suggest that low-fre-
quency temperature fluctuation in East Asia is greatly influ-
enced by the southeastward propagating ISO signal. This 
motivates us to construct a physics-based empirical model 
for extended-range (10‒30-day) winter temperature predic-
tion. Figure 13 illustrates the STD of 10‒60-day temperature 
anomalies in winter. Note that a maximum temperature vari-
ability center appears over southeast China (22.5°‒32.5°N, 
105°‒117.5°E). Figure 13 shows clearly that the standard 
deviation of 10‒60-day surface temperature anomalies in the 

box region is much greater than the vicinity regions. This is 
also the most populated region in China. Thus, the area-aver-
aged temperature anomaly in this region becomes a target of 
the extended-range forecast. A similar forecast model can be 
constructed for other regions of China.

For practical application, we first applied the non-filter-
ing method to the surface temperature data. An EOF anal-
ysis to the non-filtered field (denoted as T ′∗) was then con-
ducted in a way similar to that in Sect. 3. The lead-lagged 
regression of T ′∗ against PC1∗ from day −8 to day +10 
shows a similar southeastward propagation feature, sug-
gesting that the non-filtering method works well and can 
be used to extract the intraseasonal (10‒60-day) signals.

Next a multivariate regression (MVR) model is con-
structed to predict area-averaged intraseasonal temperature 
anomaly over southeast China at a lead time of 5‒30 days 

Fig. 13  Standard deviation of 10‒60-day surface temperature anoma-
lies (shading; unit: K) in boreal winter. The reason why this maxi-
mum variability center is not apparent in Fig. 1e is due to different 
color scales used. The solid dots in the box area of 22.5°‒32.5°N, 
105°‒117.5°E indicate the position of the 106 ground observational 
stations of China. The area-averaged temperature anomaly of the 106 
stations is a target of extended-range forecast

Table 1  List of predictors for the multivariate regression model at 
different lead times

The zonal wind and geopotential height anomalies averaged over the 
specified region shown in this table are used as predictors. To reduce 
the predictor numbers, the signals in different regions are combined 
into one predictor by taking their differences

Lead time Predictors

5 days u850 (40°‒55°N, 60°‒105°E) − u850 (65°‒75°N, 
60°‒115°E)

Z500 (40°‒50°N, 80°‒110°E) − Z500 (57.5°‒70°N, 
65°‒105°E)

u200 (47.5°‒60°N, 80°‒110°E) − u200 (70°‒80°N, 
70°‒105°E)

10 days u850 (52.5°‒60°N, 70°‒90°E) − u850 (70°‒77.5°N, 
50°‒70°E)

Z500 (40°‒50°N, 75°‒95°E) − Z500 (55°‒70°N, 
40°‒60°E)

u200 (55°‒67.5°N, 70°‒105°E) − u200 (70°‒85°N, 
40°‒70°E)

15 days u850 (57.5°‒65°N, 65°‒95°E) − u850 (70°‒82.5°N, 
30°‒45°E)

Z500 (40°‒57.5°N, 67.5°‒100°E) − Z500 (55°‒72.5°N, 
20°‒40°E)

u200 (60°‒70°N, 60°‒105°E) − u200 (40°‒52.5°N, 
75°‒120°E)

20 days u850 (60°‒70°N, 65°‒110°E) − u850 (80°‒87.5°N, 
65°‒95°E)

Z500 (47.5°‒60°N, 70°‒100°E) − Z500 (50°‒67.5°N, 
10°‒20°E)

u200 (62.5°‒75°N, 65°‒95°E) ‒ u200 (45°‒52.5°N, 
85°‒120°E)

25 days u850 (62.5°‒72.5°N, 60°‒110°E)
Z500 (57.5°‒70°N, 82.5°‒100°E)
u200 (70°‒77.5°N, 80°‒100°E) − u200 (50°‒60°N, 

90°‒105°E)

30 days u850 (70°‒80°N, 80°‒110°E) − u850 (50°‒57.5°N, 
80°‒105°E)

Z500 (62.5°‒72.5°N, 75°‒105°E)
u200 (72.5°‒85°N, 70°‒110°E) − u200 (50°‒62.5°N, 

70°‒120°E)
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(with a 5-day interval). The surface temperature anoma-
lies averaged over 106 ground stations over 22.5°‒32.5°N, 
115°‒117.5°E are used as predictand. The locations of the 
106 stations were plotted in Fig. 13 (see solid dots). For 
each forecast lead, we select statistically significant signals 
at 850, 500 and 200 hPa levels as predictors. In the MVR 
model, the zonal wind and geopotential height anomalies 
averaged over a specified region (shown in Table 1) are 
used as predictors. The winter months DJFM for the period 
from 1979/80 to 2003/04 (25 × 121 = 3025 days) are used 
as a training period to construct the model. Then a 10-yr 
(from 2004/05 to 2013/14, total 10 × 121 = 1210 days) 
independent forecast is further performed, to assess the 
model forecast skill.

The MVR model is constructed for each lead time, and 
the potential predictors are selected based on lagged cor-
relation between the predictand and large-scale predic-
tors over 20°‒90°N, 10°‒140°E in DJFM from 1979/80 to 
2003/04 (Fig. 14). The predictors capture well the southeast 
propagating signals. To gain stable and reliable forecast 
results, we select the predictors whose lagged correlation 
coefficients are not only of large value but also extending to 
a large area in space. If a variable contains significant sig-
nals in different regions at a given lead time, we take their 
difference (if with an opposite sign) to reduce the predic-
tor numbers. The predictors for each lead time are given in 
Table 1.

The extended-range predictions are made for every 
5 days (i.e., December 1st, December 6th, December  
11th, … February 19th, February 24th, March 1st). The 
predictand is predicted for all lead times (say, day 5, 10, 
15, … 30) at once. For example, for March 1st forecast, 
we predict the temperature anomaly on March 6th, March 
11th, March 16th, March 21th, March 26th, and March 
31th, respectively. Thus, for each lead time, there are 190 
time points (19 points × 10 winters) from 2004/05 to 
2013/14.

Figure 15a shows 10-yr independent forecast results. It 
displays the temporal correlation coefficients (TCC, blue 
line) between the observed and the predicted 10‒60-day 
temperature anomalies and the standardized root-mean-
square error (RMSE, red line) as the function of lead time. 
Here the RMSE has been normalized by a standard devia-
tion of the observed temperature anomalies, so that a unit 
RMSE corresponds to an error of one standard deviation 
of the observed temperature anomalies. Figure 15a shows 
that the TCC value is above 0.36 for the lead time of up 
to 25 days. Here 0.36 represents 0.05 significance level. It 
is interesting to note that the TCC reaches a higher value 
(~0.40) at lead times of 25 days than that of 15‒20 days. 
The exact reason to cause that is unknown, and deserves 
a further study. The standardized RMSE at all lead times 
is around 1.0‒1.2, as shown by the right axis in Fig. 15a, 

indicating the stable forecast errors of amplitude by the 
MVR model.

The normalized time series of the 25-day lead fore-
cast of area-averaged temperature anomaly over southeast 
China and the corresponding observation are exhibited in 
Fig. 15b. The temporal correlation coefficient between the 
observed and forecasted time series is ~0.4. Even at such a 
long lead, the forecasted amplitudes are quite close to the 
observed. The 10-yr independent forecast result above indi-
cates a high skill for extended-range forecast of the intra-
seasonal temperature anomalies over southeast China. The 
major predictability source lies in upstream ISO signals 
that propagate southeastward across the mid-high latitude 
Eurasia Continent.

7  Summary and discussion

In this study, we examined the 3-dimensional structure and 
evolution characteristics of intraseasonal (10‒60-day) tem-
perature disturbances over mid-high latitude Eurasia during 
boreal winter, by using daily NCEP-NCAR reanalysis data. 
It was found that the maximum variability center of intrase-
asonal temperature anomalies appear at lower troposphere 
over the region of 50°‒75°N, 80°‒120°E in boreal winter. 
Using the combined EOF and composite analysis method 
and the local lead-lag correlation map, we reveal that the 
temperature perturbation propagates southeastward at a 
averaged meridional phase speed of 2.5 m s−1 and zonal 
phase speed of 3.2 m s−1.

In contrast to maximum intraseasonal temperature 
anomaly near the surface, maximum geopotential height 
anomaly, as well as maximum stream function anomaly, 
appears in the upper troposphere (at 300 hPa). The temper-
ature and geopotential height anomalies are well in hydro-
static relationship, and they both propagate southeastward.

The cause of the southeastward propagation of the tem-
perature anomaly is examined through a thermodynamic 
budget diagnosis. It is found that a negative (positive) 
temperature tendency appears to the southeast of a nega-
tive (positive) intraseasonal temperature anomaly center 
throughout the troposphere. The temperature budget analy-
sis indicates that the dominant term that contributes to the 
observed southeastward shift of the temperature tendency 
over the activity center is the advection of the temperature 
anomaly by the meridional mean flow. Those point out the 
important role of the ISO-mean flow interaction in causing 
the southeastward propagation.

A wave activity flux analysis indicates that the south-
eastward propagating wave train is likely a result of Rossby 
wave energy propagation, as the wave-activity flux points 
toward the ISO propagation direction. The energy source 
of the Rossby waves appears at the high latitude Europe/
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Atlantic sector, where maximum wave activity flux conver-
gence resides.

The observational analyses suggest that both the mean 
flow induced anomalous temperature advection and upper-
tropospheric Rossby wave energy dispersion play a role in 
the southeastward propagation. A further analysis of energy 
conversion demonstrates that the ISO perturbation gains 
energy from the mean flow during its southeastward jour-
ney, through both barotropic kinetic energy conversion and 
potential energy conversion. Maximum barotropic kinetic 
energy conversion appears in the upper troposphere around 
300 hPa. This feature differs markedly from the summer-
time tropical western North Pacific, where maximum baro-
tropic energy conversion appears in the lower troposphere 
(e.g., Hsu and Li 2011). A further decomposition of baro-
tropic energy conversion terms shows that the major con-
tribution comes from the zonal shear of mean meridional 

wind and the zonal convergence of mean zonal wind. The 
potential energy conversion, on the other hand, has a maxi-
mum in the lower troposphere (near the surface). Both eddy 
heat flux and mean thermal gradient play important roles in 
promoting the potential energy conversion.

A multi-variate lag-regression model was constructed 
to assess the predictability of intraseasonal temperature 
anomalies in winter over East Asia. The major predict-
ability source is the southeastward-propagating ISO signal. 
A 10-yr (2004‒2013) independent forecast shows that the 
average low-frequency temperature anomaly over south-
east China is highly predictable (with a temporal correlation 
coefficient exceeding 0.05 significance level), up to a lead 
of 25 days. The root mean square errors of amplitude are 
generally stable across all lead times (from 5 to 30 days). 
Therefore, it is useful to apply this methodology to real-time 
extended-range winter temperature forecast over China. It 
is worth mentioning that a non-filtering method was used 
in the above hindcast experiment. While such a method is 
not as accurate as the traditional band-pass filter method 
for extracting the ISO signal, the correlation coefficient 
between the two temperature series with the two methods 
is about 0.8. The result is consistent with Hsu et al. (2015).

In the current empirical model, the predictors are 
selected only from the mid-high latitude ISO signals. What 

Fig. 14  Lag correlation coefficients (contour; interval: 0.15) between 
the 10‒60-day station temperature anomaly averaged in the orange 
box area of 22.5°‒32.5°N, 115°‒117.5°E and large-scale predictors 
of a u850, b Z500, c u200 from −30 to 0 days (from top to bottom; 
with an interval of 5-day) in DJFM from 1979/80 to 2003/04. Pink 
(green) shading indicates positive (negative) correlation coefficient 
exceeding 0.05 significance level. The dashed boxes denote the area 
of predictors shown in Table 1

Fig. 15  a The temporal correla-
tion coefficients (i.e., TCC; blue 
line; left axis) between observed 
and predicted 10‒60-day 
temperature anomaly and the 
standard RMSE (red line; right 
axis) of the predicted tempera-
ture as the function of forecast 
leading time days. Blue dashed 
line means the 0.05 significance 
level of the correlation coef-
ficient; red dashed line denotes 
one standard RMSE. b The nor-
malized prediction (solid line) 
and observation (dashed line) 
of the 10‒60-day temperature 
anomaly at 25-day forecast in 
advance in DJFM from 2004/05 
to 2013/14. The number at the 
upper-right corner denotes the 
correlation coefficient between 
them

(a)

(b)

◂
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happens to the forecast skill if one only selects the low lati-
tude low-frequency signals as predictors? To address this 
question, we select a real-time multivariate MJO index 
(RMM1, RMM2) constructed by Wheeler and Hendon 
(2004) as predictors to forecast the surface temperature 
anomalies over the same southeast China region. The TCC 
values for the lead time of 5-, 10-, 15-, 20-, 25-, and 30-day 
are about 0.20, 0.12, −0.02, 0.02, 0.14, and 0.08, respec-
tively. Although the TCC at 25-day lead is greater than that 
of 15- and 20-day lead, all of them are not of statistical sig-
nificance. Therefore, the real-time multivariate MJO index 
shows lower skill compared to the mid-latitude predictors. 
This implies that to the first order, the winter intraseasonal 
temperature variability over southeast China is determined 
by signals from north rather than from the south. However, 
the connection between the mid-high latitude ISO signals 
and the MJO needs to be further investigated.

It is worth mentioning that the current barotropic kinetic 
and potential energy conversion calculation excludes the 
effect of high-frequency (such as synoptic-scale) eddies. It 
should be interesting to investigate the energy conversions 
in a multi-scale interactive framework as discussed in Hsu 
and Li (2011) and Zhou et al. (2012). Such an effort will 
be done in future work. It is also worth mentioning that the 
zonal phase propagation of the winter ISO perturbation over 
the Eurasia is very different from that of the summer ISO 
perturbation over North Pacific (see Wang et al. 2013). Is the 
opposite zonal phase propagation caused by different mean 
flow or perturbation structure? A further in-depth analysis is 
needed to reveal the dynamics origin of the difference.
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