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temperatures include noise. Both factors can lead to circu-
lation anomalies in the DA analysis that are substantially 
different from reality, leading to unrealistic representation 
of small-scale temperature variability. Moreover, we show 
that even if the true amplitudes of the leading MCA cir-
culation patterns were known, there is still a large amount 
of unexplained local temperature variance. Based on these 
results, we argue that assimilating temperature reconstruc-
tions with a higher spatial resolution might improve the DA 
performance.

Keywords  Climate of the past · Climate modelling · Data 
assimilation · PAGES 2K

1  Introduction

Climate reconstructions for the pre-industrial period are 
either based on climate proxy data or on numerical simula-
tions. However, both approaches are associated with substan-
tial uncertainties. In principle, the best state estimates can be 
expected by employing data assimilation (DA) techniques, 
which systematically combine the empirical information 
from proxy data with the representation of the processes that 
govern the climate system given by climate models. The aim 
of DA is to develop a reconstruction that captures both the 
forced and internal climate variability. Here, we simulate 
the climate for the period 1750–1850 AD by employing an 
ensemble member selection DA method. We analyse tem-
peratures on the continental scale that has been used in the 
assimilation, as well as hemispheric and global scales. More-
over, we investigate the performance of the DA on smaller 
spatial-scale temperature variability within Europe and 
modes of atmospheric variability, to evaluate the added value 
on patterns and modes that are not assimilated.

Abstract  An on-line, ensemble-based data assimilation 
(DA) method is performed to reconstruct the climate for 
1750–1850 AD, and the performance is evaluated on large 
and small spatial scales. We use a low-resolution version 
of the Max Planck Institute for Meteorology MPI-ESM 
model and assimilate the PAGES 2K continental mean 
temperature reconstructions for the Northern Hemisphere 
(NH). The ensembles are generated sequentially for sub-
periods based on the analysis of previous sub-periods. The 
assimilation has good skill for large-scale temperatures, but 
there is no agreement between the DA analysis and proxy-
based reconstructions for small-scale temperature pat-
terns within Europe or with reconstructions for the North 
Atlantic Oscillation (NAO) index. To explain the lack of 
added value in small spatial scales, a maximum covariance 
analysis (MCA) of links between NH temperature and sea 
level pressure is performed based on a control simulation 
with MPI-ESM. For annual values, winter and spring the 
Northern Annular Mode (NAM) is the pattern that is most 
closely linked to the NH continental temperatures, while 
for summer and autumn it is a wave-like pattern. This 
link is reproduced in the DA for winter, spring and annual 
means, providing potential for constraining the NAM/
NAO phase and in turn regional temperature variability. It 
is shown that the lack of actual small-scale skill is likely 
due to the fact that the link might be too weak, as the NH 
continental mean temperatures are not the best predictors 
for large-scale circulation anomalies, or that the PAGES 2K 
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Even though DA is a mature field in numerical weather 
prediction, the specific problem in palaeoclimatology is 
different and the methods cannot be directly transferred 
(e.g. Goosse et al. 2006; Widmann et al. 2010; Hakim et al. 
2013). Different DA approaches have been employed in the 
recent past. In most cases an ensemble-selection approach 
has been employed, as pioneered by Goosse et al. (2006). 
Other approaches include pattern nudging (Widmann et al. 
2010) and forcing singular vectors (van der Schrier and 
Barkmeijer 2005). Some ensemble member selection tech-
niques select a single simulation from an ensemble that is 
closest to the empirical information of the climate (Goosse 
et al. 2006; Crespin et al. 2009; Goosse et al. 2010; Mat-
sikaris et  al. 2015). In an alternative setup (Goosse et  al. 
2012; Annan and Hargreaves 2012; Mairesse et  al. 2013; 
Klein et al. 2014), several highly likely members are copied 
proportionally to their likelihood. Finally, in other ensem-
ble-based DA schemes, Kalman filters or variants of them 
are used (Dirren and Hakim 2005; Huntley and Hakim 
2010; Pendergrass et  al. 2012; Bhend et  al. 2012; Steiger 
et al. 2014).

Our simulation period, 1750–1850 AD, is towards the 
end of the little ice age (LIA, 1500–1850 AD), the spa-
tial and temporal extent of which is often debated (e.g. 
Jones and Mann 2004; Jansen et al. 2007). This choice of 
the analysis period has several advantages. A relatively 
high number of proxies have contributed to the PAGES 
2K continental reconstructions used in the assimilation, 
thus reducing the proxy-induced errors. Additionally, the 
period is directly before the instrumental period and a rela-
tively high amount of climate data, e.g. early instrumental 
records and historical documents, are available. Moreover, 
a major feature of the chosen period is the occurrence of 
strong tropical volcanic eruptions, which are a major natu-
ral driver of the interannual climate variability (Robock 
2000; Cole-Dai 2010). The eruptions, such as the tropical 
eruption VEI-6 (unknown location, 1809 AD), the Tambora 
(Indonesia, 1815 AD) and Cosiguina (Nicaragua, 1835 AD) 
eruptions, have various dynamical effects on the ocean and 
the atmosphere (Zanchettin et al. 2012, 2013). Even though 
our DA scheme is applied with a time step of 10 years and 
the peak response to volcanic forcing is on the annual time-
scale, some forcing signal on the decadal timescale can be 
expected.

Here, we apply an “on-line” DA technique, which 
means that the ensembles are generated sequentially for 
sub-periods based on the best members of previous sub-
periods, giving the advantage of the temporal consistency 
of the simulated states. We use the Max Planck Institute 
for Meteorology Earth System Model (MPI-ESM) and 
assimilate decadal surface temperature means of the North-
ern Hemisphere (NH) continents from the PAGES 2K pro-
ject (PAGES 2K Consortium 2013), as in Matsikaris et al. 

(2015). Even though no information about the local tem-
peratures is assimilated, we explore the performance of the 
DA on small spatial scales, since the assimilation of the 
NH continental averages might determine to some extent 
the state of the main modes of circulation variability, such 
as the Northern Annular Mode (NAM) or the North Atlan-
tic Oscillation (NAO). In principle, prescribing continen-
tal temperatures can be expected to constrain the phase of 
leading circulation modes if these modes have a tempera-
ture signal associated with the average continental temper-
atures. In turn, the temperature signal of these circulation 
modes can be expected to provide information on tempera-
ture variability on sub-continental scales.

The validation of the DA setup is performed against 
assimilated and independent data, while a maximum covar-
iance analysis (MCA) of links between temperature and 
pressure in the NH aims to explore the potential of added 
value in the assimilation run. The focus of the study is 
on the skill of the reconstruction using DA and the added 
value that can be achieved compared to simulations without 
DA. The structure of the paper is as follows: in Sect. 2, we 
review the characteristics of the model, proxy and instru-
mental datasets, followed by the details of the experimen-
tal design. Section  3 validates the assimilation approach 
for large-scale temperatures by comparing the simulation 
with the assimilated and independent data, and other simu-
lations. The circulation and temperature variability in the 
North Atlantic-European sector for the assimilation run is 
examined in Sect. 4. Finally, in Sect. 5, we summarize and 
draw the main conclusions.

2 � Methodology

2.1 � Model, proxies and instrumental data

The assimilation has been performed with the Max 
Planck Institute for Meteorology Earth System Model 
(MPI-ESM). The atmospheric component is the Gen-
eral Circulation Model (GCM) ECHAM6 (Stevens et  al. 
2013) and the ocean component is MPIOM (Marsland 
et  al. 2003). ECHAM6 was run at T31 horizontal resolu-
tion (3.75◦ × 3.75

◦), with 31 vertical levels, resolving 
the atmosphere up to 10 hPa, while MPIOM was run at a 
horizontal resolution of 3.0◦ (GR30) and 40 vertical levels. 
The ocean and the atmosphere were coupled daily with-
out flux corrections with the OASIS3 coupler. MPI-ESM 
also includes the land surface model JSBACH (Raddatz 
et  al. 2007), while no ocean biogeochemistry model was 
employed. The model is a coarse-resolution version of the 
model used for the Coupled Model Intercomparison Pro-
ject Phase 5 (CMIP5) simulations, and hereafter is referred 
to as MPI-ESM-CR. The configuration used here follows 
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the configuration for palaeo-applications (MPIESM-P) 
described in Jungclaus et al. (2014).

The simulations follow the “past1000” protocol of the 
Paleoclimate Modelling Intercomparison Project (PMIP3) 
Phase 3 (Schmidt et al. 2011). The “past1000” simulation 
has been started after a 700-year long spin-up with con-
stant 850 AD boundary conditions. The DA simulations 
consist of 20 ensemble members for each decade between 
1750 and 1850 AD, and include all natural and anthropo-
genic forcing. In particular, prescribed external forcings 
are reconstructed variations of total solar irradiance (Vieira 
et  al. 2011), volcanic aerosols (Crowley and Unterman 
2012), concentrations of the most important greenhouse 
gases (Schmidt et  al. 2011) and anthropogenic land-cover 
changes (Pongratz et al. 2008). Two different types of sim-
ulations using the MPI-ESM-CR are examined, namely 
simulations with and without DA. In addition to the forced 
simulations, a 1000-year-long control run was performed 
and used for a MCA of links between temperature and 
pressure in the NH due to internal variability.

The DA simulations are constrained to follow the “2K 
Network” of the IGBP Past Global Changes (PAGES) 
datasets, which provide proxy-based temperature recon-
structions for seven continental-scale regions and have 
annual resolution, apart from North America, which is 
resolved in 10- and 30-year periods (PAGES 2K Consor-
tium 2013). Only the reconstructions of the NH continents 
were assimilated. The datasets have been produced by nine 
regional working groups, who identified the best proxy cli-
mate records within their region and followed either the 
“composite plus scale” approach for the adjustment of the 
mean and variance of a predictor composite to an instru-
mental target (e.g. Moberg et al. 2005), or regression-based 
techniques for the predictors (e.g. Mann et  al. 2009). 511 
time series of individual proxies have been employed, 
and include ice cores, tree rings, pollen, speleothems, cor-
als, lake and marine sediments as well as historical docu-
ments of changes in biological and physical processes. The 
proxy data have been used to reconstruct annual means for 
the Arctic (60–90N, 180W–180E), summer (JJA) means 
for Asia (23.5–55N, 60–160E), summer (JJA) means for 
Europe (35–70N, 10W–40E), and decadal means of annual 
values for North America (30–55N, 130–75W).

The skill of the the DA simulations is assessed against 
the European seasonal surface air temperature reconstruc-
tion from Luterbacher et al. (2004). This statistical recon-
struction provides gridded (0.5◦ × 0.5

◦ resolution) monthly 
(back to 1659 AD) and seasonal (from 1500 AD to 1658 
AD) temperatures for European land areas (25W–40E, 
35–70N). It is based on homogenized and quality-checked 
instrumental data, reconstructed sea-ice and temperature 
indices derived from documentary records and season-
ally resolved proxy temperature reconstructions from 

Greenland ice cores and tree rings. The DA simulations 
are also compared with the early instrumental record; spe-
cifically, the Berkeley Earth Surface Temperature (BEST) 
dataset (Rohde et al. 2012), which uses temperature obser-
vations from a large collection of weather stations in order 
to estimate the underlying global land temperatures. Tem-
peratures are reported as anomalies relative to the 1951–
1980 AD average, along with their uncertainties, which 
represent the 95 % confidence interval for statistical noise 
and spatial undersampling effects. The uncertainties are 
larger in the earlier reconstructions and account for the 
effects of random noise as well as random biases affecting 
station trends and random shifts in station baselines. The 
BEST framework is expected to be robust against most 
forms of bias.

2.2 � DA experimental design

The method we employ for assimilating the PAGES 2K 
proxy-based reconstructions is similar to the ones followed 
in recent ensemble-based DA studies (e.g. Goosse et  al. 
2006; Crespin et  al. 2009; Matsikaris et  al. 2015) and is 
based on a degenerated particle filter. We set up our DA by 
taking the last day of the year 1749 AD from a transient 
forced simulation starting in 850 AD (the “past1000” simu-
lation) as the initial conditions of the ensemble. We gen-
erate 20 ensemble members by introducing small pertur-
bations in an atmospheric diffusion parameter for the first 
year of the simulations, 1750 AD. After 10 years of simula-
tions, a root mean square error-based cost function is used 
to compare the simulated decadal mean temperatures of the 
NH continents with the PAGES 2K continental proxy-based 
reconstructions. The member that minimizes the cost func-
tion is selected as the best member for that sub-period and 
is used as the initial condition for the subsequent 10-year 
simulation. A new ensemble consisting of twenty members 
is performed for the second decade, using the same method 
as before. The procedure is repeated sequentially until the 
end of the simulation period, 1850 AD. We combine each 
decade’s best member to form the “DA analysis”. The high 
computational cost did not allow a larger number of ensem-
ble members, however the ensemble is twice as large as 
that in the previous study of Matsikaris et al. (2015).

The cost function used in the assimilation process to 
select the best simulation of the ensemble for each decade 
is:

where i denotes the NH continents (Arctic, Asia, Europe 
and North America), Ti

mod(t) is the standardized modelled 
decadal mean of the temperatures in each continent and 

(1)CF(t) =

√

√

√

√

4
∑

i=1

(

Ti
mod(t)− Ti

prx(t)
)2
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Ti
prx(t) is the standardized proxy-based reconstruction for 

the decadal mean of the temperatures in each continent. 
In order to remove biases in means and variances, we 
standardise the model output and the proxy-based recon-
structions by subtracting the 850–1849 AD means from 
the 1750–1849 AD raw model output and PAGES 2K 
reconstructions respectively, and dividing by the respec-
tive standard deviations, based on the decadal averages 
for the 850–1849 AD period. More details for the specific 
choices of the cost function are given in Matsikaris et al. 
(2015).

The proxy-based reconstructions are affected by vari-
ous types of errors, which in turn affect the cost function 
and the member selection directly. More specifically, the 
statistical methods followed influence the reconstruc-
tions, the seasonal representativity is different in different 
proxies, non-climatic factors influence the proxies, while 
the poor spatial coverage induces large uncertainties in 
hemispheric or continental means, such as the ones we 
assimilate (e.g. Jones and Mann 2004; Jansen et al. 2007). 
As a result of these errors, there is a high chance that the 
selected ensemble member is not in agreement with reality. 
This problem is often tackled by either weighing the cost 
function according to the errors of the proxy data sets, or 
by retaining several members that are close to the proxy-
based reconstructions (e.g. Goosse et al. 2012; Annan and 
Hargreaves 2012). Our simple assimilation scheme does 
not take the proxy errors into account, because they are 
not directly comparable for the different continents due to 
the different methods followed by each of the PAGES 2K 
groups.

3 � Validation for continental to global‑scale 
temperatures

The DA simulations are validated against empirical evi-
dence for large-scale temperature variability, namely conti-
nental, hemispheric and global scales, in three ways. Firstly, 
we validate the simulations against the proxy-based recon-
structions used during the assimilation, i.e. the PAGES 2K 
data, to check the extent to which the two are consistent. 
Secondly, the assimilation results are tested against other 
proxy-based temperature reconstructions, including Luter-
bacher et al. (2004). The independence between those and 
the assimilated reconstructions is often not clear, as predic-
tors used in different proxy-based reconstructions may be 
common. Nevertheless, proxy data from Luterbacher et al. 
(2004) have not been used by the PAGES 2K groups in 
their reconstructions. Thirdly, the DA analysis is compared 
with early instrumental records (BEST dataset). We also 
evaluate the accordance of the DA analysis with simula-
tions that do not perform DA.

3.1 � Comparison of simulations with the assimilated 
proxy data

We compare the simulated NH continental temperature 
series with the assimilated PAGES 2K proxy-based recon-
structions. We initially compare the decadal means, which is 
the timescale used in the DA. Figure 1 shows the NH conti-
nents’ decadal mean temperature anomalies for 1750–1850 
AD w.r.t. the 850–1849 AD mean, for the DA analysis, the 
different ensemble members, the ensemble mean, the simu-
lation without DA (“past1000”) and the proxy-based recon-
structions. The simulated data are for the same regions as 
described by the PAGES 2K reconstructions. The analysis 
follows the assimilated reconstructions well, which is a pre-
requisite for a skilful DA method and indicates a sufficiently 
large ensemble size. However, in decades with strong vol-
canic forcing, namely 1810–1820 AD and 1830–1840 AD, 
some agreement also stems from a common response to the 
forcings. Correlations between analysis and proxy-based 
reconstructions in most continents (apart from Asia) are 
higher than the respective correlations found in Matsikaris 
et al. (2015) (0.93 instead of 0.79 for the Arctic, 0.64 instead 
of 0.76 for Asia, 0.95 instead of 0.79 for Europe and 0.96 
instead of 0.81 for North America). This may be due to the 
increase in ensemble size from 10 to 20 members, or indi-
cate a more realistic or stronger forcing in the 1750–1850 
AD period compared with the earlier period, 1600–1700 
AD, analysed in Matsikaris et al. (2015). The correlations of 
the “past1000” simulation with the PAGES 2K reconstruc-
tion are much lower (0.70, 0.45, 0.57 and 0.43 respectively) 
than those of the DA analysis, showing that DA improves 
the skill on the continental scale.

The “past1000” simulation includes the forcing signal 
and random internal variability. To focus on the forced vari-
ability we also investigate the ensemble mean for the DA 
simulations. However, it should be noted that the ensem-
ble is generated sequentially, which means that all ensem-
ble members are to some extent influenced by the assimi-
lated data. How strong this effect is depends on how long 
the empirical information in the initial state for each dec-
ade is retained for in the system. It is also noteworthy that 
the ensemble mean is not a physically consistent state. 
The correlations between the DA ensemble mean and the 
PAGES 2K reconstructions are 0.73 for the Arctic, 0.52 for 
Asia, 0.92 for Europe and 0.71 for North America. These 
values are higher than the correlations of the PAGES 2K 
reconstruction with the “past1000” simulation, as the lat-
ter includes more random internal variability than the 
ensemble mean. The correlations of the DA analysis with 
the proxy-based reconstruction are highest. However, in 
the decades with strong influence of the volcanic forcing 
(1810–1820 AD and 1830–1840 AD), the ensemble mean 
is closer to the PAGES 2K data than the DA analysis. This 
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is likely to be due to the relatively small ensemble size, 
which does not always allow the best member to capture 
the true internal variability. For a DA analysis that includes 
the forcing signal and the wrong internal variability, the 
cost function can have a higher value than that of a simula-
tion with the forcing signal and much lower internal vari-
ability, such as the ensemble mean.

We now examine the skill of the DA on shorter time-
scales (5-year running mean) in the NH continents, apart 
from North America for which the PAGES 2K reconstruc-
tion has decadal resolution (Fig.  2). Agreement between 
the DA analysis and the proxy-based reconstructions for 
the individual annual values is not expected, as only dec-
adal average temperatures have been assimilated. However, 

some overall agreement might be caused by the fact that 
the decadal averages are formed by the individual annual 
averages. The main possible source of consistency is the 
response of the model and the proxies to the forcings. 
Figure 2 indicates some agreement between the DA analy-
sis and the assimilated temperatures, with moderate posi-
tive correlations (0.72 for the Arctic, 0.64 for Asia and 0.62 
for Europe). These correlations are again higher than the 
correlations of the “past1000” simulation with the PAGES 
2K reconstructions (0.63, 0.52 and 0.40 respectively). 
Thus, the response to the forcings, in particular to the vol-
canic eruptions, provides the main contribution to the cor-
relations of the shorter timescales, but some small added 
value is obtained from DA.

Fig. 1   Continental decadal 
mean temperature anomalies 
for 1750–1850 AD w.r.t. the 
850–1849 AD mean in the NH, 
for the DA analysis (blue line), 
the PAGES 2K proxy-based 
reconstructions (green line), 
the ensemble mean (magenta 
line), the simulation without DA 
(black line) and the individual 
ensemble members (yellow 
lines)
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The control experiment mean anomalies and the one 
standard deviation range in Fig. 2 give an estimate of the 
internal variability. The differences between the DA analy-
sis and the proxy-based reconstructions are smaller than the 
range of natural variability in some periods, showing the 
combined effect of the forcings and of the DA. The volcanic 
events of 1809–1815 AD leave a similar imprint in all con-
tinents, while the smaller scale event of 1835 AD greatly 
affects North America, where the volcano is located, and to 
a lesser extent the other continents. The eruption of Mount 
Tambora in April 1815 AD is the largest known histori-
cal strong tropical volcanic eruption (Oppenheimer 2003; 
Cole-Dai 2010) and followed the 1809 AD VEI-6 tropical 
eruption of unknown location (Cole-Dai et al. 2009), which 
occurred during the 1790–1830 AD Dalton solar minimum. 

The fact that the decade 1810–1819 AD was the coldest 
during at least the past 500 years in the NH and the tropics 
(Cole-Dai et al. 2009) is attributed to the combined effects 
of the 1809 AD and Tambora eruptions. Approximately 
10 years after the major eruptions, most regions revert back 
to the natural variability range.

3.2 � Comparison with independent proxy data

Proxy-based temperature reconstructions for the NH for 
the last millennium differ significantly among each other 
and show discrepancies with simulations (Jansen et  al. 
2007). The period we examine, however, is more recent 
and experienced strong forcing variations, thus the agree-
ment among the proxy-based reconstructions is higher than 

Fig. 2   Continental tempera-
ture anomalies for 1750–1850 
AD w.r.t. the 850–1849 AD 
mean, smoothed with a 5-year 
running mean, in Arctic, Asia 
and Europe, for the DA analysis 
(blue line), the PAGES 2K 
proxy-based reconstructions 
(green line) and the simulation 
without DA (black line). Brown 
vertical lines denote the major 
volcanic eruptions. Yellow hori-
zontal lines indicate the control 
experiment mean anomalies and 
the one standard deviation range
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in previous times. Comparing the DA analysis with inde-
pendent proxy-based reconstructions allows to detect errors 
due to unrealistic assimilated temperatures. Moreover, if 
the validation data include information from areas that have 
not been assimilated, e.g. hemispheric means, the com-
parison with independent data provides some evaluation of 
information propagation in space.

Figure 3 presents the NH near-surface (2 m) air tempera-
ture anomalies w.r.t. the 1961–1990 AD mean for the DA 
analysis in relation to the range of reconstructions redrawn 
from Jansen et al. (2007). The grey shading includes pub-
lished multi-decadal timescale uncertainty ranges of all 
temperature reconstructions identified in Table 6.1 (except 
for RMO2005 and PS2004) of Jansen et  al. (2007). The 
proxy-based time series are smoothed with a 31-year run-
ning mean. The reconstruction data used are those fea-
tured in Fig. 6.10 of the IPCC Fourth Assessment Report 
(Jansen et al. 2007). The DA analysis is presented in two 
ways; with a 31-year running mean time series, to be 
directly comparable with the overlap of the proxy-based 
reconstructions, and with a 15-year running mean series, 
to show the variability on shorter timescales. The 15-year 
running mean DA analysis falls outside the range of the 
proxy-based reconstructions, which have averaged all the 
short timescale variations out, but is in good agreement 
with the PAGES 2K direct average for the NH, also pre-
sented with a 15-year running mean (correlation 0.95). 

The correlation of the run without DA with the PAGES 2K 
direct average is about the same as the latter (0.96). The 
DA skill on the hemispheric scale is thus very good, but no 
additional skill compared with the simulation without DA 
is gained. The 31-year running mean DA analysis lies well 
within the range of the proxy-based reconstructions. This 
is not a strict validation though, as the grey band is quite 
wide. We use the running mean filter to be consistent with 
the reconstructions, however in other parts of the study we 
prefer to use the Hamming window, which has better filter 
characteristics. The coldest anomalies in the simulation are 
between 1810–1820 AD and agree well with the consensus 
of reconstructions. The severe volcanic eruptions of 1809, 
1815 and 1835 AD cause a sharp drop in the mean temper-
ature during the years that follow, as well as a long-lasting 
effect on the NH climate, recorded in both proxies and the 
simulation. We note that although the proxy-based recon-
structions of Fig.  3 seem to exhibit more multi-decadal 
variability than the DA, which is counter-intuitive given the 
tendency of regression-based reconstructions to reduce var-
iance, this is not necessarily the case, as the grey shading 
shows the concentration of overlapping NH proxy-based 
reconstructions, which is different from individual trajec-
tories. Additionally, not all of the proxy-based reconstruc-
tions are regression-based, as some of them have used the 
“composite plus scale” methodology, which does not affect 
the variance.

The DA analysis is also validated on the decadal time-
scale against the proxy-based European mean land temper-
ature reconstruction by Luterbacher et  al. (2004) (Fig. 4). 
The spatial patterns of this reconstruction are also avail-
able and are compared with the DA analysis later. Agree-
ment between the DA analysis and the Luterbacher et  al. 
(2004) independent reconstruction is higher in summer, but 
the DA analysis shows a stronger response to the volcanic 
eruptions than the proxies and larger variability in both 
seasons. The correlations are 0.73 for summer and 0.61 for 
winter. The upper panel also includes the summer decadal 
means of the PAGES 2K reconstruction. The correlation 
between the two reconstructions is 0.70. The correlations 
of the “past1000” simulation with Luterbacher et al. (2004) 
are 0.75 summer and −0.24 for winter, indicating again an 
additional skill of DA on the continental scale, at least in 
winter. Validation against independent data was also per-
formed using the annual time series. Moderate positive cor-
relations were found as expected, due to the forcings, but 
they were lower than the ones in the decadal case.

3.3 � Comparison with instrumental data

An advantage of the investigated period is that some early 
instrumental records are available, which can be used to 
evaluate the assimilation method. Here we validate the 

Fig. 3   NH 2 m temperature anomalies for 1750–1850 AD w.r.t. the 
1961–1990 AD mean for the DA analysis (blue line for 31-year run-
ning mean and cyan line for 15-year running mean) in comparison 
with the simulation without DA (15-year running mean, black line) 
and the range of reconstructions (grey scale), redrawn from Jansen 
et al. (2007). Data time series and the shaded representation of over-
lap of proxy-based reconstructions (consensus) were obtained from: 
http://www.cru.uea.ac.uk/datapages/ipccar4.htm. The PAGES 2K 
direct average of the NH is also shown (15-year running mean, green 
line)

http://www.cru.uea.ac.uk/datapages/ipccar4.htm
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DA analysis against the instrumental BEST reconstruc-
tion (Rohde et  al. 2012) for global mean tempaeratures. 
Figure 5 shows the global land 2 m air temperatures (anom-
alies w.r.t. the 1951–1980 AD mean), smoothed with a 9 
point Hamming window (approximately corresponding to 
a 5-year running mean), as simulated with and without DA, 
compared with the reconstruction from the BEST dataset. 
All three time series remain relatively constant over the 
period, interrupted by the cooling induced by the volcanic 
eruptions. The simulated DA time series includes minima 
in the 1810s and 1830s temperatures and maxima in the 
1770s and 1800s. The correlation between the DA analy-
sis and the BEST dataset is high (0.81), and the correlation 
of the BEST dataset with the “past1000” run without DA 
(0.79) is only marginally lower. The correlation of the DA 
analysis with the “past1000” simulation without DA is very 
high (0.88).

Overall, the performance of the DA scheme on the 
global scale is very good, but DA does not offer additional 
skill compared with the simulations without DA. This is 
similar to what has been found on the hemispheric scale 
examined earlier. The lack of added value of DA is likely 
due the influence of the strong forcings and the high ratio 
of forced to internal variability on large spatial scales. In 
principle, if the forced response in a model is unrealistic, 
DA can select an ensemble member that, due to internal 
variability, is closer to reality. Therefore, DA can correct to 
some extent for unrealistic response to forcing. However, if 
the response to the forcing is close to reality and the con-
tribution of internal variability is low, then no systematic 
change to the response to the forcing can be expected from 
DA. On the continental scale, the contribution of interan-
nual variability is larger, and if a DA scheme works prop-
erly, it can give additional skill compared with a simulation 

Fig. 4   European summer 
(a) and winter (b) decadal 
mean temperature anomalies 
for 1750–1850 AD w.r.t. the 
850–1849 AD mean, for the 
DA analysis (blue line), the 
simulation without DA (black 
line) and the Luterbacher et al. 
(2004) proxy-based reconstruc-
tion (green line). The PAGES 
2K proxy-based reconstruction 
(magenta line) for the summer 
period is also shown
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without DA. The signal (response to the forcing) to noise 
(internal variability) ratio increases with the spatial scale. 
Therefore, forcings are sufficient to provide realistic simu-
lations on hemispheric and global means, which have a rel-
atively small contribution from internal variability.

3.4 � Comparison with other GCMs

To further examine whether DA affects the long timescale 
(decadal to centennial) variability, we compare the NH sur-
face air temperature anomalies of the DA simulations with 
other GCM simulations that have not used DA (Fig.  6). 
This aims to investigate the behaviour of DA with respect 
to the forcings and the internal variability, in comparison 
to simulations without DA. The simulations were part of 
the CMIP5 or the PMIP3. We display the simulations per-
formed with the models CCSM4 (Community Earth Sys-
tem Model, developed at NCAR, USA), HadCM3 (Hadley 
Centre Coupled Model, version 3, developed by the Had-
ley Centre, UK), IPSL-CM5A-LR (Institute Pierre Simon 
Laplace model, France), and MPI-ESM-P (Max Planck 
Institute PMIP3 simulations). The simulation performed 
with the model we use in this study, MPI-ESM-CR, with-
out DA, is also shown.

The correlation of the DA analysis hemispheric means 
with the PAGES 2K NH direct average for filtered (nine 
point Hamming window) temperatures is 0.85. Data for 
North America could not be included in the direct aver-
age because of their decadal resolution. The DA simulation 

is not closer to the proxy-based reconstruction than the 
non-assimilated MPI-ESM-CR and MPI-ESM-P simu-
lations (correlations with PAGES 2K are 0.86 and 0.83 
respectively). This shows again that the forcings play 
the dominant role in giving the skill on the hemispheric 
scale. The correlation of the DA analysis with the proxy-
based reconstruction is higher than the correlations of the 
CCSM4 (0.24), IPSL-CM5A (0.64) and HadCM3 (0.80) 
simulations. The DA analysis arrives at slightly lower tem-
peratures compared with the MPI-ESM-CR without DA 
towards the end of the simulation period. Multi-decadal 
variability is similar in most simulations.

4 � Circulation and temperature variability in the 
North Atlantic‑European sector

One of the main reasons for performing DA is to obtain 
knowledge about variables that are not assimilated. We now 
investigate whether this is the case with respect to small-
scale temperature variability in Europe and leading modes 
of circulation variability. The link between continental 
mean temperatures, which have been used in our assimi-
lation, and large-scale circulation, is crucial for providing 
this added value. We examine the temperature-sea level 
pressure (SLP) link in the control simulation using MCA, 
and check whether it is also visible when performing the 
assimilation.

Fig. 5   Global land surface air temperatures for 1750–1850 AD 
(anomalies w.r.t. the 1951–1980 AD mean), smoothed with a nine 
point Hamming window, for the DA analysis (blue line), the simu-
lation without DA (black line), and the BEST instrumental dataset 
(green line). The green shading shows the 95 % confidence interval of 
the BEST estimate, representing statistical and spatial undersampling 
uncertainties

Fig. 6   Evolution of the NH surface air temperature anomalies for 
1750–1850 AD w.r.t. the 1961–1990 AD mean, smoothed with a nine 
point Hamming window, for the DA analysis (blue line) and other 
GCM simulations without DA. The PAGES 2K direct average of the 
NH (green line) is also included (for Arctic, Asia and Europe, green 
line)
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4.1 � European temperature patterns

In our DA scheme, only continental average temperatures 
have been assimilated. Hence, it is not guaranteed that 
skill on smaller spatial structures exists, since no infor-
mation about the local temperatures was inserted in the 
model. The assimilation of the NH continental averages 
might however provide information that could potentially 
determine the state of leading circulation modes, which in 
turn may lead to skill in reconstructing the smaller-scale 
spatial patterns. Two possible reasons may lead to added 
value of DA on these scales: firstly, leading modes of vari-
ability, such as the NAM or the NAO, may have a link to 
the NH continental mean temperatures and be partially 
captured correctly with DA. Secondly, certain temperature 
mean values may be associated with tendencies for spe-
cific spatial patterns, in which case no explicit atmospheric 
circulation information is required. This would be the case 
if, for example, a low mean European temperature was 
associated with very low Northern European temperatures, 
less cold Southern European conditions, mild Eastern 
Europe temperatures etc. This hypothesis is not examined 
in the current study. In addition, another possibility for 
agreement on the small spatial scales could stem from the 
response of the circulation to forcing, such as the strong 
volcanic eruptions.
We compare the DA-simulated European temperature pat-
terns with the patterns from the Luterbacher et  al. (2004) 
reconstruction. Figures 7 and 8 show the European decadal 
2  m temperature maps (anomalies w.r.t. the 1750–1849 
AD mean) for the DA analysis and the reconstructions by 
Luterbacher et al. (2004) for the summer and winter peri-
ods of 1750–1850 AD respectively. The comparison of 
the patterns in most decades exhibits no agreement. If the 
Luterbacher et  al. (2004) reconstructions are skilful, we 
can conclude that although the DA scheme is skilful in 
reconstructing the large-scale temperatures, it has no skill 
in capturing the spatial patterns within Europe correctly. 
The spatial correlations found for each decade are shown 
in Table 1. The mean correlations over all the decades are 
negligible (0.03 for summer and −0.03 for winter). We note 
that regression generally underestimates variability, so the 
stronger variability appearing in the simulations than in the 
proxy-based reconstructions is to be expected.

4.2 � NH Modes of variability

The atmospheric circulation variability in the North Atlan-
tic-European sector is linked to modes of variability such as 
the NAO or the NAM. The NAO is one of the major modes 
of atmospheric variability in the NH and strongly influ-
ences the wintertime temperature over much of Europe. It 
is related to the pressure difference between Iceland and 

Azores, which generates the westerly winds that character-
ize the atmospheric circulation in the North Atlantic at mid-
latitudes. The NAM, which is the dominant mode of the 
extratropical atmospheric circulation in the NH, is closely 
related to the NAO. We compare the decadal mean values 
of the simulated winter (December–March) NAO index 
with the available NAO reconstructions, namely the proxy-
based reconstruction by Luterbacher et  al. (2002) and the 
UEA Climatic Research Unit instrumental-based recon-
struction by Jones et al. (1997) (Fig. 9).

Luterbacher et  al. (2002) estimated the NAO index 
based on a Principal Component Regression Analysis, 
as the standardized (1901–1980) difference between the 
SLP over the Azores and over Iceland. Jones et al. (1997) 
used early instrumental data to calculate the NAO index as 
the difference between the normalised SLP over Gibral-
tar and the normalised SLP over Southwest Iceland, and 
extended this index back to 1823 AD. Our NAO index 
(difference between the normalised SLP over Gibraltar 
and over Southwest Iceland), is not compatible with the 
two reconstructions, partly explaining the inconsistency 
between the simulated European temperature patterns and 
the reconstructions by Luterbacher et  al. (2004). The cor-
relation with Luterbacher et al. (2002) is −0.09. The annual 
NAO index (not shown) does not show any agreement 
either (correlation 0.21). We did not analyse the summer 
circulation as the NAO is less pronounced in this season. 
Zanchettin et  al. (2012), using European climate recon-
structions, found that the dynamic response to the volcanic 
eruptions is a decadal-scale positive phase of the winter 
NAO, accompanied by winter warming over Europe peak-
ing approximately one decade after a major eruption. There 
is no consensus among the NAO reconstructions however. 
Luterbacher et  al. (2002) and Jones et  al. (1997) recon-
structions are also very different to each other, showing the 
limitation of proxy-based reconstructions, which affects the 
skill of DA too.

4.3 � Link between continental temperatures 
and large‑scale circulation

To explain the disagreement between the DA analysis and 
the proxy-based reconstructions regarding the temperature 
patterns over Europe and the NAO index, we use MCA to 
investigate the link between the NH continental mean tem-
peratures and the SLP field. We analyse 1000 years of the 
control MPI-ESM-CR simulation to focus on internal vari-
ability and to avoid the influence of forcings, because the 
main purpose of DA is to capture the internal variability. 
We use simulated decadal temperatures that represent the 
same continental regions and seasons as the PAGES 2K 
reconstructions, and NH decadal averages for the SLP field, 
based on annual and seasonal values. Because the PAGES 
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2K temperatures are seasonally mixed, it is not clear in 
which seasons the link of the seasonally mixed tempera-
tures to the atmospheric flow is strongest, therefore we sep-
arate our analysis for the different seasons and the annual 
means. In all five cases the temperature data are the same.

MCA applies a Singular Value Decomposition (SVD) 
to the cross-covariance matrix between two data sets to 
find pairs of patterns whose time expansion coefficients 
(TECs) have maximum covariance (Bretherton et al. 1992). 
In our case, the dimension of the cross-covariance matrix 

Fig. 7   European decadal surface air temperatures (anomalies w.r.t. the 1750–1849 AD mean) for the DA analysis and the Luterbacher et  al. 
(2004) reconstruction, for the summer of 1750–1850 AD
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is 4× 2304 (number of continental temperature means ×  
number of grid-cells for the SLP field). To account for the 
different size of the grid-cells, the SLP anomalies field 
(w.r.t. to the 1000-year control average), SLPi, has been 
weighted with weights wi proportional to the square root of 

the grid-cell size, prior to calculating the cross-covariance 
matrix. The weights have also been used for calculating 
the TECs. For the continental temperature anomalies, Ti, 
no area weights have been used. The temperature and SLP 
singular vectors, which are the MCA coupled patterns, are 

Fig. 8   European decadal surface air temperatures (anomalies w.r.t. the 1750–1849 AD mean) for the DA analysis and the Luterbacher et  al. 
(2004) reconstruction, for the winter of 1750–1850 AD
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denoted by the vectors uk and vk respectively. The TECs (ak 
and bk) are given through area-weighted orthogonal projec-
tions of the data anomalies (Ti and SLPi) onto the patterns, 
such that:

Figures 10 and 11 show the first coupled MCA patterns 
of the NH continental mean temperatures and the NH SLP 
respectively. The patterns are displayed as the singular vec-
tors multiplied by the standard deviation of their TECs in 
order to include information about their amplitude. For the 
annual means, winter and to a lesser extent for spring, the 
SLP MCA patterns look similar to the leading Empirical 

(2)ak(tj) =

4
∑

i=1

Ti(tj) uik

(3)bk(tj) =

2304
∑

i=1

wi SLPi(tj) vik

Table 1   Spatial correlations between the DA analysis and the Luterbacher et al. (2004) reconstructions for European summer and winter, for the 
decades 1750–1759 AD (1st) to 1840–1849 AD (10th)

Decade 1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th

Summer −0.62 0.19 0.21 0.59 0.02 0.70 0.09 0.40 −0.56 −0.70

Winter −0.05 0.69 −0.04 0.48 0.77 −0.63 −0.31 0.02 −0.70 −0.54

Fig. 9   Normalized decadal mean winter NAO index for 1750–1850 
AD, for the DA analysis (blue dots), the proxy-based reconstruction 
by Luterbacher et al. (2002) (green dots) and the instrumental recon-
struction by Jones et al. (1997) (black dots)

Fig. 10   MCA between NH 
continental mean temperatures 
(seasons defined by PAGES 
2K) and NH SLP (annual and 
seasonal means) from the MPI-
ESM-CR control simulation: 
first temperature patterns for the 
Arctic, Asia, Europe and North 
America
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Orthogonal Function (EOF) of the NH SLP field in the 
control run, shown in Fig.  12. For summer and autumn 
the SLP MCA patterns are different from the leading EOF. 
Looking at the EOF structures, in all seasons except sum-
mer, the SLP leading EOF patterns resemble the annu-
lar mode patterns. This mode is basically the NAM, but it 
should be noticed that our EOF analysis is based on dec-
adal SLP anomalies in the region 0N to 90N, whereas the 
standard definition of the NAM is based on the first prin-
cipal component of monthly SLP anomalies in the region 
20N to 90N. In summer, the SLP leading EOF shows a pro-
nounced land-sea contrast, which is presumably linked to 
the intensity of the land-sea temperature contrast. From the 
above, we can conclude that for the annual means, winter 
and to a lesser extent for spring, the NAM is the pattern 
that is most closely linked to the NH continental tempera-
tures. Hence, by assimilating continental temperatures, the 
state of the NAM should be determined to some extent. 
For summer and autumn, the MCA patterns do not resem-
ble the NAM but have a wavelike structure. The correla-
tions between the temperature and SLP TECs are 0.73 for 
the annual case, 0.48 for winter, 0.51 for spring, 0.36 for 
summer and 0.54 for autumn. Given the correct continen-
tal mean temperatures, the explained variance for the SLP 
TECs is 0.732 for the annual means, i.e. 52 %, and much 
less for the seasonal means. In our case the estimate for the 

SLP TECs will actually explain <52% variance because 
the PAGES 2K reconstructions are different from reality, as 
they include noise. We also analysed higher coupled pat-
terns. The correlations between their TECs were lower, and 
thus we focus on the first pair of coupled patterns.

To test whether the correlations between the two sets of 
TECs are significant, we applied a Monte Carlo method 
to calculate the distribution of correlations in the case of 
no link. We created a 1000-year random temperature array 
for the four continents, 300 times, and performed a MCA 
analysis of the link between these random temperatures and 
the control run’s SLP field. In the annual case, the mean 
TEC correlation of the randomly sampled temperatures 
with the SLP field is 0.39, ranging between 0.25 and 0.55. 
These correlations are lower than the value of 0.73 of the 
case in which the simulated temperatures were used for 
the MCA. Similar results are found for all four seasons, 
but the largest difference is noticed for the annual means. 
In all cases, the correlations of the simulated control run 
temperature TECs were either outside or at the very end of 
the randomly sampled distribution. The test shows that the 
link found between the NH continental mean temperatures 
and the SLP TEC in the control run is significant. The same 
Monte Carlo experiment was performed for higher coupled 
patterns, the TEC correlations of which remain relatively 
significant but are gradually reducing.

Fig. 11   MCA between NH 
continental mean temperatures 
(seasons defined by PAGES 
2K) and NH SLP (annual and 
seasonal means) from the MPI-
ESM-CR control simulation: 
first SLP patterns
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4.4 � Link between temperatures and large‑scale 
circulation in the assimilation run

We now investigate whether the link between the NH con-
tinental average temperatures and the SLP field that has 
been found in the control run is also visible when perform-
ing the DA. The link between temperatures and SLP can 
be caused by two processes: (1) for a given SLP anomaly 
the temperature is influenced through advection; and (2) 
given temperature anomalies might directly influence the 
pressure field, for instance through changes in the thick-
ness of atmospheric layers and the associated upper-level 
flow anomalies which in turn affect the surface pressure. 
The former process can be expected to be dominant. Inde-
pendent of the type of process that is relevant, the DA may 
reproduce the link because it is just selecting states rather 
than prescribing temperature anomalies, and the model 
captures both process types.

To examine whether the DA actually reproduces the 
link, we project the DA decadal NH temperature and SLP 
anomalies of the period 1750–1850 AD onto the control 
experiment’s temperature (uk) and SLP (vk) MCA pat-
terns respectively, to get temperature and SLP TECs for 
the assimilation period, and calculate the correlation of the 
TECs. The anomalies were calculated w.r.t. the means of 
the control run to be consistent with the previous analysis. 

The correlations are 0.81 for the annual means, 0.82 for 
winter and spring, 0.17 for summer and −0.01 for autumn. 
After detrending the TEC time series, the correlations were 
only slightly reduced (0.70 for the annual means, 0.73 for 
winter, 0.70 for spring, 0.02 for summer and −0.21 for 
autumn). The fact that the difference between detrended 
and non-detrended correlations is very small shows that the 
correlations are mainly due to the decadal variations. When 
the simulated temperatures in the analysis are replaced by 
the PAGES 2K temperatures, which have been assimilated, 
very similar correlations are obtained. This can be expected 
because, as shown earlier, the continental mean tempera-
tures in the analysis follow closely the assimilated tem-
peratures. The above analysis shows that the link between 
the NH continental mean temperatures and the SLP field in 
the assimilation run exists in winter, spring and the annual 
means, but not in summer and autumn.

A question that arises from the analysis is why the link 
that we found between temperatures and SLP in the con-
trol run is not reproduced in summer and autumn in the 
assimilation run. To investigate these seasonal differences, 
we take a closer look at the SLP MCA patterns (Fig. 11). 
We note that the link in the assimilation run appears in the 
seasons when the SLP MCA patterns are similar to the 
leading SLP EOFs, which in turn resemble in these seasons 
the NAM. The link does not appear when the MCA pattern 

Fig. 12   Leading EOF of the 
NH SLP decadal means in the 
MPI-ESM-CR control simula-
tion, for the different seasons
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does not look like the leading EOF. This observation hints 
to a potential explanation; it seems plausible that it is easier 
in a small ensemble to find analogues for circulation and 
temperature anomalies that resemble the dominant mode of 
variability than finding good analogues for anomalies that 
are different from the leading EOFs. The reason for this 
might be that the simulated anomalies have a tendency to 
look like the leading EOF patterns or linear combination of 
these, while they are usually not similar to patterns that are 
not in the space of the leading EOFs. Moreover, the link in 
summer is weaker than the other seasons, as the TECs cor-
relations reveal.

The MCA thus shows that the NH continental mean 
temperatures for the PAGES 2K regions are most closely 
linked to the NAM in winter, spring and the annual means, 
and that this link is reproduced in the DA for the same 
seasons. However, this does not imply that the continental 
temperatures are the best predictors for the NAM. To inves-
tigate this further, we have regressed the control run’s grid-
point NH temperatures onto the first SLP TECs. As shown 
in Widmann (2005), these regression coefficients are pro-
portional to the weights for the temperature field that lead 
to an optimal linear estimation of the SLP MCA TEC in 
a one-dimensional MCA. Therefore, temperature informa-
tion from areas with high values are needed for obtaining 
good estimates for the SLP MCA TEC. Figure  13 shows 

the regression maps of the control run NH temperatures 
onto the first SLP MCA TECs, multiplied by one stand-
ard deviation of the SLP TECs. It shows that this TEC, 
which is similar to the NAM index for annual data, win-
ter and spring, has a strong temperature signal only at the 
very high latitudes, e.g. Scandinavia for the case of Europe. 
Similarly, the temperature signal of the TEC is larger at the 
northern parts of North America and Asia.

The correlation maps between the control run’s local NH 
temperatures and the leading SLP MCA TECs for the dif-
ferent seasons (Fig. 14), show that only at the very high lat-
itudes, the SLP TECs have relatively high correlations (up 
to 0.7) with the local temperatures. The correlations at the 
mid-latitudes range from 0.2 to 0.4 for the annual means, 
and even lower values for the seasonal means. This means 
that a large amount of the local temperature variance cannot 
be explained by the leading SLP TEC. For instance, only 
49  % of the local temperature variance can be explained 
at the very high latitudes given a perfect estimation of the 
SLP TEC, which is similar to the NAM index in the annual 
case, and almost no variance at the low and mid latitudes. 
This designates that even if the true amplitude of the lead-
ing MCA circulation pattern were simulated, the local 
temperatures would still not be strongly confined in many 
areas. It can further be noticed that the local temperature 
correlation and regression coefficients over Europe have 

Fig. 13   Regression maps of the 
MPI-ESM-CR control simula-
tion’s grid-point NH tempera-
tures onto the SLP MCA TECs, 
multiplied by one standard 
deviation of the SLP MCA 
TECs, for the different seasons
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the same sign everywhere, which means that the variability 
in the SLP TEC only leads to limited variability in temper-
ature gradients across Europe.

To summarise, the continental temperatures for the NH 
PAGES 2K regions are not optimal for confining the ampli-
tude of the leading MCA SLP pattern, which for annual 
values, winter and spring are similar to the NAM. The rea-
son is that the temperature signals of the SLP MCA pat-
terns are mostly concentrated in high latitudes, hence the 
continental mean temperatures include information from 
regions not related to these circulation anomalies. This lim-
its the correlation between the temperature TECs and SLP 
TECs. In the DA this can be expected to lead to circulation 
states that are not strongly constrained by the assimilated 
continental temperatures, and in turn to a limited potential 
for realistically simulating small-scale temperature vari-
ability. Moreover, for summer and autumn the link between 
NH continental temperatures and the SLP field identified 
by MCA is not reproduced in the DA. This might be due 
to the fact that the leading SLP MCA pattern is not simi-
lar to the leading SLP EOF in these seasons, which in turn 
may lead to sampling problems if a small ensemble size is 
used. We have also shown that even if the amplitudes (i.e. 
the TECs) of the MCA SLP pattern were perfectly captured 
in the DA the local explained temperature variance would 
be limited.

5 � Summary and conclusions

We have assimilated the NH continental decadal mean 
temperatures from the PAGES 2K reconstructions using 
the MPI-ESM model to get a climate reconstruction for 
1750–1850 AD. The skill of the DA-based reconstruction 
was firstly evaluated against the assimilated data and other 
proxy-based temperature reconstructions on large spatial 
scales. We also validated the DA analysis for smaller-scale 
temperatures for Europe and for the NAO, to see whether 
there is added value from the DA. The assimilation showed 
good skill for large-scale temperatures. With respect to the 
NH continental means, the DA analysis followed closely 
the assimilated proxy-based reconstructions on the decadal 
timescale. Skill was also found on shorter timescales due 
to the strong forcings, especially the major volcanic erup-
tions. The DA was shown to provide added value on the 
continental scale, especially on the decadal, but also on 
shorter timescales, when compared with simulations with-
out DA. The DA analysis was in agreement with independ-
ent proxy data and early instrumental records for global 
and hemispheric-scale temperatures too, but no additional 
skill of the assimilation was found due to the dominance 
of forcings on these scales. Although no information 
about the smaller-scale spatial temperature anomalies was 
assimilated, the assimilation of the NH continental average 

Fig. 14   Correlation maps 
between the MPI-ESM-CR con-
trol simulation’s grid-point NH 
temperatures and the SLP MCA 
TECs, for the different seasons
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temperatures might lead to some skill in simulating small-
scale spatial temperature patterns because of the potential 
capturing of information that may determine the state of 
leading circulation modes, such as the NAM or the NAO. 
However, no agreement between the DA analysis and the 
proxy-based European temperature reconstruction of Lute-
rbacher et  al. (2004) or the NAO index reconstruction of 
Luterbacher et al. (2002) was found.

To examine the reasons why the DA does not provide 
added value on smaller spatial scales, we calculated the 
link between NH continental temperatures and the NH SLP 
field using MCA and decadal means from the MPI-ESM 
control simulation. The temperature data for the different 
continents represented different seasons or annual data in 
accordance with the seasons that had been used for the 
PAGES 2K reconstructions, while the SLP data were taken 
for each of the seasons and for annual data, and the MCA 
was performed separately for the five cases. The analysis 
showed that for annual, winter and spring SLP, the circu-
lation pattern that is most closely linked to the NH conti-
nental mean temperatures strongly resembles the NAM, 
while for summer and autumn it is a wave-like pattern. The 
correlations between the temperature and SLP TECs are 
0.73 for the annual data, 0.48 for winter, 0.51 for spring, 
0.36 for summer and 0.54 for autumn. These correlations 
indicate potential for constraining to some extent the large-
scale circulation if the continental temperature means are 
known, which in turn might lead to some skill for small-
scale temperature variability in the DA simulations. How-
ever, the validation results showed that this potential was 
not achieved.

To further investigate the lack of small-scale skill in the 
DA simulation we also checked whether the link found in 
the control run is visible in the DA simulations and found 
this to be the case for annual, winter and spring SLP, but 
not for the other seasons. This is possibly due to the fact 
that for the former, the NH continental temperatures are 
linked to SLP anomalies that resemble the first SLP EOF 
(which in these seasons is similar to the NAM), which 
might be better captured in DA with small ensemble sizes 
than variability patterns that are less dominant. It was also 
shown that even if the amplitudes of the leading MCA SLP 
pattern were perfectly known, the local explained tempera-
ture variance would still be less than 50 % in the best case 
and much lower in many areas.

In summary the analysis suggests the following potential 
reasons for a lack of skill of the DA in simulating small-
scale temperature variability: (1) the link between NH conti-
nental temperatures and large-scale atmospheric circulation 
anomalies might be too weak to sufficiently constrain the 
large-scale circulation; (2) the small ensemble size might 
make it difficult to find ensemble members that resemble the 
real circulation state that led to the PAGES 2K continental 

temperature anomalies; (3) noise and errors in the PAGES 
2K temperature reconstructions contribute to unrealistic 
large-scale circulation states in the DA simulations; and (4) 
the local temperature variance explained by the large-scale 
circulation anomalies that can be estimated from the NH 
continental temperatures is substantially limited.

These potential contributing factors to a lack of small-
scale skill give some guidance for improvements of the DA 
method. Firstly, the link between assimilated proxy-based 
temperature reconstructions and the large-scale circulation 
can in general be expected to get stronger if local or regional 
rather than continental-scale reconstructions are used, pro-
vided they cover suitable areas. However, it should be noted 
that with decreasing spatial scale of the reconstructions their 
error can be expected to increase, as there is less cancella-
tion of random errors. Determining the optimal scale for the 
temperature data to be assimilated is thus a challenge. In 
this context we also point out that the location of most of the 
proxy records that have been used for the PAGES 2K recon-
structions are not in the high-latitude regions that have the 
strongest NAM signal, and thus the reconstructed continen-
tal temperature variability may have a disproportionally low 
contribution from these areas. For example, the European 
PAGES 2K mean temperature is reconstructed from prox-
ies mostly in the southern and central parts of the continent, 
which are not sensitive to NAM variations, and fewer prox-
ies in Scandinavia and Northern Europe. Using temperature 
reconstructions that provide a stronger constraint for the 
atmospheric circulation may also lead to constraining sev-
eral modes of circulation variability and thus increase the 
local explained temperature variance. Secondly an increase 
in ensemble size will make it more likely to find simulated 
climate anomalies that are similar to the real world. The 
required sample size to have a good chance for finding close 
analogues depends on the dimensionality of the state space 
in which the analogues are defined, with the required sam-
ple size increasing very strongly with the dimensionality. 
This is an argument for using low-dimensional state spaces, 
such as the four continental means we have used, rather than 
temperature reconstructions with a high spatial resolution. 
However, other methods for reducing dimensionality such 
as principal component analysis might be an alternative to 
using continental averages and might lead to a stronger link 
with the atmospheric circulation. Finally, retaining more 
than one ensemble member, i.e. using a non-degenerated 
particle filter as in Goosse et al. (2012) might improve the 
performance of the DA.
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