
1 3

DOI 10.1007/s00382-014-2238-x
Clim Dyn (2015) 44:2177–2193

Simulating weather regimes: impact of model resolution 
and stochastic parameterization

Andrew Dawson · T. N. Palmer 

Received: 16 December 2013 / Accepted: 2 July 2014 / Published online: 25 July 2014 
© Springer-Verlag Berlin Heidelberg 2014

Keywords Circulation regimes · Stochastic physics · 
Cluster analysis · European weather regimes · Horizontal 
resolution · GCM

1 Introduction

The horizontal resolutions of global atmospheric models used 
for operational numerical weather prediction (NWP) and of 
the atmospheric climate models used, for example in the fifth 
Coupled Model Intercomparison Project (CMIP5), are sub-
stantially different. The typical atmospheric model resolu-
tion for CMIP5 models is in the range 100–200 km (1°–2°), 
whereas the typical horizontal resolution used in operational 
NWP is much higher, in the range 16–50 km. Increased hori-
zontal resolution in climate models has led to incremental 
improvements in various aspects of mean climate and vari-
ability, although many key processes appear to be fairly well 
represented at resolutions typical of CMIP5 models (e.g., 
Shaffrey et al. 2009; Dawson et al. 2011). Whilst few would 
doubt the desirability of being able to integrate climate mod-
els at NWP resolution, there are numerous other areas of cli-
mate model development which compete for the given com-
puting resources: the need for ensembles of integrations, to 
integrate over century and longer time-scales and the need to 
incorporate additional Earth System complexity. It is there-
fore hoped that, at least in terms of large-scale climate, the 
difference between NWP and climate resolution should not 
make too quantitative a difference in the accuracy of climate 
simulations. This hope is supported to some extent by studies 
which address the impact of resolution on simulations of the 
time mean state of the atmosphere and variance around this 
state (Jung et al. 2012; Dawson et al. 2013).

On the other hand, the geometry of the climate attrac-
tor is not determined solely by its first two moments. In 

Abstract The simulation of quasi-persistent regime struc-
tures in an atmospheric model with horizontal resolution 
typical of the Intergovernmental Panel on Climate Change 
fifth assessment report simulations, is shown to be unreal-
istic. A higher resolution configuration of the same model, 
with horizontal resolution typical of that used in opera-
tional numerical weather prediction, is able to simulate 
these regime structures realistically. The spatial patterns 
of the simulated regimes are remarkably accurate at high 
resolution. A model configuration at intermediate resolu-
tion shows a marked improvement over the low-resolution 
configuration, particularly in terms of the temporal charac-
teristics of the regimes, but does not produce a simulation 
as accurate as the very-high-resolution configuration. It is 
demonstrated that the simulation of regimes can be signifi-
cantly improved, even at low resolution, by the introduction 
of a stochastic physics scheme. At low resolution the sto-
chastic physics scheme drastically improves both the spa-
tial and temporal aspects of the regimes simulation. These 
results highlight the importance of small-scale processes on 
large-scale climate variability, and indicate that although 
simulating variability at small scales is a necessity, it may 
not be necessary to represent the small-scales accurately, or 
even explicitly, in order to improve the simulation of large-
scale climate. It is argued that these results could have 
important implications for improving both global climate 
simulations, and the ability of high-resolution limited-area 
models, forced by low-resolution global models, to reliably 
simulate regional climate change signals.
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particular, considerable evidence has emerged over the last 
decade or more, for quasi-persistent weather regimes over 
different regions of the world (Straus et al. 2007; Straus 
2010; Woollings et al. 2010; Pohl and Fauchereau 2012). 
The existence of such regimes is interesting in its own right, 
with implications for understanding recurring persistent 
regional weather patterns, but also has wider implications 
in the climate system. There is evidence that in a dynamical 
system with regime structure, the time-mean response of 
the system to some imposed forcing, which here could be 
thought of as enhanced greenhouse gas concentration, is in 
part determined by the change in frequency of occurrence 
of the naturally occurring regimes (Palmer and Weisheimer 
2011; Palmer 1999, 1993; Corti et al. 1999). As such, a 
model which failed to simulate observed regime struc-
tures well, could qualitatively fail to simulate the correct 
response to this imposed forcing. The importance of regime 
analysis as a model diagnostic is highlighted in our com-
panion paper (Christensen et al. 2014), which demonstrates 
that using regimes as a diagnostic tool provides a more 
insightful perspective on the suitability of different param-
eterization schemes than using more common techniques.

There is also increasing recognition that representa-
tion of the smaller scales, although not necessarily explic-
itly resolved, is beneficial for climate simulation. There is 
mounting evidence that stochastic parameterizations, where 
typically some element of randomness is introduced into 
physical parameterization schemes to account for model 
uncertainty, prove beneficial for climate simulations (e.g., 
Lin and Neelin 2000, 2003; Arnold et al. 2013). It has also 
been suggested that using stochastic computation when 
computing the small-scale dynamical terms in an atmos-
pheric model could be beneficial (Palmer 2012). It was 
demonstrated by Düben et al. (2013) that much of the per-
formance of a high-resolution spectral model in terms of 
the large-scale flow can be retained even when the preci-
sion with which the higher order wavenumbers are com-
puted is degraded. Reduced precision computation reduces 
energy consumption and therefore allows higher resolu-
tion runs to be more affordable. These two approaches to 
introducing stochasticity into models can be thought of as 
equivalent in some sense, in that one is more interested in 
the presence of variability at small scales and the influence 
that this has on larger scales, rather than in simulating the 
small-scale processes themselves with total accuracy.

Dawson et al. (2012) demonstrated that an atmospheric 
model at typical CMIP5 resolution was unable to simulate 
realistic regimes structures in the atmosphere, and that the 
same model integrated at a deterministic NWP resolution 
provided a realistic regimes simulation. This paper builds 
on that work, and introduces an intermediate resolution 
model to determine if very high resolution is truly neces-
sary to facilitate regime simulations. The influence of a 

stochastic parameterization scheme on the simulation of 
regimes is also investigated. This study supports the grow-
ing recognition that there is no more complex problem in 
computational science than that of simulating climate, and 
next generation climate simulators need to provide careful 
consideration of small-scale processes, whether these be 
explicitly resolved or parameterized.

This paper is organized as follows: Sect. 2 describes the 
models and data sets used. Section 3 describes the regimes 
analysis method. Section 4 describes results from analys-
ing regimes in reanalysis. Section 5 discusses the exist-
ence of circulation regimes in the European/Atlantic flow. 
Section 6 then describes results from analysing regimes in 
model simulations of different horizontal resolutions. Sec-
tion 7 then goes on to describe results from model simula-
tions using stochastic physics. Section 8 provides a sum-
mary and conclusions from this work.

2  Datasets and models

The model used for this study is the European Centre for 
Medium Range Weather Forecasts (ECMWF) Integrated 
Forecast System (IFS) cycle 36r1. Results are presented 
from continuous atmosphere-only integrations of the 
IFS for the 45-year period 1962/63–2006/07, forced with 
observed sea surface temperatures and sea ice fields. The 
IFS is integrated at different horizontal resolutions: a high-
resolution T1279 configuration, a medium-resolution T511 
configuration, and a low-resolution T159 configuration. 
These triangular truncations correspond to approximate 
grid spacings of 16 km, 40 km and 125 km respectively. 
A horizontal resolution of T159 is typical of the resolution 
of the atmospheric component in the CMIP5 climate mod-
els (and is admittedly not considered low resolution in the 
context of CMIP5), whereas T1279 is ECMWF’s opera-
tional deterministic forecast resolution, and is more typical 
of short–medium range NWP forecast model resolution. 
The T511 resolution configuration is used to ‘fill the gap’ 
between these two extremes. The vertical discretization 
and most of physical parameterizations are the same for 
all three resolution configurations (Jung et al. 2012). These 
model configurations therefore represent a relatively clean 
comparison between different horizontal resolutions.

For each of the lower resolution T159 and T511 config-
urations we have an additional configuration which is the 
identical to the base configuration except with the stochas-
tic physics parameterization scheme turned on. These con-
figurations are designed to investigate the effect of repre-
senting model uncertainty in the indirect representation of 
the unresolved smaller scales in the lower resolution mod-
els. The stochastic physics scheme used is that described 
by Buizza et al. (1999). The choice of this scheme, rather 
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than the more advanced stochastically perturbed parametri-
zation tendencies (SPPT) scheme (Palmer et al. 2009), was 
necessitated by the desire to use the same model cycle as 
the existing T1279 integration produced by the Athena pro-
ject (Jung et al. 2012; Kinter et al. 2013). In the studies per-
formed here, the T511 deterministic and stochastic physics 
integration and both the T159 deterministic and stochastic 
integrations were performed with the model cycle used in 
the Athena integrations, but using the ECMWF supercom-
puter. For this reason the T159 deterministic integration is 
statistically equivalent to, but not bit reproducible with, the 
T159 integration discussed in Dawson et al. (2012).

The models are compared to reanalysis data for the same 
45-year time period. The primary reanalysis data set used 
is composed of the ECMWF 40-year reanalysis (ERA-40; 
1962–1988) and the ECMWF Interim reanalysis (ERA-
Interim; 1989–2007). The same SST data set was used to 
force the models as was used in reanalysis. This data set 
is referred to as ERA throughout the study. For reference 
comparison we also use data from the National Centers 
for Environmental Prediction (NCEP) twentieth century 
Reanalysis data set (Compo et al. 2011). This data set is 
referred to as NCEP throughout the study.

3  The regimes diagnostic

The regime analysis method used in this study is identi-
cal to that presented in Dawson et al. (2012). The analysis 
is based on daily fields of wintertime (December–March; 
DJFM) geopotential height on the 500 hPa pressure sur-
face. A seasonal cycle is computed by averaging the sea-
sonal time series at each grid point over all years, and is 
then smoothed by the application of a 5-day running mean 
before being subtracted from the daily time series to pro-
duce a daily anomaly time series at each grid point.

Our aim is to cluster maps of daily geopotential height 
anomalies into groups of similar anomaly patterns. In 
order to do this effectively it is necessary to reduce the 
dimensionality of the problem. Without such reduction it 
would be extremely difficult, if not impossible, to deter-
mine any significant clustering (see Sect. 5). To reduce 
the dimensionality empirical orthogonal function (EOF) 
analysis is applied to the region of interest, which in this 
study is the European/Atlantic domain defined by the sec-
tor 30◦ − 90◦N, 80◦W − 40◦E, and only a limited num-
ber of EOFs are retained. Prior to the EOF analysis all 
data sets are interpolated a 2.5◦ × 2.5◦ grid to ensure that 
variability is considered on the same range of horizontal 
scales for all data sets. The interpolation is done by trun-
cating the spectral coefficients of geopotential height to 63 
wavenumbers then evaluating the gridded data from these 
T63 coefficients. The EOFs are computed using standard 

area weighting. The principal components (PCs), the time 
series of the retained EOF patterns, form the coordinates 
of a reduced phase space. Each of the PCs has variance 
equal to the eigenvalue of the mode it corresponds to. This 
weighting is used in preference to standardized (unit vari-
ance) PCs because it prevents unfair weight being given 
to modes that represent only a small amount of variance. 
Each point in this reduced phase space represents an atmos-
pheric anomaly state expressed as a linear combination of 
the retained EOF patterns. In this study we choose to retain 
the first 4 EOFs, as this number is sufficient to account for 
at least 50 % of the total variance in reanalysis and models. 
We note that the same analysis has been conducted retain-
ing the first 11 EOFS, which account for over 80 % of the 
variance in all cases, and the results are not changed. This 
reduction of dimensionality can be thought of as impos-
ing an implicit filter on the anomaly time series, since by 
retaining only a limited number of EOFs the set of possi-
ble states are restricted to fairly large-scale patterns, which 
in turn are associated with variability on longer time scales 
than typical transient disturbances.

Clusters in the reduced phase space are identified by 
applying the k-means clustering algorithm (e.g., Michel-
angeli et al. 1995; Straus et al. 2007). This clustering 
procedure aims to locate preferred regions of the reduced 
phase space which can be interpreted in the framework of 
regimes. The method seeks to partition the phase space 
into k clusters. This partition is constructed so that the 
ratio of variance between cluster centroids to the average 
intra-cluster variance is maximized. This condition corre-
sponds to desiring cluster centroids to be far apart and for 
the points within each cluster to be close together. Since 
the standard algorithm for solving the k-means problem is 
a heuristic algorithm, and is not guaranteed to solve for the 
globally optimal partition, it is necessary to apply the clus-
tering multiple times with different initial centroids, and 
use the partition that maximizes the previously mentioned 
variance ratio.

3.1  Significance of cluster partitions

The null hypothesis when applying cluster analysis is that 
there are no regimes. This implies that the probability 
density function (pdf) of the underlying phase space fol-
lows a multi-normal distribution. In order to assess if this 
null hypothesis can be rejected for a given cluster partition, 
Monte Carlo simulations using a large number of synthetic 
data sets are applied, as in Dawson et al. (2012), Straus et al. 
(2007). The cluster analysis is applied to 500 synthetic data 
sets, each one modelled on the PCs of the data set being 
tested. The synthetic PCs are independent Markov processes 
with the same lag-1 autocorrelation, mean and standard 
deviation as the corresponding PC in the real data set. The 
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significance of the clustering is reported as the percentage 
of times that the optimal variance ratio found by clustering 
the real data set exceeds the optimal variance ratio found by 
clustering the synthetic data sets. Large values of this signif-
icance indicate that the optimal variance ratio for the given 
partition is unlikely to have been found by chance in a data 
set whose pdf follows a multi-normal distribution.

3.2  Choosing the number of clusters

The choice of k is arbitrary in k-means cluster analysis, 
and is an a priori assumption. In this study we have cho-
sen to use k = 4, meaning we seek to partition the phase 
space into 4 clusters. This choice is based upon comput-
ing different sized cluster partitions for ERA and assessing 
their significance. Figure 1 shows the significance of clus-
ter partitions for k = 2, 3, . . . , 6. It is clear that partitioning 
into 2 or 3 clusters does not yield significant results, but for 
k = 4, 5, 6 the results are significant. The k = 4 partition is 
chosen as it is the smallest partition size that is significant. 
There is no evidence of extra significance with 5 or more 
clusters, hence there is no evidence that more than 4 clus-
ters should be considered. This is a reasonable choice since 
in general the addition of extra clusters makes it easier 
for the algorithm to isolate pockets in the data, whilst not 
necessarily confining the clusters to potentially physically 
meaningful areas of phase space.

Christiansen (2007) has raised questions about the abil-
ity of k-means clustering to determine the correct number 
of clusters in a data set. The object of this study is to use 
the regimes framework as a model diagnostic tool. The aim 
is to use cluster analysis to diagnose non-gaussian struc-
tures in a way that can be applied to both observations and 
models. In this context the specific concerns over the ability 
of the k-means algorithm to detect the “correct” number of 
clusters become less relevant, as one would expect a good 
model to be able to reproduce significant clusters from 
observations, even if the number of clusters is not “cor-
rect”. Other authors have raised objections over actually 
defining unambiguous circulation regimes in the European/

Atlantic flow (Fereday et al. 2008). This is a more complex 
discussion, which is covered thoroughly in Sect. 5.

3.3  Comparing model clusters to reanalysis

In order to compare model clusters to reanalysis it is nec-
essary to be able to measure how different the spatial pat-
tern of any particular modelled cluster is from its reanal-
ysis counterpart. To do this an error metric is defined as 
the length of the vector between projections of the model 
cluster and the corresponding reanalysis cluster in a com-
mon phase space. The common phase space is produced 
by projecting the spatial pattern of both the modelled and 
reanalysis clusters onto the EOFs obtained from reanalysis. 
Denoting a cluster centroid map from reanalysis as the row 
vector c0, and the corresponding cluster centroid map from 
a model as cm, these projections are:

where E is a matrix containing the n retained EOFs in its 
columns. Each projection is simply a point in n-dimen-
sional space, and the error metric is then the length of the 
vector between these two points:

This error metric is analogous to a root-mean-squared error 
(RMSE) of the spatial pattern with respect to reanalysis, 
and will be referred to as such. The mean RMSE over all 
clusters in a partition will also be considered, which pro-
vides a measure of how well the partition as a whole com-
pares to reanalysis.

4  Observed European/Atlantic circulation regimes

Figure 2 shows composites of 500 hPa geopotential height 
anomaly associated with each of the four clusters for the 
European/Atlantic sector. The clusters are presented in 
order of their climatological frequency of occurrence. The 
significance of this cluster partition is 99.8 % (as indicated 
in Fig. 1) as determined by the test described in Sect. 3. 
Therefore these clusters represent regimes. The high sig-
nificance indicates that the variability of large-scale circu-
lation in the European/Atlantic sector has non-Gaussian 
structure.

Clusters 1 and 4 (Fig. 2a, d) are referred to as NAO+ 
and NAO− regimes respectively, as they are consistent 
with the spatial patterns of the positive and negative phases 
of the North Atlantic Oscillation (e.g., Woollings et al. 
2010; Hurrell and Deser 2010). The second most frequent 
cluster (Fig. 2b) has a positive geopotential height anomaly 
centered over Scandinavia with negative anomalies to the 
east and west. This pattern is referred to as the blocking 

p0 = c0E, pm = cmE,

error = �pm − p0�.

Fig. 1  Significance of clustering for the ERA data set as a function 
of cluster partition size k. The 95 % significance level is indicated by 
the grey horizontal line
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(BL) regime as it resembles closely the anomalous flow 
during European blocking episodes. The third most fre-
quent cluster (Fig. 2c) consists of a positive geopotential 
height anomaly over the North Atlantic and a negative 
anomaly over Scandinavia and eastern Europe. This cluster 
is referred to as the Atlantic Ridge (AR) regime, although 
we note the pattern has much in common with the East 
Atlantic pattern (e.g., Wallace and Gutzler 1981). Each of 
these regimes has associated patterns of surface tempera-
ture and precipitation anomalies which are consistent with 
the physical interpretation of the regimes.

To understand what kind of differences we might expect 
between reanalysis and simulated clusters, we apply the 
same methodology to the NCEP data set. This gives us an 
idea of the differences one can expect in spatial patterns 
and frequencies of occurrence of each cluster, and the sig-
nificance of the clustering itself, due to using a different 
reanalysis system. The k = 4 cluster partition for the NCEP 
data set has a significance value of 99.4 %, which is highly 
significant. The clusters for this data set are shown as the 

coloured contours in Fig. 3, with the overlaid grey contours 
showing the equivalent pattern from ERA (Fig. 2). Simply 
by comparing the two sets of contours it is clear that the 
spatial patterns of each NCEP cluster are very similar to the 
corresponding ERA cluster. We also note that the climato-
logical frequency of occurrence of each NCEP cluster is 
within 1 % of the corresponding ERA cluster. Given these 
details it would be hard to argue that the clusters found here 
are an artefact of the particular reanalysis system used.

The fact that the same regimes can be identified in two 
independent reanalyses demonstrates the robustness of the 
European/Atlantic circulation regimes. For example, apply-
ing the same analysis in the Pacific region yields less con-
sistent results. The same clustering procedure was applied 
to the domain 140◦E − 80◦W, 30◦ − 87.5◦N, which cov-
ers the whole Pacific Ocean and has the same latitudinal 
extent as the European/Atlantic sector. An additional filter-
ing step, a 10-day Lanczos filter (Duchon 1979) applied to 
the anomaly time series as recommended by Straus et al. 
(2007), was required in order to find significance in the 

Fig. 2  Cluster centroid maps of 
500 hPa geopotential height for 
ERA. The maps are composites 
of daily geopotential height 
anomalies for each day the 
given cluster is active. The cli-
matological frequency of occur-
rence for each cluster is given 
in next to the name. a NAO+ 
cluster, b BL cluster, c AR clus-
ter and d NAO− cluster

a b

c d
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clustering in the Pacific. The results of this analysis are 
shown in the top row of Fig. 4, and in the bottom row of 
Fig. 4 for NCEP. The clusters from ERA have significance 
of 93.6 %, and those from NCEP are 95.0 % significant. 
The two reanalyses find clusters which are broadly physi-
cally similar in terms of the spatial patterns, but there are 
significant deviations in the locations and specific shapes 
of the patterns. This demonstrates that the similarity of the 
European/Atlantic regimes in the two reanalyses is not sim-
ply inevitable, but is a genuine indicator of robustness.

5  Existence of regimes in the European/Atlantic 
circulation

The four regimes in the European/Atlantic domain are qual-
itatively similar to those found in other studies (Michel-
angeli et al. 1995; Cassou 2008; Barrier et al. 2013), and 
appear to be robust between reanalysis products. However, 
some authors have questioned whether it is even possible to 

define circulation regimes in the European/Atlantic region, 
particularly using cluster analysis. For example, Fereday 
et al. (2008) concluded that it is not possible to determine 
an unambiguous clustering for European/Atlantic circula-
tion, and therefore not possible to define regimes. This 
apparent contradiction to the current work is now briefly 
discussed, and a demonstration of why Fereday et al. 
(2008) cannot detect circulation regimes is provided.

Fereday et al. (2008) attempt to find clusters in 2-month 
samples of mean sea level pressure (MSLP). They use k-
means cluster analysis, but do not use any kind of spatial 
or temporal filtering, or reduction of dimensionality prior 
to clustering. The key differences in between their analysis 
and ours are the length of the temporal samples, the dimen-
sionality of the space clustering is done in and the variable 
used for the analysis. We have re-applied our methodology, 
using combinations of different sample (season) lengths, 
phase space dimension and analysis variable. For each 
methodology we compute the significance of the k = 4 
cluster partition. The results of this are shown in Table 1. 

Fig. 3  As Fig. 2 but for NCEP 
twentieth century Reanalysis. 
The grey contours are the cor-
responding contours from the 
ERA data set for comparison. 
The RMS error relative to the 
corresponding ERA cluster 
is given at the top right of 
each panel. a NAO+ cluster, 
b BL cluster, c AR cluster and 
d NAO− cluster

a b

c d
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Firstly we will consider analysis of geopotential height on 
the 500 hPa pressure level (Z500; first row in Table 1). For 
a low-dimensional (4-d) clustering space it is possible to 
find significance using either a 4-month sample length or 
a 2-month sample length, although the significance value 
is somewhat lower for the 2-month sample length case. For 
a higher-dimensional (50-d) space it is still possible to find 
significant clusters when using a 4-month sample length, 
but a 2-month sample length is not sufficient to adequately 
sample such a large space. This suggests that the combina-
tion of a large (250-d) clustering space and a short sample 
length used by Fereday et al. (2008) is severely limiting 
their chances of finding significant clusters.

These tests were also done using mean sea level pres-
sure (MSLP; second row in Table 1). These show that 
even for a low-dimensional (4-d) space, a 2-month sample 
length is not adequate when using MSLP as the analysis 
variable. For the larger 50-d space neither the 4 or 2-month 
sample lengths are sufficient. This is likely to be because 
MSLP is a noisier field, containing much of the smaller 
scale variability from within the planetary boundary layer 
and is therefore less directly linked to the large-scale bal-
anced dynamics which determines regime structure. This is 
in contrast to geopotential height on the 500 hPa pressure 

surface, which is a comparatively smooth field typically 
with variations on large (synoptic and greater) scales. In 
summary it is likely that Fereday et al. (2008) fail to find 
significant regimes in the European/Atlantic circulation 
because they used a clustering space that is too large and a 
sample size that is too small, as well as their choice of vari-
able aggravating the situation.

6  Modelled European/Atlantic circulation regimes

Having addressed the representation of regimes in obser-
vations (reanalysis) we now turn attention to the simula-
tion of circulation regimes in models. Figure 5 shows the 

a b c d

e f g h

Fig. 4  Cluster centroid maps of 500 hPa geopotential height for the 
Pacific region for ERA and NCEP twentieth Century Reanalysis. The 
upper panels (a–d) are for ERA and the lower panels (e–h) are for 

NCEP. The grey contoursin the lower panels are the corresponding con-
tours from ERA for comparison. The RMS error relative to the corre-
sponding ERA cluster is given at the top right of each of the lower panels

Table 1  Significance of the 4-cluster partition for different combina-
tions of phase space size, sample length and analysis variable

Variable 4-d phase space 50-d phase space

4-month  
sample (%)

2-month  
sample (%)

4-month  
sample (%)

2-month 
sample (%)

Z500 99.8 95.2 95.0 86.2

MSLP 98.8 90.4 92.2 80.2



2184 A. Dawson, T. N. Palmer

1 3

k = 4 cluster partition for the high-resolution T1279 model 
configuration, again the clusters are presented in order of 
climatological frequency of occurrence. These clusters 
are as presented in Dawson et al. (2012). They are highly 
significant (98.6 %) and can be interpreted as regimes in 
the European/Atlantic circulation. One can easily make a 
one-to-one correspondence between the modelled and rea-
nalysis clusters, and note that the patterns of each modelled 
cluster are very similar to the corresponding pattern in 
reanalysis.

The equivalent clusters for the low-resolution T159 
model configuration are shown in Fig. 6. For reasons dis-
cussed in Sect. 2 these clusters are not identical to those 
shown in Dawson et al. (2012) and show a reasonably high 
(97.2 %) level of significance. However, as will now be 
described, significance of the clusters does not necessar-
ily imply a realistic representation of regime behaviour. 
The order of the clusters in terms of their climatological 

frequency of occurrence is different to reanalysis or the 
high-resolution configuration. Although the NAO+ regime 
is most frequent, the T159 configuration shows NAO− to 
be the second most frequent cluster in contrast to reanalysis 
where this is the least frequent regime. This is consistent 
with the T159 configuration results shown in Dawson et al. 
(2012). The clusters identified by Dawson et al. (2012) 
were not consistent with the BL or AR regimes, but in this 
integration it is possible to identify these regimes. How-
ever, the BL regime is the least frequently occurring regime 
in this case, which is in stark contrast to observations. The 
spatial patterns of the individual clusters are generally not 
well represented in the T159 configuration, with the pos-
sible exception of the NAO+ regime. The NAO− regime 
is too zonally constrained, and the BL and AR regimes 
are both shifted away from the locations they occur in rea-
nalysis. The higher significance and one-to-one matching 
of regime patterns with reanalysis suggest that this T159 

Fig. 5  As Fig. 2 but for the 
T1279 model configuration. 
The grey contours are the cor-
responding contours from the 
ERA data set for comparison. 
The RMS error relative to the 
corresponding ERA cluster 
is given at the top right of 
each panel. a NAO+ cluster, 
b BL cluster, c AR cluster and 
d NAO− cluster

a b

c d
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configuration is performing somewhat better in this inte-
gration than in the integration discussed in Dawson et al. 
(2012). However, the inaccurate representation of cluster 
frequencies and large differences in the spatial patterns 
compared to reanalysis are erroneous features that are com-
mon across both studies. These errors mean that despite the 
apparent slight improvement we see in the T159 configura-
tion over the previous study, our conclusion must remain 
that the T159 model has a generally poor representation of 
regimes.

Having determined that at T1279 we get a realistic 
simulation of circulation regimes, and at T159 resolution 
regimes are not simulated realistically, the obvious ques-
tion is: would an intermediate-resolution configuration be 
sufficient to accurately simulate these regimes, or is T1279 
resolution really necessary to capture the important pro-
cesses? T1279 is far too high a resolution to be practical for 
use in climate simulations, so it would be ideal if a lower 
resolution could be used, with much of the same benefits 

in terms of the regime simulations. Figure 7 shows clusters 
from the intermediate T511 resolution model configura-
tion. These clusters are highly significant (97.2 %), allow-
ing their interpretation as regimes, and can be matched 
one-to-one with the reanalysis clusters. The quality of the 
spatial patterns is less good than with the T1279 configura-
tion, but they are somewhat better than those in the T159 
configuration. The major improvement the T511 configu-
ration makes over the T159 configuration is in the regime 
frequencies. The T511 configuration produces the clusters 
in the same order as ERA, with the notable divide between 
the two more frequent NAO+ and BL regimes and the two 
less frequent AR and NAO− regimes. The intermediate-
resolution configuration therefore represents a significant 
improvement upon the low-resolution T159 model, but has 
not been able to match the performance of the very-high-
resolution T1279 configuration.

An overall comparison of the errors relative to ERA 
in the spatial patterns of the clusters for each model 

Fig. 6  As Fig. 2 but for the 
T159 model configuration. The 
grey contours are the cor-
responding contours from the 
ERA data set for comparison. 
The RMS error relative to the 
corresponding ERA cluster 
is given at the top right of 
each panel. a NAO+ cluster, 
b NAO− cluster, c AR cluster 
and d BL cluster

a b

c d
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configuration and NCEP is given in Fig. 8. The figure 
shows the mean RMS error over all four clusters. From this 
it is clear that the error in T1279 is actually comparable to 
the error between two reanalysis systems, and that the error 
in T159 is considerably larger. It also shows that the T511 
configuration does make some improvement over T159 
with respect to reproducing the actual spatial patterns of the 
regimes.

Another important aspect of a regime simulation is the 
temporal persistence of the regimes. Figure 9 shows the 
distribution of persistence (in days) of each regime. Persis-
tence is defined as the number times the given cluster per-
sists for the given number of days. This is done by breaking 
the cluster time series into non-overlapping sections con-
taining data points in the same cluster cluster, then count-
ing the number of sections of each length. A persistence 
of 1 day refers to a section of length 1 day. The shading 
around the ERA persistence distribution is an indicator of 
uncertainty, obtained through a bootstrapping method. A 
large number of randomized realizations of the ERA clus-
ter time series, the output of the clustering which tells us 
which cluster the atmospheric state is assigned to for each 
day in the analysis, were generated using sampling with 
replacement. Each realization has the same length as the 
original time series (45 years) and keeps whole seasons 
together, since the individual days within a season are not 
independent, but seasons as a whole are independent of 

Fig. 7  As Fig. 2 but for the 
T511 model configuration. The 
grey contours are the cor-
responding contours from the 
ERA data set for comparison. 
The RMS error relative to the 
corresponding ERA cluster 
is given at the top right of 
each panel. a NAO+ cluster, 
b BL cluster, c AR cluster and 
d NAO− cluster

a b

c d

Fig. 8  Root-mean-square errors in the spatial patterns of the cluster 
centroids relative to ERA averaged over all four clusters
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each other. For each realization the distribution of persis-
tence was calculated for each cluster. The mean and stand-
ard deviation of these histograms was then computed. The 
shading in Fig. 9 represents the ±1 standard deviation inter-
val around the mean for ERA. This provides a simple indi-
cator of whether or not the persistence of the model cluster 
should be considered as the same as the persistence of the 
cluster in ERA. However, it does not necessarily imply that 
model persistence outside this shading is significantly dif-
ferent from the persistence in ERA. All three configurations 
have realistic persistence for the NAO+ and AR regimes, 
although the T1279 configuration perhaps has too much 
preference for 5–10 day NAO+ events. The persistence 
of the BL regime is simulated well at high resolution, but 
there is a clear over representation of short 1–3 day events 
in the T159 configuration, and the T511 configuration is 
somewhat overly persistent on the 5–7 day time-scale. The 
T1279 and T511 configurations have a realistic representa-
tion of NAO− persistence also. The T159 configuration has 
an erroneous preference for shorter lived (1–8 day) visits to 
the NAO− cluster.

7  Improvements through stochastic parameterization

Our current assessment is that a low-resolution T159 model 
is not sufficient to simulate regime behaviour, and even 
though it is possible to do better at a higher T511 resolu-
tion, it is still necessary to have extremely high T1279 reso-
lution to simulate regimes realistically. This is a problem-
atic conclusion for climate modelling. T1279 resolution is 
out of the question for use in coupled climate models due 
to its immense computational expense. Although T511 res-
olution may perhaps be a viable option in the near future, 
simply waiting for the computing power to match our 
requirements is not. It would therefore be ideal if it were 
possible to get some of the benefits demonstrated by these 
high-resolution models through better representation of the 
unresolved small scales in lower resolution models, without 
actually having to explicitly represent the smaller scales.

We now discuss the results of applying the regime diag-
nostic to configurations of the same model used previously, 
but with the stochastic physics parameterization scheme 
turned on. The cluster centroids calculated from a T511 

Fig. 9  Distributions of the 
persistence of each cluster for 
ERA and the T159, T511 and 
T1279 model configurations. 
The last bin includes all events 
with persistence of more than 
20 days. The shaded region 
around the ERA persistence 
distribution is the ±1 standard 
deviation interval obtained from 
a bootstrap re-sampling method. 
a NAO+ cluster, b BL cluster, 
c AR cluster and d NAO− clus-
ter

a b

c d
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model configuration including stochastic physics (T511SP) 
are shown in Fig. 10. These clusters have a significance of 
97.8 % and are therefore interpreted as regimes. The spa-
tial patterns of each regime are improved upon significantly 
from the T511 configuration without stochastic physics, 
with lower errors across all four clusters. The AR regime 
is much improved with the ridge itself being shifted north-
east into almost the same location as in ERA, and the corre-
sponding low anomaly is shifted into a more realistic posi-
tion over the Baltic Sea rather than being predominantly 
over the North Sea and the north coast of Norway. The 
centers of the BL regime are also shifted making their loca-
tions closer to ERA’s BL regime.

The cluster centroids calculated from the T159 model 
configuration including stochastic physics (T159SP) are 
shown in Fig. 11. Again, these clusters have high signifi-
cance (98.8 %) and are therefore interpreted as regimes. 
The addition of a stochastic physics scheme represents 
a considerable improvement over the standard T159 

configuration. Most obviously the order of the regimes in 
terms of climatological frequency of occurrence is now 
the same as observations. Secondly, the representation of 
the spatial patterns of the regimes is greatly improved. The 
patterns are visually more realistic compared with the over-
laid contours of the ERA regimes, and the RMS errors are 
greatly reduced for all four clusters.

It appears that the introduction of a stochastic physics 
scheme is enormously beneficial for the simulation of the 
spatial patterns of European/Atlantic circulation regimes. 
This is evident from Fig. 8 where both T511SP and 
T159SP have mean errors more comparable to the T1279 
configuration than the T511 or T159 configurations without 
stochastic physics. Christensen et al. (2014) showed that in 
a highly simplified model of the atmosphere the introduc-
tion of a stochastic parameterization scheme has significant 
benefits for the simulation of the system’s naturally occur-
ring regimes, compared with a deterministic parameteriza-
tion or a perturbed parameter ensemble. Christensen et al. 

Fig. 10  As Fig. 2 but for the 
T511 with stochastic physics 
model configuration. The grey 
contours are the corresponding 
contours from the ERA data set 
for comparison. The RMS error 
relative to the corresponding 
ERA cluster is given at the top 
right of each panel. a NAO+ 
cluster, b BL cluster, c AR clus-
ter and d NAO− cluster

a b

c d
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(2014) determined that the simplified model with a stochas-
tic parameterization was more able to able to visit multiple 
distinct regions of phase space and hence produce realistic 
regimes, whereas the model had a poorer representation of 
regimes when deterministic parameterizations were used. 
The results presented here suggest that this finding could 
generalise to a full complexity atmospheric model, and is 
likely not an artefact of using the simplified model.

Whilst it is obvious that the climatological frequencies 
of the individual clusters in the T159SP configuration are 
improved over the standard T159 configuration, it is more 
difficult to assess any improvement in the T511SP fre-
quencies. However, we can determine easily that they are 
not made any worse. Figure 12 shows the mean absolute 
error in climatological frequency relative to ERA over 
all four clusters. This gives an idea of how well the mod-
els represent the frequency of occurrence across all four 
clusters. The T1279 and T511 models have an appreciably 
larger error than the NCEP, but are of the same order as 

one another. The errors in T159 are much higher, as one 
would expect given the different ordering of the regimes 
in the T159 configuration. It is clear that the errors for 
T511SP and T159SP are of a similar magnitude to the 
standard T1279 and T511 configurations, suggesting that 
the introduction of stochastic physics does not negatively 

Fig. 11  As Fig. 2 but for the 
T159 with stochastic physics 
model configuration. The grey 
contours are the corresponding 
contours from the ERA data set 
for comparison. The RMS error 
relative to the corresponding 
ERA cluster is given at the top 
right of each panel. a NAO+ 
cluster, b BL cluster, c AR clus-
ter and d NAO− cluster

a b

c d

Fig. 12  Absolute error in climatological frequency of occurrence (%) 
relative to ERA averaged over all four clusters. The error for ERA is 
the bootstrapped error estimate which is detailed in Sect. 7
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impact the model representation of cluster frequencies. The 
error between NCEP and ERA provides some expectation 
of the error in climatological frequencies, but since the dif-
ferences in climatological frequency are quite subtle we 
also provide a second bootstrapped estimate. This estimate 
uses the same method as was used for persistence, whereby 
a large number of randomized realizations of the ERA 
cluster time series were generated, and the absolute error 
relative to ERA was computed for for each cluster in each 
realization. The mean of these errors over realizations was 
then calculated which yields a bootstrapped value of the 
mean absolute error due to sampling variability. This error 
is of the same magnitude as the errors in the T511, T1279, 
T511SP and T159SP model configurations, suggesting that 
although their errors are larger than that between ERA and 
NCEP, they are of a similar size to what we might expect 
given sampling uncertainty.

We also examine the influence of stochastic physics on 
the persistence of the regimes. Figure 13 shows the distribu-
tion of persistence (in days) of each regime for T159SP and 
T511SP, with the standard configurations for reference. The 
introduction of stochastic physics into the T511 resolution 
configuration makes little difference in terms of persistence 
for the NAO+, AR and NAO− regimes. However, for the 
BL regime the introduction of stochastic physics makes the 
persistence worse for up to 4 day events, but makes some 
improvement in the 5–10 day range. At T159 resolution the 
introduction of stochastic physics makes the persistence of 
the NAO+ regime less realistic, with shorter events occur-
ring too often. However, there are significant improvements 
to the persistence for the BL and NAO− regimes. It appears 
that the introduction of stochastic physics has a smaller 
impact on the persistence of the regimes than it does on the 
spatial patterns of the regimes themselves, although we note 

a b

c d

Fig. 13  Distributions of the persistence of each cluster for ERA and 
the T159 and T511 model configurations with and without stochas-
tic physics. The last bin includes all events with persistence of more 
than 20 days. The shaded region around the ERA persistence distri-

bution is the ±1 standard deviation interval obtained from a bootstrap 
re-sampling method. a NAO+ cluster, b BL cluster, c AR cluster and 
d NAO− cluster
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that the stochastic physics does not make the persistence 
significantly worse in any case.

8  Conclusions

Using a regime diagnostic four clusters are identified in the 
wintertime European/Atlantic geopotential height field in 
ERA. These regimes are highly significant and are inter-
preted as circulation regimes. The same four regimes are 
identified in an independent reanalysis data set, suggesting 
that the regimes are a robust feature of the European/Atlan-
tic wintertime flow. The same regime diagnostic is applied 
to an atmospheric model at three different horizontal reso-
lutions. A configuration with very high horizontal resolu-
tion has a realistic simulation of regimes, in terms of both 
the spatial patterns of the flow regimes and their temporal 
characteristics. A configuration with low resolution, typical 
of the atmospheric resolution of modern coupled climate 
models, has a comparatively poor simulation of regimes. 
The spatial patterns of the regimes are dissimilar to reanal-
ysis and the frequency with which each regime occurs is 
erroneous. Some of the regimes are also less persistent than 
the observed regimes. This result demonstrates the impor-
tance of representing small-scale process for the simulation 
of large-scale climate. It is likely that both more realistic 
orography (Jung et al. 2012) and more realistic representa-
tion of Rossby wave breaking processes, which are known 
to be important in maintaining persistent anomalies (Wooll-
ings et al. 2008; Masato et al. 2012), are responsible for 
the better performance of the very-high-resolution model. 
A configuration with intermediate horizontal resolution is 
able to partially bridge the gap between the very high and 
the low-resolution configurations, with significant improve-
ments to the climatological frequency of occurrence and 
persistence of each regime, and smaller improvements to 
the spatial patterns of the regimes. However, this intermedi-
ate resolution is not sufficient to produce a simulation as 
realistic as the very-high-resolution configuration.

The introduction of a stochastic physics scheme into the 
low and intermediate-resolution configurations provided 
significant benefits. The intermediate-resolution configura-
tion with stochastic physics had more realistic spatial pat-
terns, with simulated regimes comparable to the very-high-
resolution configuration. The stochastic physics scheme did 
not alter the frequency of occurrence or persistence of the 
regimes in a detrimental way. In the low-resolution config-
uration the stochastic physics scheme had a bigger impact, 
not only improving the spatial patterns of the regimes, but 
also having significant positive impact on the climatologi-
cal frequency of occurrence and persistence of the regimes. 
As with the intermediate-resolution configuration, the 
stochastic physics scheme shifts the performance of the 

regime simulation towards that of the very-high-resolution 
configuration. These results are consistent with results from 
simplified models of the atmosphere, where the introduc-
tion of stochastic parameterization provides a better rep-
resentation of small-scale transience than deterministic 
parameterizations, and as a consequence allows for more 
realistic regime structures to be simulated (Christensen 
et al. 2014). These results are also particularly important, 
as they suggest that although small-scale processes appear 
to be important for the simulation of large-scale circulation 
regimes, it may not be necessary for these small scales to 
be explicitly represented in numerical models. Given that 
performing climate integrations at very high resolution is 
essentially infeasible, stochastic parameterizations could 
represent a computationally efficient way forward for 
improving the representation of the small-scale processes 
that are important to large-scale climate by allowing us to 
use coarser resolutions without losing the demonstrated 
benefits of very high resolution.

The results presented here also support a new more com-
putationally efficient approach to integrating the dynami-
cal core of weather and climate models (Palmer 2012). In 
this approach, not all scales are represented and integrated 
with the same level of precision and accuracy (Düben et al. 
2013). In particular, the use of energy-efficient stochastic 
hardware to integrate the small-scale components of the 
dynamical core can lead to substantial reductions in power 
consumption and increases in computational speed. The 
results here suggest that a T1279 dynamical core, where 
scales between wave numbers 511 and 1279 are repre-
sented e.g. by single precision numbers and integrated on 
approximate chips, could show the same levels of perfor-
mance as the T1279 model itself. These ideas will be tested 
in future studies.

Studies of low-dimensional dynamical systems have pro-
vided evidence that suggests the response of a system with 
naturally occurring regimes under external forcing is mani-
fested primarily in terms of the frequency of occurrence of 
these regimes. If the atmosphere exhibits regime behaviour, 
then this implies that it is necessary for climate models to 
represent such regime behaviour in the atmosphere. We 
have demonstrated that the atmospheric resolution typical 
of CMIP5 climate models is likely not sufficient to repre-
sent realistic regimes, and that much higher resolution is 
needed. This suggests that current predictions of regional 
climate change may be questionable. It is also particularly 
relevant to regional climate modelling, where a low-reso-
lution global model is often used to provide boundary con-
ditions for a higher resolution limited area model. If these 
global driving models fail to simulate regimes realistically 
due to lack of horizontal resolution then the boundary con-
ditions supplied to the embedded limited area model may 
be erroneous, and cause the regional model to generate an 
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unrealistic realization of regional climate and variability. 
However, this study has also demonstrated that the effect of 
a stochastic physics parameterization scheme is to improve 
the regime simulation in coarser resolution models. This is 
a much more promising conclusion than was presented by 
Dawson et al. (2012), since stochastic parameterization is 
very cheap compared to model resolution it potentially pre-
sents an affordable way to gain significant improvements 
from our climate models.

This study has focussed on atmosphere-only model inte-
grations, with prescribed SST boundary conditions. Whilst 
this provides a clean way to compare different atmospheric 
model configurations it is not necessarily representative of 
how the atmosphere may behave in a fully coupled climate 
model. Straus et al. (2007) demonstrated the important role 
of SST forcing on regime structures. It is possible that the 
consistency of the modelled and observed regimes is in part 
due to the realistic prescribed SST boundary condition. If 
the SST surface boundary condition provided by a coupled 
ocean model represented large scale variability poorly then 
it may result in a less realistic atmospheric regime simula-
tion, even at high resolution. Due to additional errors and 
biases in the oceanic component of coupled climate models, 
and the almost inevitable parameter tuning that is so often 
required for the coupling process itself, it is unlikely that 
one would see such a large improvement moving from the 
low to very-high-resolution model configurations, and even 
the very positive impact of the stochastic physics scheme 
may be lessened in the more complex coupled system. How-
ever, it has been demonstrated that even modest improve-
ments to oceanic resolution in a coupled climate model can 
significantly reduce biases and allow the atmospheric model 
component to produce more realistic climate and variability 
(Scaife et al. 2011). This suggests that the improvements to 
atmospheric regime behaviour noted in this study may still 
be of relevance in a coupled model scenario.
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